
pub fn nearest_neighbor(ctx: PathCreateContext)

-> Path {
    let PathCreateContext {

        action, dim, points: values, norm

    } = ctx;
    let mut visited = HashSet::new();

    let mut path = Path::try_new(

          vec![values[0].clone()],

    dim).expect("invalid dimension");

    while path.len() != values.len() {

        let last = &path[path.len() - 1];

        visited.insert(last.clone());

        let min = values

            .iter()

            .filter(|&point|

                !visited.contains(point))

            .min_by_key(|point|

                point.comparable_dist(

                  last, norm

                )

            )

            .unwrap();

        path.push(min.clone());

        action.send(

            PathCreation::from_path(

              path.clone()

            ).progress(path.len() as f32

                       / values.len() as f32),

        );
    }
    path
}
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Die perfekte  
Reihenfolge
Sortierung mehrdimensionaler Objekte als 
graphentheoretisches und algorithmisches Problem

1.	 Einleitung, Fragestellung  
und Vorgehensweise 

Wie kann man Bücher nach Farben sortieren? Diese Frage 
stellte ich mir an einem regnerischen Spätsommertag, wäh-
rend ich mein Zimmer aufräumte und feststellte, dass meine 
Mathematikbücher kaum nach einer anderen Kategorie ein-
zuteilen waren. 

Die eindimensionale Sortierung, die auf einem Vergleich von 
Elementen basiert, funktioniert nicht – die Frage, ob Oliv-
grün größer als Karmesinrot ist, ergibt keinen Sinn. Zu-
nächst versuchte ich, die Farben numerisch einzuteilen: nach 
ihrer Helligkeit oder ihrem Buntton. Beide Methoden erziel-
ten nicht das gewünschte Ergebnis: So könnte im ersten Fall 
ein Rot direkt zwischen zwei subtil unterschiedlichen Grün-
tönen stehen, während im zweiten Fall ein Pastellblau zwi-
schen Laubgrün und Bordeauxviolett (zwei sehr dunkle Far-
ben) eingeordnet wurde.

Mit dem Ziel, das Regal dennoch farblich ästhetisch zu sortie-
ren, was (für mich) bedeutet, Farbkontraste zwischen neben-
einanderstehenden Büchern zu minimieren, war die Idee für 
ein Projekt geboren – die vergleichsbasierte, d.h. eindimensi-

onale Sortierung auf mehrdimensionale 
Objekte wie Farben zu erweitern und zu 
generalisieren. In diesem Projekt gehe 
ich den Fragestellungen nach, inwiefern 
mehrdimensionale Sortierung möglich 
und effizient lösbar ist, welche Rolle da-
bei die Graphentheorie spielt und wel-
che Anwendungen sie neben dem (unter 
dem Gesichtspunkt der Kontrastmini-
mierung) ästhetischsten Bücherregal 
hat (siehe Abb. 1). 

Dabei gehe ich zu Beginn meiner Arbeit 
zunächst auf die theoretischen Grund-
lagen der mehrdimensionalen Sortie-
rung ein (Kap. 2.1), beweise, dass es 
sich bei der angestrebten um eine Ge-
neralisierung der bekannten eindimen-
sionalen Sortierung handelt (Kap.  2.2) 
und erläutere die äquivalente graphen-
theoretische Darstellung des Problems 
(Kap. 3). Nach der Präsentation der al-
gorithmischen Komplexität (Kap.  4.1) 
und der implementierten Algorithmen 
stelle ich im Anschluss meine Entwick-
lung einer interaktiven Webanwen-
dung vor (Kap.  5), in der man selbst 
verschiedene n-dimensionale Objekte 
sortieren kann – von abstrakten Vekto-
ren (Kap. 5.4) über geografische Punk-
te (Kap.  5.5) bis hin zu visuellen Far-

ben (Kap. 5.6). Diese Webanwendung visualisiert zudem die 
Funktionsweise der implementierten Algorithmen anschau-
lich und ermöglicht die praktische Sortierung auch größerer 
Datenmengen.

2.	 Beweisführung

In diesem Abschnitt soll bewiesen werden, dass es sich bei der 
im Folgenden definierten Kettensortierung um eine Genera-
lisierung der vergleichsbasierten Sortierung auf mehrere Di-
mensionen handelt. Dabei werden zunächst auf der Zerme-
lo-Fraenkel-Mengenlehre ([39],[92]) beruhende Definitionen 
formuliert und im zweiten Teil wird mittels vollständiger In-
duktion [72] ein Beweis aufgestellt. Dieser Beweis liefert die 
Grundlage für die anschließende Ausarbeitung, da sich die 
anschließend ausgearbeiteten Verfahren ohne ihn nicht als n-
dimensionale Sortierung, sondern nur als beliebigen andere 
Algorithmus auf Listen von Vektoren bezeichnen könnten.

2.1	 Definitionen

Eine Liste der Länge ​n  ∈  ℕ​ ist zum Zwecke dieser Arbeit 
eine injektive Abbildung ​l,​ die als Eingabe eine natürliche 
Zahl ​i​ (den Index) im Definitionsbereich ​​​{​​1, ..., n​}​​,​​ folglich als ​
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a) b) 

Abb. 1: Meine Mathematikbücher: links lexikographisch nach Nachname der Autor*innen,  
rechts nach perzeptueller Farbe mittels Simulated Annealing (Kap. 4.4.5) sortiert

𝔻​ bezeichnet, erhält und ein Element der Eingabemenge U 
zurückgibt. Der Wert von ​l​ an der Stelle i wird als ​​l​ i​​​ notiert. 
Der Teilabschnitt von ​p bis q​, ​p, q  ∈  𝔻, p  ≤  q​ beschreibt die 
 ​​​(​​q − p + 1​)​​​​-lange Liste ​​[​l​ p​​, ​l​ p+1​​, ....​l​ q−1​​, ​l​ q​​]​​und wird als ​​l​ p:q​​​ notiert. 
Die Bildmenge Y meint die ungeordnete Menge aller in ​l​ vor-
kommenden Elemente, durch Injektivität gilt ​​|Y|​  =  ​|l|​​. 

Das Vertauschen „Swap“ meint:Swap
meint:

Swap(𝑙𝑙,𝑚𝑚, 𝑛𝑛)𝑖𝑖 ≔ {
𝑙𝑙𝑛𝑛 falls 𝑖𝑖=𝑚𝑚
𝑙𝑙𝑚𝑚 falls 𝑖𝑖=𝑛𝑛
𝑙𝑙𝑖𝑖 sonst

Die Menge der Permutationen

Perm
einer Liste

𝑙𝑙
wird definiert als:

Perm(𝑙𝑙) ≔ {𝑙𝑙′ | 𝑙𝑙′𝑖𝑖 = 𝑙𝑙𝜎𝜎(𝑖𝑖), 𝜎𝜎 : 𝔻𝔻 → 𝔻𝔻 bijektiv} (1)

Eine Liste

𝑙𝑙
, deren Zielmenge Teil einer strikten Totalordnung

(𝕋𝕋,>)
mit Ordnungsrelation

(>)
ist, heißt genau dann sortiert, wenn gilt:

∀𝑖𝑖 ∈ 𝔻𝔻 ∖ {𝑛𝑛} : 𝑙𝑙𝑖𝑖+1 > 𝑙𝑙𝑖𝑖 (2)
Die Kettenlänge

𝑑𝑑𝕃𝕃(𝑙𝑙)
einer Liste

𝑙𝑙
, deren Zielmenge Teil eines metrischen Raums

(𝕋𝕋, 𝑑𝑑)
mit Distanzfunktion

𝑑𝑑
ist, wird definiert durch:

𝑑𝑑𝕃𝕃(𝑙𝑙) ≔ ∑
𝑛𝑛−1

𝑖𝑖=1
𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑙𝑙𝑖𝑖+1) (3)

Eine solche Liste wird als kettensortiert bezeichnet, wenn gilt:

𝑑𝑑𝕃𝕃(𝑙𝑙) = min
𝑙𝑙′∈ Perm(𝑙𝑙)

𝑑𝑑𝕃𝕃(𝑙𝑙′) (4)

2.2. Beweis: Jede sortierte Liste ist kettensortiert
Neben der abbildenden Definition der Liste kann eine Liste reeller Zahlen (also

𝑈𝑈 ⊆ ℝ
) äquivalent auch induktiv definiert werden. Hierbei repräsentiere
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2.2	 Beweis: Jede sortierte  
Liste ist kettensortiert 

Neben der abbildenden Definition der Liste kann eine Liste 
reeller Zahlen (also ​U  ⊆  ℝ​) äquivalent auch induktiv defi-

niert werden. Hierbei repräsentiere 𝕃 die Menge aller solcher 
Listen, ​ε​ die leere Liste mit Länge 0. ​⨁​ bezeichne die struktu-
relle Konkatenation zweier Listen bzw. einer Liste und einem 
Element, welches als einelementige Liste interpretiert wird. 
Die Definition erfolgt wie folgt: 

	 (5)

𝕃𝕃
die Menge aller solcher Listen,

𝜀𝜀
die leere Liste mit Länge 0.

⊕
bezeichne die strukturelle Konkatenation zweier Listen bzw. einer Liste und einem Element, welches als einelementige Liste interpretiert wird. Die Definition erfolgt wie folgt:

𝜀𝜀 ∈ 𝕃𝕃 (5)

𝑙𝑙 ∈ 𝕃𝕃 ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖

⇒ ∀𝑙𝑙𝑒𝑒 ∈ Ins(𝑙𝑙, 𝑒𝑒) : 𝑙𝑙𝑒𝑒 ∈ 𝕃𝕃
(6)

Dabei wird die Einfügemenge

Ins
definiert als:

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙𝑒𝑒 | 𝑛𝑛 = |𝑙𝑙|, 𝑖𝑖 ∈ [1, 𝑛𝑛 + 1], 𝑙𝑙𝑒𝑒 = 𝑙𝑙1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙𝑖𝑖:𝑛𝑛} (7)
Es gibt keine weiteren Listen.

Die Menge der sortierten Listen

𝕃𝕃sort
bezeichnet dabei:

𝜀𝜀 ∈ 𝕃𝕃sort (8)

𝑙𝑙 ∈ 𝕃𝕃sort ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ⇔ 𝑙𝑙 ⊕ 𝑒𝑒 ∈ 𝕃𝕃sort (9)
(

𝑒𝑒 > 𝑙𝑙𝑛𝑛
wäre an dieser Stelle äquivalent, jedoch wird hier, um die Definitionen analog zu halten, die längere Variante gewählt.)

Dabei gilt:

𝕃𝕃sort ⊂ 𝕃𝕃
, da es sich bei der Konstruktion von

𝕃𝕃sort
um einen Spezialfall der von

𝕃𝕃
handelt, bei der

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙 ⊕ 𝑒𝑒}
.

Nebensatz. Jede Liste mit total geordneter Zielmenge nach Abschnitt 2.1 ist Element von

𝕃𝕃
.

Beweis. Man betrachte eine abbildende Liste

𝑙𝑙
. Aus dieser konstruiere man nun die
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die Menge aller solcher Listen,

𝜀𝜀
die leere Liste mit Länge 0.

⊕
bezeichne die strukturelle Konkatenation zweier Listen bzw. einer Liste und einem Element, welches als einelementige Liste interpretiert wird. Die Definition erfolgt wie folgt:

𝜀𝜀 ∈ 𝕃𝕃 (5)

𝑙𝑙 ∈ 𝕃𝕃 ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖

⇒ ∀𝑙𝑙𝑒𝑒 ∈ Ins(𝑙𝑙, 𝑒𝑒) : 𝑙𝑙𝑒𝑒 ∈ 𝕃𝕃
(6)

Dabei wird die Einfügemenge

Ins
definiert als:

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙𝑒𝑒 | 𝑛𝑛 = |𝑙𝑙|, 𝑖𝑖 ∈ [1, 𝑛𝑛 + 1], 𝑙𝑙𝑒𝑒 = 𝑙𝑙1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙𝑖𝑖:𝑛𝑛} (7)
Es gibt keine weiteren Listen.

Die Menge der sortierten Listen

𝕃𝕃sort
bezeichnet dabei:

𝜀𝜀 ∈ 𝕃𝕃sort (8)

𝑙𝑙 ∈ 𝕃𝕃sort ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ⇔ 𝑙𝑙 ⊕ 𝑒𝑒 ∈ 𝕃𝕃sort (9)
(

𝑒𝑒 > 𝑙𝑙𝑛𝑛
wäre an dieser Stelle äquivalent, jedoch wird hier, um die Definitionen analog zu halten, die längere Variante gewählt.)

Dabei gilt:

𝕃𝕃sort ⊂ 𝕃𝕃
, da es sich bei der Konstruktion von

𝕃𝕃sort
um einen Spezialfall der von

𝕃𝕃
handelt, bei der

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙 ⊕ 𝑒𝑒}
.

Nebensatz. Jede Liste mit total geordneter Zielmenge nach Abschnitt 2.1 ist Element von

𝕃𝕃
.

Beweis. Man betrachte eine abbildende Liste

𝑙𝑙
. Aus dieser konstruiere man nun die

3

𝕃𝕃
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⊕
bezeichne die strukturelle Konkatenation zweier Listen bzw. einer Liste und einem Element, welches als einelementige Liste interpretiert wird. Die Definition erfolgt wie folgt:

𝜀𝜀 ∈ 𝕃𝕃 (5)
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𝑙𝑙 ∈ 𝕃𝕃sort ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ⇔ 𝑙𝑙 ⊕ 𝑒𝑒 ∈ 𝕃𝕃sort (9)
(

𝑒𝑒 > 𝑙𝑙𝑛𝑛
wäre an dieser Stelle äquivalent, jedoch wird hier, um die Definitionen analog zu halten, die längere Variante gewählt.)
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𝕃𝕃sort ⊂ 𝕃𝕃
, da es sich bei der Konstruktion von

𝕃𝕃sort
um einen Spezialfall der von

𝕃𝕃
handelt, bei der

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙 ⊕ 𝑒𝑒}
.

Nebensatz. Jede Liste mit total geordneter Zielmenge nach Abschnitt 2.1 ist Element von

𝕃𝕃
.

Beweis. Man betrachte eine abbildende Liste

𝑙𝑙
. Aus dieser konstruiere man nun die
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Es gibt keine weiteren Listen.

Die Menge der sortierten Listen 𝕃sort bezeichnet dabei:
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𝜀𝜀 ∈ 𝕃𝕃 (5)
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(6)

Dabei wird die Einfügemenge

Ins
definiert als:

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙𝑒𝑒 | 𝑛𝑛 = |𝑙𝑙|, 𝑖𝑖 ∈ [1, 𝑛𝑛 + 1], 𝑙𝑙𝑒𝑒 = 𝑙𝑙1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙𝑖𝑖:𝑛𝑛} (7)
Es gibt keine weiteren Listen.

Die Menge der sortierten Listen

𝕃𝕃sort
bezeichnet dabei:

𝜀𝜀 ∈ 𝕃𝕃sort (8)

𝑙𝑙 ∈ 𝕃𝕃sort ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ⇔ 𝑙𝑙 ⊕ 𝑒𝑒 ∈ 𝕃𝕃sort (9)
(

𝑒𝑒 > 𝑙𝑙𝑛𝑛
wäre an dieser Stelle äquivalent, jedoch wird hier, um die Definitionen analog zu halten, die längere Variante gewählt.)

Dabei gilt:

𝕃𝕃sort ⊂ 𝕃𝕃
, da es sich bei der Konstruktion von

𝕃𝕃sort
um einen Spezialfall der von

𝕃𝕃
handelt, bei der

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙 ⊕ 𝑒𝑒}
.

Nebensatz. Jede Liste mit total geordneter Zielmenge nach Abschnitt 2.1 ist Element von

𝕃𝕃
.

Beweis. Man betrachte eine abbildende Liste

𝑙𝑙
. Aus dieser konstruiere man nun die
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𝕃𝕃
die Menge aller solcher Listen,

𝜀𝜀
die leere Liste mit Länge 0.

⊕
bezeichne die strukturelle Konkatenation zweier Listen bzw. einer Liste und einem Element, welches als einelementige Liste interpretiert wird. Die Definition erfolgt wie folgt:

𝜀𝜀 ∈ 𝕃𝕃 (5)

𝑙𝑙 ∈ 𝕃𝕃 ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖

⇒ ∀𝑙𝑙𝑒𝑒 ∈ Ins(𝑙𝑙, 𝑒𝑒) : 𝑙𝑙𝑒𝑒 ∈ 𝕃𝕃
(6)

Dabei wird die Einfügemenge

Ins
definiert als:

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙𝑒𝑒 | 𝑛𝑛 = |𝑙𝑙|, 𝑖𝑖 ∈ [1, 𝑛𝑛 + 1], 𝑙𝑙𝑒𝑒 = 𝑙𝑙1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙𝑖𝑖:𝑛𝑛} (7)
Es gibt keine weiteren Listen.

Die Menge der sortierten Listen

𝕃𝕃sort
bezeichnet dabei:

𝜀𝜀 ∈ 𝕃𝕃sort (8)

𝑙𝑙 ∈ 𝕃𝕃sort ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ⇔ 𝑙𝑙 ⊕ 𝑒𝑒 ∈ 𝕃𝕃sort (9)
(

𝑒𝑒 > 𝑙𝑙𝑛𝑛
wäre an dieser Stelle äquivalent, jedoch wird hier, um die Definitionen analog zu halten, die längere Variante gewählt.)

Dabei gilt:

𝕃𝕃sort ⊂ 𝕃𝕃
, da es sich bei der Konstruktion von

𝕃𝕃sort
um einen Spezialfall der von

𝕃𝕃
handelt, bei der

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙 ⊕ 𝑒𝑒}
.

Nebensatz. Jede Liste mit total geordneter Zielmenge nach Abschnitt 2.1 ist Element von

𝕃𝕃
.

Beweis. Man betrachte eine abbildende Liste

𝑙𝑙
. Aus dieser konstruiere man nun die
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𝕃𝕃
die Menge aller solcher Listen,

𝜀𝜀
die leere Liste mit Länge 0.

⊕
bezeichne die strukturelle Konkatenation zweier Listen bzw. einer Liste und einem Element, welches als einelementige Liste interpretiert wird. Die Definition erfolgt wie folgt:

𝜀𝜀 ∈ 𝕃𝕃 (5)

𝑙𝑙 ∈ 𝕃𝕃 ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖

⇒ ∀𝑙𝑙𝑒𝑒 ∈ Ins(𝑙𝑙, 𝑒𝑒) : 𝑙𝑙𝑒𝑒 ∈ 𝕃𝕃
(6)

Dabei wird die Einfügemenge

Ins
definiert als:

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙𝑒𝑒 | 𝑛𝑛 = |𝑙𝑙|, 𝑖𝑖 ∈ [1, 𝑛𝑛 + 1], 𝑙𝑙𝑒𝑒 = 𝑙𝑙1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙𝑖𝑖:𝑛𝑛} (7)
Es gibt keine weiteren Listen.

Die Menge der sortierten Listen

𝕃𝕃sort
bezeichnet dabei:

𝜀𝜀 ∈ 𝕃𝕃sort (8)

𝑙𝑙 ∈ 𝕃𝕃sort ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ⇔ 𝑙𝑙 ⊕ 𝑒𝑒 ∈ 𝕃𝕃sort (9)
(

𝑒𝑒 > 𝑙𝑙𝑛𝑛
wäre an dieser Stelle äquivalent, jedoch wird hier, um die Definitionen analog zu halten, die längere Variante gewählt.)

Dabei gilt:

𝕃𝕃sort ⊂ 𝕃𝕃
, da es sich bei der Konstruktion von

𝕃𝕃sort
um einen Spezialfall der von

𝕃𝕃
handelt, bei der

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙 ⊕ 𝑒𝑒}
.

Nebensatz. Jede Liste mit total geordneter Zielmenge nach Abschnitt 2.1 ist Element von

𝕃𝕃
.

Beweis. Man betrachte eine abbildende Liste

𝑙𝑙
. Aus dieser konstruiere man nun die

3

	 (9)

​​​(​​e  >  ​l​ n​​​​ wäre an dieser Stelle äquivalent, jedoch wird hier, um 
die Definitionen analog zu halten, die längere Variante ge-
wählt.)

Dabei gilt: 𝕃sort ​⊂ 𝕃​, da es sich bei der Konstruktion von 𝕃sort 

um einen Spezialfall von 𝕃 handelt, bei der ​​Ins​(​​l, e​)​​ : = ​{l ⨁ e}​.​​

Nebensatz. Jede Liste mit total geordneter Zielmenge nach 
Kap. 2.1 ist Element von 𝕃.

Beweis. Man betrachte eine abbildende Liste ​l​. Aus dieser 
konstruiere man nun die ​L​-Liste, ​w​ genannt, iterativ. So be-
ginne man mit der leeren Liste ​ε​ (nach (5) ​∈​ 𝕃) und betrach-
te stets das kleinste nicht betrachtete Element ​e​ zusammen 
mit seinem Index ​i​. Existiert in ​l​ ein ​j  <  i,​ sodass ​​l​ j​​  <  ​l​ i​​​, so 
ist ​​l​ j​​​ bereits in ​w​ und ​e​ wird am darauffolgenden Index ein-
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gesetzt, ansonsten am Index ​0​. Da stets ​∀ i  ∈  ​𝔻​ w​​ :  e  >  ​w​ i​​​  
(sofern ​w​ noch nicht ​i​ enthält) und ​e​ an einer Stelle eingefügt 
(Ins) wird, ist (6) erfüllt und ​w​ eine Liste; da durch eindeutige 
Zuordnung alle Elemente enthalten sind und die Reihenfolge 
beibehalten wurde, teilen ​w​ und ​l​ alle Eigenschaften und sind 
damit identisch. █

Somit ist die Konstruierbarkeit aus (5) und (6) als Eigenschaft 
aller Listen festzuhalten.

Satz. Jede sortierte Liste reeller Zahlen ist unter der Betrags-
metrik kettensortiert.

Beweis. Die Definition anwendend, bedeutet dies:

𝑤𝑤
eine Liste; da durch eindeutige Zuordnung alle Elemente enthalten sind und die Reihenfolge beibehalten wurde, teilen

𝑤𝑤
und

𝑙𝑙
alle Eigenschaften und sind damit identisch.

∎
Somit ist die Konstruierbarkeit aus (5) und (6) als Eigenschaft aller Listen festzuhalten.

Satz. Jede sortierte Liste reeller Zahlen ist unter der Betragsmetrik kettensortiert.

Beweis. Die Definition anwendend, bedeutet dies:

∀𝑙𝑙 ∈ 𝕃𝕃sort : 𝑑𝑑𝕃𝕃(𝑙𝑙) = min
𝑙𝑙′∈ Perm(𝑙𝑙)

𝑑𝑑𝕃𝕃(𝑙𝑙′) (10)

Da das Minimum einer Menge das Element bedeutet, für das kein kleineres Element existiert, ist eine gleichwertige Formulierung, dass für keine sortierte Liste eine Permutation dieser Liste existiert, die eine kleinere Kettenlänge hat. Dabei ist die Metrik

𝑑𝑑(𝑎𝑎, 𝑏𝑏) = |𝑎𝑎 − 𝑏𝑏|
.

Induktionsbeginn:

• Länge 0: Die einzige Liste der Länge 0 ist

𝜀𝜀
, somit ist der Definitionsbereich

{}
. Nach (8) ist

𝜀𝜀 ∈ 𝕃𝕃sort
. Somit kann keine Funktion eine Änderung der Elemente vornehmen (da keine solchen existieren), und jede sortierte Liste der Länge 0 ist sortiert und kettensortiert.

• Länge 1: Eine sortierte Liste

𝑙𝑙
der Länge 1 besteht aus einem Element, also

𝑙𝑙 = 𝑙𝑙1
. Der Definitionsbereich ist

{1}
, die einzige Permutationsfunktion

𝜎𝜎
ist

{(1, 1)}
(Der Kürze halber werden Funktionen in diesem Abschnitt ihrer Definition zufolge als Mengen notiert.) Da

∀𝑖𝑖 : 𝜎𝜎(𝑖𝑖) = 𝑖𝑖
(Identität), wird keine Änderung der Elemente vorgenommen. Somit existiert keine Liste mit kürzerer Kettenlänge und jede sortierte Liste der Länge 1 ist kettensortiert.

• Länge 2: Jede sortierte Liste

𝑙𝑙
der Länge 2 erfüllt

𝑙𝑙 = 𝑙𝑙1 ⊕ 𝑙𝑙2
, wobei
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 	 (10)

Da das Minimum einer Menge das Element bedeutet, für das 
kein kleineres Element existiert, ist eine gleichwertige Formu-
lierung, dass für keine sortierte Liste eine Permutation dieser 
Liste existiert, die eine kleinere Kettenlänge hat. Dabei ist die 
Metrik ​​d​(​​a, b​)​​  =  ​|a − b|​​​.

Induktionsbeginn:
Länge 0: Die einzige Liste der Länge 0 ist ​ε​, somit ist der De-
finitionsbereich ​​​{​​​}​​​​. Nach (8) ist ​ε  ∈​ 𝕃sort. Somit kann keine 
Funktion eine Änderung der Elemente vornehmen (da kei-
ne solchen existieren), und jede sortierte Liste der Länge 0 ist 
sortiert und kettensortiert.

Länge 1: Eine sortierte Liste ​l​ der Länge 1 besteht aus einem 
Element, also ​l  =  ​l​ 1​​​. Der Definitionsbereich ist ​​​{​​1​}​​,​​die einzige 
Permutationsfunktion ​σ​ ist ​​​{​​​(​​1,1​)​​​}​​​​. (Der Kürze halber werden 
Funktionen in diesem Abschnitt ihrer Definition zufolge als 
Mengen notiert.) Da ​​∀ i : σ​(​​i​)​​  =  i​​ (Identität), wird keine Ände-
rung der Elemente vorgenommen. Somit existiert keine Liste 
mit kürzerer Kettenlänge und jede sortierte Liste der Länge 1 
ist kettensortiert.

Länge 2: Jede sortierte Liste ​l​ der Länge 2 erfüllt 
 ​l  =  ​l​ 1​​ ⨁ ​l​ 2​​​, wobei ​​l​ 2​​  >  ​l​ 1​​.​ Die möglichen Permutationsfunk-
tionen sind​​​{​​​{​​​(​​1,1​)​​, ​(​​2,2​)​​​}​​, ​{​​​(​​1,2​)​​, ​(​​2,1​)​​​}​​​}​​​​. Beide ändern die Ket-
tendistanz nicht, da die erste hier aufgeführte die Identität 
ist und die zweite die Liste umkehrt, was durch Kommuta-
tivität der Addition sowie Symmetrie der Metrik die Ketten-
distanz nicht ändert. Also ist auch jede sortierte Liste der  
Länge 2 kettensortiert.

Induktionsschritt:
​l​ sei eine sortierte und kettensortierte Liste der Länge ​
n  ∈  ℕ, n  >  2.​ Gemäß der induktiven Definition einer Lis-
te wird nun ein neues Element ​e  ∈  U,  e  >  ​l​ n​​​ an einer belie-
bigen Position ​i​ in die Liste, welche fortan ​​l​​ e​​ genannt werde, 
eingefügt. Definitionsgemäß bleibt die Liste nur dann sor-

tiert, wenn ​i  =  n + 1​,  andernfalls wäre ​​l​ i+1​​  <  ​l​ i​​​ und die Lis-
te unsortiert. Es wird nun bewiesen, dass beim Anfügen eines 
neuen Elements an genau dieser Stelle die Liste kettensortiert 
bleibt.

Zunächst wird die Kettenlänge betrachtet, die sich ergibt, falls ​
i  =  n + 1​. In diesem Fall gilt:

𝑙𝑙2 > 𝑙𝑙1
. Die möglichen Permutationsfunktionen sind

{{(1, 1), (2, 2)}, {(1, 2), (2, 1)}}
. Beide ändern die Kettendistanz nicht, da die erste hier aufgeführte die Identität ist und die zweite die Liste umkehrt, was durch Kommutativität der Addition sowie Symmetrie der Metrik die Kettendistanz nicht ändert. Also ist auch jede sortierte Liste der Länge 2 kettensortiert.

Induktionsschritt:

𝑙𝑙
sei eine sortierte und kettensortierte Liste der Länge

𝑛𝑛 ∈ ℕ, 𝑛𝑛 ≥ 2
. Gemäß der induktiven Definition einer Liste wird nun ein neues Element

𝑒𝑒 ∈ 𝑈𝑈, 𝑒𝑒 > 𝑙𝑙𝑛𝑛
an einer beliebigen Position

𝑖𝑖
in die Liste, welche fortan

𝑙𝑙𝑒𝑒
genannt werde, eingefügt. Definitionsgemäß bleibt die Liste nur dann sortiert, wenn

𝑖𝑖 = 𝑛𝑛 + 1
– andernfalls wäre

𝑙𝑙𝑖𝑖+1 < 𝑙𝑙𝑖𝑖
und die Liste unsortiert. Es wird nun bewiesen, dass beim Anfügen eines neuen Elements an genau dieser Stelle die Liste kettensortiert bleibt.

Zunächst wird die Kettenlänge betrachtet, die sich ergibt, falls

𝑖𝑖 = 𝑛𝑛 + 1
. In diesem Fall gilt:

𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙) + 𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒)
. Die Differenz zwischen bisheriger und neuer Kettenlänge wird als

𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒) − 𝑑𝑑𝕃𝕃(𝑙𝑙) = 𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒)
als

Δopt
bezeichnet.

𝐾𝐾
sei nun die Menge aller Distanzen zwischen

𝑒𝑒
und einem Element

𝑙𝑙𝑖𝑖
an Index

𝑖𝑖
der Liste.

𝑒𝑒 > 𝑙𝑙𝑖𝑖
ist (wie auch
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wird als ​​Δ​ opt​​​ bezeichnet.

​K​ sei nun die Menge aller Distanzen zwischen ​e​ und einem 
Element ​​l​ i​​​ an Index ​i​ der Liste. ​e  >  ​l​ i​​​ ist (wie auch ​e  >  ​l​ n​​​) ge-
geben. Da ​i  <  n​, folgt (durch Definition von 𝕃sort und Transi-
tivität von), dass ​​l​ i​​  <  ​l​ n​​  <  e​. Deshalb gilt ​​d​(​​ ​l​ n​​, e​)​​  =  e − ​l​ n​​​​ und ​​
d​(​​ ​l​ i​​, e​)​​  =  e − ​l​ i​​​​, somit ​​l​ i​​  <  ​l​ n​​  ⇔  e − ​l​ i​​  >  e − ​l​ n​​​. Da ​i​ beliebig 
gewählt wurde, ist die Distanz zwischen jedem Element und ​e​ 
größer als die zwischen ​​l​ n​​​ und ​e​. Diese Distanz ​​d​(​​ ​l​ n​​, e​)​​  =  ​Δ​ opt​​​​ 
ist folglich von allen Distanzen, die ​e​ involvieren, minimal.

Nun wird jede Permutation von ​l​ betrachtet und ​​l ′ ​​ genannt. 
Da ​l​ kettensortiert ist, gilt:

𝑒𝑒 > 𝑙𝑙𝑛𝑛
) gegeben. Da

𝑖𝑖 < 𝑛𝑛
, folgt (durch Definition von

𝕃𝕃sort
und Transitivität von

<
), dass

𝑙𝑙𝑖𝑖 < 𝑙𝑙𝑛𝑛 < 𝑒𝑒
. Deshalb gilt

𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒) = 𝑒𝑒 − 𝑙𝑙𝑛𝑛
und

𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑒𝑒) = 𝑒𝑒 − 𝑙𝑙𝑖𝑖
, und somit

𝑙𝑙𝑖𝑖 < 𝑙𝑙𝑛𝑛 ⇔ 𝑒𝑒 − 𝑙𝑙𝑖𝑖 > 𝑒𝑒 − 𝑙𝑙𝑛𝑛
. Da

𝑖𝑖
beliebig gewählt wurde, ist die Distanz zwischen jedem Element und

𝑒𝑒
größer als die zwischen

𝑙𝑙𝑛𝑛
und

𝑒𝑒
. Diese Distanz

𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒) = Δopt
ist folglich von allen Distanzen, die

𝑒𝑒
involvieren, minimal.

Nun wird jede Permutation von

𝑙𝑙
betrachtet und

𝑙𝑙′
genannt. Da

𝑙𝑙
kettensortiert ist, gilt:

𝑑𝑑𝕃𝕃(𝑙𝑙) ≤ 𝑑𝑑𝕃𝕃(𝑙𝑙′)
. Auf Basis dieser Permutation wird eine neue Liste
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Auf Basis dieser Permutation wird eine neue Liste ​​l ′ ​​e konst-
ruiert, in die das Element ​e​ an einer Stelle ​i​ eingefügt wur-
de, also

𝑙𝑙′𝑒𝑒
konstruiert, in die das Element

𝑒𝑒
an einer Stelle

𝑖𝑖
eingefügt wurde, also

𝑙𝑙′𝑒𝑒 ≔ 𝑙𝑙′1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙′𝑖𝑖:𝑛𝑛
.

Δ ≔ 𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) − 𝑑𝑑𝕃𝕃(𝑙𝑙′) (11)
Es soll gezeigt werden, dass für jede Permutation

𝑙𝑙′
gilt:

Δ ≥ Δopt (12)
sodass durch

𝑑𝑑𝕃𝕃(𝑙𝑙′) ≥ 𝑑𝑑𝕃𝕃(𝑙𝑙)
die Kettendistanz

𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙′) + Δ ≥ 𝑑𝑑𝕃𝕃(𝑙𝑙) + Δopt = 𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒)
ist und somit

𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒)
tatsächlich die optimale Kettendistanz ist, wodurch

𝑙𝑙𝑒𝑒
kettensortiert wäre.

Es wird eine Fallunterscheidung zwischen solchen Permutationen gemacht, bei denen

𝑒𝑒
am Rand (am Index

𝑖𝑖 = 1 ∨ 𝑖𝑖 = 𝑛𝑛 + 1
) zu finden ist, und jenen, bei denen es zwischen zwei anderen Elementen (

𝑖𝑖 ∈ [2, 𝑛𝑛]
) vorliegt.

Fall 1.

𝑖𝑖 = 1 ∨ 𝑖𝑖 = 𝑛𝑛 + 1
Da

𝑒𝑒
am Rand eingefügt wird, ist

𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙′) + 𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑒𝑒)
für ein beliebiges
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𝑙𝑙′𝑒𝑒
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ist und somit ​​​d​ L​​​(​​ ​l​​ e​​)​​​​ tatsächlich die optimale Kettendistanz 
ist, wodurch ​​l​​ e​​ kettensortiert wäre.

Es wird eine Fallunterscheidung zwischen solchen Permutati-
onen gemacht, bei denen ​e​ am Rand (Index ​i  =  1 ∨ i  =  n + 1​) 
zu finden ist, und jenen, bei denen es zwischen zwei anderen 
Elementen (​i  ∈  ​[2, n]​​) vorliegt.

Fall 1. ​i  =  1 ∨ i  =  n + 1​

Da ​e​ am Rand eingefügt wird, ist 
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für ein beliebiges ​i​ aus der Indexmenge von ​l​. Die Distanz ist 
dabei ein Element von ​K​, da es eine Distanz zwischen ​e​ und 
einem Element von ​l​ ist. Da ​​Δ​ opt​​​ das minimale Element aus K 
ist, kann ​​∆ = d​(​​ ​l​ i​​, e​)​​​​ nicht geringer sein, sodass Ungleichung 
(12) zutrifft.

Fall 2. ​i  ∈  ​[2, n]​​

Hierbei liegt ​e​ zwischen zwei Elementen ​​l​ i−1​ ʹ  ​​ und ​​l​ i​ ʹ ​​. Die neue 
Kettenlänge setzt sich nun zusammen aus der alten Ketten-
länge minus der Distanz dieser beiden Elemente plus der Dis-
tanz jedes dieser Elemente mit dem neu eingefügten: 

𝑖𝑖
aus der Indexmenge von

𝑙𝑙
. Die Distanz ist dabei ein Element von

𝐾𝐾
, da es eine Distanz zwischen

𝑒𝑒
und einem Element von

𝑙𝑙
ist. Da

Δopt
das minimale Element aus

𝐾𝐾
ist, kann

Δ = 𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑒𝑒)
nicht geringer sein, sodass Ungleichung (12) zutrifft.

Fall 2.

𝑖𝑖 ∈ [2, 𝑛𝑛]
Hierbei liegt

𝑒𝑒
zwischen zwei Elementen,

𝑙𝑙′𝑖𝑖−1
und

𝑙𝑙′𝑖𝑖
. Die neue Kettenlänge setzt sich nun zusammen aus der alten Kettenlänge minus der Distanz dieser beiden Elemente plus der Distanz jedes dieser Elemente mit dem neu eingefügten:

Δ = 𝑑𝑑(𝑙𝑙′𝑖𝑖−1, 𝑒𝑒) + 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒) − 𝑑𝑑(𝑙𝑙′𝑖𝑖−1, 𝑙𝑙′𝑖𝑖)

𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙′) + Δ (13)
Gegeben sind

𝑙𝑙′𝑖𝑖−1 < 𝑒𝑒
und

𝑙𝑙′𝑖𝑖 < 𝑒𝑒
; o. B. d. A. wird nun von

𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒
ausgegangen, der Beweis kann analog durch Tauschen der beiden Elemente in der Ungleichung geführt werden. Explizit wird hier auf Eigenschaften der Betragsfunktion zurückgegriffen:

9

𝑖𝑖
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𝑙𝑙
. Die Distanz ist dabei ein Element von

𝐾𝐾
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𝑙𝑙′𝑖𝑖−1
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𝑙𝑙′𝑖𝑖
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Δ = 𝑑𝑑(𝑙𝑙′𝑖𝑖−1, 𝑒𝑒) + 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒) − 𝑑𝑑(𝑙𝑙′𝑖𝑖−1, 𝑙𝑙′𝑖𝑖)
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𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒
ausgegangen, der Beweis kann analog durch Tauschen der beiden Elemente in der Ungleichung geführt werden. Explizit wird hier auf Eigenschaften der Betragsfunktion zurückgegriffen:

9

	 (13)

Gegeben sind ​​l​ i−1​ ʹ  ​  <  e​ und ​​l​ i​ ʹ ​  <  e​; o. B. d. A. wird nun von ​​

l​ i−1​ ʹ  ​  <  ​l​ i​ ʹ ​  <  e​ ausgegangen, der Beweis kann analog durch 
Tauschen der beiden Elemente in der Ungleichung geführt 
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= (𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1) + (𝑒𝑒 − 𝑙𝑙′𝑖𝑖) − (𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1) (da 𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒)

= 𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 + 𝑙𝑙′𝑖𝑖−1 = 𝑒𝑒 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1 + 𝑙𝑙′𝑖𝑖−1

= 2 ⋅ 𝑒𝑒 − 2 ⋅ 𝑙𝑙′𝑖𝑖 = 2 ⋅ (𝑒𝑒 − 𝑙𝑙′𝑖𝑖)

= 2 ⋅ |𝑙𝑙′𝑖𝑖 − 𝑒𝑒| = 2 ⋅ 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)

(14)

Δ
ist folglich das Doppelte von

𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)
. Dabei handelt es sich um ein Element aus

𝐾𝐾
, sodass Ungleichung (12) erfüllt ist.

Da keine Permutation der finalen Liste eine niedrigere Kettendistanz als die von

𝑙𝑙𝑒𝑒
beim Anfügen des höchsten Elements erzielen kann, ist

𝑙𝑙𝑒𝑒
– und damit jede sortierte Liste – kettensortiert.

∎
2.3. Generalisierung auf n-dimensionale Vektorräume
Nun wurde bewiesen, dass die Sortierung einer Liste eindimensionaler Objekte, in diesem Fall repräsentiert durch reelle Zahlen, auch einer zur Kettensortierung dieser entspricht. Genauer: jede sortierte Liste ist kettensortiert, jedoch nicht zwangsläufig umgekehrt (aufgrund von Symmetrie der Kettenlänge im Gegensatz zur Sortierung).

Da die vergleichsbasierte Sortierung nur auf Listen von Elementen einer geordneten Menge ausführbar ist, die distanzbasierte Sortierung jedoch in jedem metrischen Raum angewendet werden kann und die Betragsmetrik der reellen Zahlen nur ein Sonderfall jeder durch eine

𝑝𝑝
-Norm induzierten Metrik[34] n-dimensionaler Vektorräume ist[50], handelt es sich bei der Kettensortierung um eine Generalisierung der vergleichsbasierten Sortierung im Bezug auf die Dimensionalität der Eingaben.

Somit kann nun im Folgenden die Eigenschaft ‚sortiert‘ auch auf Listen mehrdimensionaler Objekte angewandt werden, da sie bis auf Umkehr der Liste die gleiche Bedeutung wie ‚kettensortiert‘ hat. Als Metrik wird sich aufgrund ihrer Generalisierungsfähigkeit von nun an auf eine durch eine

𝑝𝑝
-Norm induzierte Metrik beschränkt, o.B.d.A. wird für die folgenden Beispiele die euklidische Metrik (gegeben durch

𝑝𝑝 = 2
) gewählt.

3. Graphentheoretische Grundlagen
3.1. Definitionen
Ein Graph

𝐺𝐺
ist zum Zwecke dieser Arbeit ein Paar

(𝑉𝑉 ,𝐸𝐸),𝐸𝐸 ⊆ 𝑉𝑉 2

mit Knotenmenge

𝑉𝑉
und Kantenmenge

𝐸𝐸
. Ist

𝐸𝐸 = 𝑉𝑉 2

, so wird er als vollständig bezeichnet. Zusammen mit einer Kantengewichtsfunktion

10
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Da die vergleichsbasierte Sortierung nur auf Listen von Elementen einer geordneten Menge ausführbar ist, die distanzbasierte Sortierung jedoch in jedem metrischen Raum angewendet werden kann und die Betragsmetrik der reellen Zahlen nur ein Sonderfall jeder durch eine

𝑝𝑝
-Norm induzierten Metrik[34] n-dimensionaler Vektorräume ist[50], handelt es sich bei der Kettensortierung um eine Generalisierung der vergleichsbasierten Sortierung im Bezug auf die Dimensionalität der Eingaben.

Somit kann nun im Folgenden die Eigenschaft ‚sortiert‘ auch auf Listen mehrdimensionaler Objekte angewandt werden, da sie bis auf Umkehr der Liste die gleiche Bedeutung wie ‚kettensortiert‘ hat. Als Metrik wird sich aufgrund ihrer Generalisierungsfähigkeit von nun an auf eine durch eine

𝑝𝑝
-Norm induzierte Metrik beschränkt, o.B.d.A. wird für die folgenden Beispiele die euklidische Metrik (gegeben durch

𝑝𝑝 = 2
) gewählt.

3. Graphentheoretische Grundlagen
3.1. Definitionen
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Δ = |𝑙𝑙′𝑖𝑖−1 − 𝑒𝑒| + |𝑙𝑙𝑖𝑖 − 𝑒𝑒| − |𝑙𝑙′𝑖𝑖−1 − 𝑙𝑙′𝑖𝑖|

= (𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1) + (𝑒𝑒 − 𝑙𝑙′𝑖𝑖) − (𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1) (da 𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒)

= 𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 + 𝑙𝑙′𝑖𝑖−1 = 𝑒𝑒 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1 + 𝑙𝑙′𝑖𝑖−1

= 2 ⋅ 𝑒𝑒 − 2 ⋅ 𝑙𝑙′𝑖𝑖 = 2 ⋅ (𝑒𝑒 − 𝑙𝑙′𝑖𝑖)

= 2 ⋅ |𝑙𝑙′𝑖𝑖 − 𝑒𝑒| = 2 ⋅ 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)

(14)

Δ
ist folglich das Doppelte von

𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)
. Dabei handelt es sich um ein Element aus

𝐾𝐾
, sodass Ungleichung (12) erfüllt ist.

Da keine Permutation der finalen Liste eine niedrigere Kettendistanz als die von

𝑙𝑙𝑒𝑒
beim Anfügen des höchsten Elements erzielen kann, ist

𝑙𝑙𝑒𝑒
– und damit jede sortierte Liste – kettensortiert.

∎
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Nun wurde bewiesen, dass die Sortierung einer Liste eindimensionaler Objekte, in diesem Fall repräsentiert durch reelle Zahlen, auch einer zur Kettensortierung dieser entspricht. Genauer: jede sortierte Liste ist kettensortiert, jedoch nicht zwangsläufig umgekehrt (aufgrund von Symmetrie der Kettenlänge im Gegensatz zur Sortierung).

Da die vergleichsbasierte Sortierung nur auf Listen von Elementen einer geordneten Menge ausführbar ist, die distanzbasierte Sortierung jedoch in jedem metrischen Raum angewendet werden kann und die Betragsmetrik der reellen Zahlen nur ein Sonderfall jeder durch eine

𝑝𝑝
-Norm induzierten Metrik[34] n-dimensionaler Vektorräume ist[50], handelt es sich bei der Kettensortierung um eine Generalisierung der vergleichsbasierten Sortierung im Bezug auf die Dimensionalität der Eingaben.

Somit kann nun im Folgenden die Eigenschaft ‚sortiert‘ auch auf Listen mehrdimensionaler Objekte angewandt werden, da sie bis auf Umkehr der Liste die gleiche Bedeutung wie ‚kettensortiert‘ hat. Als Metrik wird sich aufgrund ihrer Generalisierungsfähigkeit von nun an auf eine durch eine

𝑝𝑝
-Norm induzierte Metrik beschränkt, o.B.d.A. wird für die folgenden Beispiele die euklidische Metrik (gegeben durch

𝑝𝑝 = 2
) gewählt.
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Δ = |𝑙𝑙′𝑖𝑖−1 − 𝑒𝑒| + |𝑙𝑙𝑖𝑖 − 𝑒𝑒| − |𝑙𝑙′𝑖𝑖−1 − 𝑙𝑙′𝑖𝑖|

= (𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1) + (𝑒𝑒 − 𝑙𝑙′𝑖𝑖) − (𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1) (da 𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒)

= 𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 + 𝑙𝑙′𝑖𝑖−1 = 𝑒𝑒 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1 + 𝑙𝑙′𝑖𝑖−1

= 2 ⋅ 𝑒𝑒 − 2 ⋅ 𝑙𝑙′𝑖𝑖 = 2 ⋅ (𝑒𝑒 − 𝑙𝑙′𝑖𝑖)

= 2 ⋅ |𝑙𝑙′𝑖𝑖 − 𝑒𝑒| = 2 ⋅ 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)

(14)
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𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)
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𝑙𝑙𝑒𝑒
beim Anfügen des höchsten Elements erzielen kann, ist

𝑙𝑙𝑒𝑒
– und damit jede sortierte Liste – kettensortiert.

∎
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Nun wurde bewiesen, dass die Sortierung einer Liste eindimensionaler Objekte, in diesem Fall repräsentiert durch reelle Zahlen, auch einer zur Kettensortierung dieser entspricht. Genauer: jede sortierte Liste ist kettensortiert, jedoch nicht zwangsläufig umgekehrt (aufgrund von Symmetrie der Kettenlänge im Gegensatz zur Sortierung).

Da die vergleichsbasierte Sortierung nur auf Listen von Elementen einer geordneten Menge ausführbar ist, die distanzbasierte Sortierung jedoch in jedem metrischen Raum angewendet werden kann und die Betragsmetrik der reellen Zahlen nur ein Sonderfall jeder durch eine
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= (𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1) + (𝑒𝑒 − 𝑙𝑙′𝑖𝑖) − (𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1) (da 𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒)

= 𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 + 𝑙𝑙′𝑖𝑖−1 = 𝑒𝑒 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1 + 𝑙𝑙′𝑖𝑖−1

= 2 ⋅ 𝑒𝑒 − 2 ⋅ 𝑙𝑙′𝑖𝑖 = 2 ⋅ (𝑒𝑒 − 𝑙𝑙′𝑖𝑖)

= 2 ⋅ |𝑙𝑙′𝑖𝑖 − 𝑒𝑒| = 2 ⋅ 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)

(14)
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𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)
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𝐾𝐾
, sodass Ungleichung (12) erfüllt ist.

Da keine Permutation der finalen Liste eine niedrigere Kettendistanz als die von

𝑙𝑙𝑒𝑒
beim Anfügen des höchsten Elements erzielen kann, ist

𝑙𝑙𝑒𝑒
– und damit jede sortierte Liste – kettensortiert.
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2.3. Generalisierung auf n-dimensionale Vektorräume
Nun wurde bewiesen, dass die Sortierung einer Liste eindimensionaler Objekte, in diesem Fall repräsentiert durch reelle Zahlen, auch einer zur Kettensortierung dieser entspricht. Genauer: jede sortierte Liste ist kettensortiert, jedoch nicht zwangsläufig umgekehrt (aufgrund von Symmetrie der Kettenlänge im Gegensatz zur Sortierung).

Da die vergleichsbasierte Sortierung nur auf Listen von Elementen einer geordneten Menge ausführbar ist, die distanzbasierte Sortierung jedoch in jedem metrischen Raum angewendet werden kann und die Betragsmetrik der reellen Zahlen nur ein Sonderfall jeder durch eine

𝑝𝑝
-Norm induzierten Metrik[34] n-dimensionaler Vektorräume ist[50], handelt es sich bei der Kettensortierung um eine Generalisierung der vergleichsbasierten Sortierung im Bezug auf die Dimensionalität der Eingaben.

Somit kann nun im Folgenden die Eigenschaft ‚sortiert‘ auch auf Listen mehrdimensionaler Objekte angewandt werden, da sie bis auf Umkehr der Liste die gleiche Bedeutung wie ‚kettensortiert‘ hat. Als Metrik wird sich aufgrund ihrer Generalisierungsfähigkeit von nun an auf eine durch eine

𝑝𝑝
-Norm induzierte Metrik beschränkt, o.B.d.A. wird für die folgenden Beispiele die euklidische Metrik (gegeben durch
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​∆​ ist folglich das Doppelte von ​​d​(​​ ​l​ i​ ʹ​, e​)​​​​. Dabei handelt es sich 
um ein Element aus ​K​, sodass Ungleichung (12) erfüllt ist.

Da keine Permutation der finalen Liste eine niedrigere Ket-
tendistanz als die von ​​l​​ e​​ beim Anfügen des höchsten Elements 
erzielen kann, ist ​​l​​ e​​– und damit jede sortierte Liste – ketten-
sortiert. █

2.3	 Generalisierung auf n-dimensionale  
Vektorräume

Nun wurde bewiesen, dass die Sortierung einer Liste eindi-
mensionaler Objekte, in diesem Fall repräsentiert durch re-
elle Zahlen, auch einer Kettensortierung dieser entspricht. 
Genauer: Jede sortierte Liste ist kettensortiert, jedoch nicht 

zwangsläufig umgekehrt (aufgrund von Symmetrie der Ket-
tenlänge im Gegensatz zur Sortierung).

Da die vergleichsbasierte Sortierung nur auf Listen von Ele-
menten einer geordneten Menge ausführbar ist, die distanz-
basierte Sortierung jedoch in jedem metrischen Raum an-
gewendet werden kann und die Betragsmetrik der reellen 
Zahlen nur ein Sonderfall jeder durch eine ​p−​Norm induzier-
ten Metrik [36] n-dimensionaler Vektorräume ist [52], han-
delt es sich bei der Kettensortierung um eine Generalisierung 
der vergleichsbasierten Sortierung in Bezug auf die Dimensi-
onalität der Eingaben.

Somit kann nun im Folgenden die Eigenschaft ‚sortiert‘ auch 
auf Listen mehrdimensionaler Objekte angewandt werden, da 
sie bis auf Umkehr der Liste die gleiche Bedeutung wie ‚ket-
tensortiert‘ hat. Als Metrik wird sich aufgrund ihrer Genera-
lisierungsfähigkeit von nun an auf eine durch eine ​p−​Norm 
induzierte Metrik beschränkt, o.B.d.A. wird für die folgen-
den Beispiele die euklidische Metrik (gegeben durch ​p  =  2​) 
gewählt.

3.	 Graphentheoretische Grundlagen 

3.1	  Definitionen

Ein Graph ​G​ ist zum Zwecke dieser Arbeit ein Paar 
​​(V, E)​, E  ⊆  ​V​​ 2​​ mit Knotenmenge ​V​ und Kantenmenge ​E​. Ist ​
E  =  ​V​​ 2​​, so wird er als vollständig bezeichnet. Zusammen mit 
einer Kantengewichtsfunktion ​d : E  ↦​ ℝ gilt der Graph als 
kantengewichtet (kurz gewichtet), der Wert dieser Funktion 
für eine Kante ist ihr Gewicht.

Ein Weg ist eine Sequenz ​p  =  ​v​ 1​​ ​v​ 2​​ ...​v​ n​​​ paarweise ver-
schiedener Knoten. Ein Weg ist ein Pfad, wenn gilt:  
​∀ i  ∈  ​[1, n − 1]​ : ​(​p​ i​​, ​p​ i+1​​)​  ∈  E.​ Das Gewicht eines solchen  
Pfades bezeichnet die Summe der Gewichte aller  
verbindenden Kanten: 

𝑑𝑑 : 𝐸𝐸 → ℝ
gilt der Graph als kantengewichtet (kurz gewichtet), der Wert dieser Funktion für eine Kante ist ihr Gewicht.

Ein Weg ist eine Sequenz

𝑝𝑝 = 𝑣𝑣1𝑣𝑣2…𝑣𝑣𝑛𝑛
paarweise verschiedener Knoten. Ein Weg ist ein Pfad, wenn gilt:

∀𝑖𝑖 ∈ [1, 𝑛𝑛 − 1] : (𝑝𝑝𝑖𝑖, 𝑝𝑝𝑖𝑖+1) ∈ 𝐸𝐸
. Das Gewicht eines solchen Pfades bezeichnet die Summe der Gewichte aller verbindenden Kanten:

𝑑𝑑𝑝𝑝 = ∑𝑛𝑛−1
𝑖𝑖=0 𝑑𝑑(𝑝𝑝𝑖𝑖, 𝑝𝑝𝑖𝑖+1)

.

Ein Pfad wird Hamilton-Pfad genannt, sofern

𝑛𝑛 = |𝑉𝑉 |
zutrifft, der Pfad also alle Knoten erreicht. Ein Hamilton-Pfad ist minimal, sofern kein Hamilton-Pfad des Graphen mit niedrigerem Gewicht existiert.
3.2. Anwendungen auf die Fragestellung
Um die Kettensortierung einer Liste

𝑙𝑙
mit Eingabemenge

𝑈𝑈 ⊆ ℝ𝑛𝑛, 𝑛𝑛 ∈ ℕ
als graphentheoretisches Problem aufzufassen, betrachte man zunächst deren Bildmenge

𝑌𝑌
. Für diese konstruiere man nun den gewichteten Distanzgraphen

𝐺𝐺 = (𝑉𝑉 ,𝐸𝐸) = (𝑌𝑌 , 𝑌𝑌 2)
mit Kantengewichtsfunktion

𝑑𝑑( ⃗𝑎𝑎, ⃗𝑏𝑏) = ‖ ⃗𝑎𝑎 − ⃗𝑏𝑏‖
. Der Graph ist vollständig.

Innerhalb dieses Graphen ist die Liste ein Hamilton-Pfad, denn zwischen jedem Paar aufeinanderfolgender Elemente existiert eine Kante (durch Vollständigkeit) und die Liste enthält alle Knoten (durch Konstruktion aus Bildmenge und Eindeutigkeit der Elemente der Liste). Die Kettendistanz der Liste ist gleich dem Gewicht dieses Pfads.

Da sich die Bildmenge durch Vertauschen von Elementen nicht ändert, ist auch jede Permutation der Liste ein valider Hamilton-Pfad, dessen Gewicht gleich der Kettenlänge der Liste ist (

𝑑𝑑𝕃𝕃(𝑝𝑝) ≙ 𝑑𝑑𝑝𝑝
). Aus der Definition der Kettensortiertheit folgt, dass eine Liste genau dann kettensortiert ist, wenn ihr zugehöriger Hamilton-Pfad im Graphen der Bildmenge minimal ist. Somit kann mithilfe eines Algorithmus, der für einen Graphen dessen minimalen Hamilton-Pfad ermitteln kann, eine mehrdimensionale Liste sortiert werden.

4. Algorithmen
Für den Fall der eindimensionalen Sortierung existieren zahlreiche vergleichsbasierte Sortieralgorithmen, die sich in Eigenschaften wie asymptotischen Komplexitäten von Raum und Zeit, Stabilität und Vorgehensweise unterscheiden [3] (Da die Elemente in einer Liste nicht mehrmals vorkommen können, spielt Stabilität für die Listen dieser Arbeit keine Rolle. Um Listen mit doppelten Werten dennoch sortieren zu können, sortiere man die deduplizierte Liste und füge die entfernten Werte an den Stellen nach dem gleichwertigen Element ein.) Bubble Sort, Insertion Sort und Selection Sort gehören zu den simpleren Verfahren, die jedoch aufgrund ihrer höheren Komplexität ineffizienter arbeiten; Merge Sort, Quick Sort[42] und Heap Sort dagegen werden auch in der Praxis genutzt [56], teils mit praktischen Anpassungen wie bei Timsort [8] (Python) oder Pattern-Defeating Quicksort [66] (Rust). Zwei Eigenschaften, die diese Sortieralgorithmen definieren, sind Monotonizität der Ausgabe (im eindimensionalen Fall gleich der in Abschnitt 2.1 definierten Sortiertheit) und Invarianz der Zielmenge.

Nun könnte ein mehrdimensionaler Sortieralgorithmus definiert werden als einer, der eine Liste als Eingabe erhält und eine kettensortierte Liste gleicher Elemente zurückgibt.

In diesem Abschnitt wird zunächst erläutert, warum eine derartige Definition sich für das Problem dieser Arbeit eher nicht eignet und stattdessen in zwei das Problem im allgemeinen Fall nicht lösende, aber dennoch in der Praxis sehr nützliche Arten von Algorithmen aufgeteilt werden muss. Im Anschluss werden Verfahren genannt, die ich zum Zweck dieser Arbeit auch in Rust[43] implementiert habe.
4.1. Komplexität
Da die tatsächlich messbare Laufzeit eines Algorithmus von zu vielen algorithmisch irrelevanten Faktoren wie Hardware, Eingabestruktur und Ressourcenverfügbarkeit abhängt, wird in der theoretischen Informatik eine andere Methode gewählt, um Algorithmen bezüglich ihres Zeitverbrauchs nur abhängig von der Eingabelänge vergleichen zu können: die Landau-Symbole[10, 71, 86] oder auch O-Notation[26, 55, 83]. Diese bezeichnen das asymptotische Verhalten einer Funktion für beliebig größer werdende Eingaben. Wenn die Anzahl der Schritte, die ein Algorithmus für eine Liste der Eingabelänge

𝑛𝑛
ausführt, nun durch eine Funktion

𝑓𝑓
beschrieben werden kann, so liegt der Algorithmus in

𝒪𝒪(𝑔𝑔)
, falls

𝑓𝑓
asymptotisch nicht schneller wächst als

𝑔𝑔
, und in

Θ(𝑔𝑔)
, falls

𝑓𝑓
asymptotisch genauso schnell wächst wie
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Ein Pfad wird Hamilton-Pfad genannt, sofern ​n  =  ​|V|​​ zu-
trifft, der Pfad also alle Knoten erreicht. Ein Hamilton-Pfad 
ist minimal, sofern kein Hamilton-Pfad des Graphen mit 
niedrigerem Gewicht existiert.

3.2	 Anwendungen auf die Fragestellung

Um die Kettensortierung einer Liste ​l​ mit Eingabemen-
ge ​U  ⊆​  ℝ​​ n​, n  ∈  ℕ​ als graphentheoretisches Problem auf-
zufassen, betrachte man zunächst deren Bildmenge ​Y​. Für 
diese konstruiere man nun den gewichteten Distanzgra-
phen ​G  =  ​(V, E)​  =  ​(Y, ​Y​​ 2​)​​mit Kantengewichtsfunktion  
​d​(​ → a ​, ​ → 

 b ​)​  =  ​‖ ​ →  
a

 ​ −  ​ → 
 b

 ​‖​​. Der Graph ist vollständig.
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Innerhalb dieses Graphen ist die Liste ein Hamilton-Pfad, 
denn zwischen jedem Paar aufeinanderfolgender Elemente 
existiert eine Kante (durch Vollständigkeit) und die Liste ent-
hält alle Knoten (durch Konstruktion aus Bildmenge und Ein-
deutigkeit der Elemente der Liste). Die Kettendistanz der Liste 
ist gleich dem Gewicht dieses Pfads.

Da sich die Bildmenge durch Vertauschen von Elementen 
nicht ändert, ist auch jede Permutation der Liste ein valider 
Hamilton-Pfad, dessen Gewicht gleich der Kettenlänge der 
Liste ist (​​​d​ L​​​(​​p​)​​  :=  ​d​ p​​​​). Aus der Definition der Kettensortiert-
heit folgt, dass eine Liste genau dann kettensortiert ist, wenn 
ihr zugehöriger Hamilton-Pfad im Graphen der Bildmenge 
minimal ist. Somit kann mithilfe eines Algorithmus, der für 
einen Graphen dessen minimalen Hamilton-Pfad ermitteln 
kann, eine mehrdimensionale Liste sortiert werden.

4.	 Algorithmen 

Für den Fall der eindimensionalen Sortierung existieren zahl-
reiche vergleichsbasierte Sortieralgorithmen, die sich in Ei-
genschaften wie asymptotischen Komplexitäten von Raum 
und Zeit, Stabilität und Vorgehensweise unterscheiden [3]. 
(Da die Elemente in einer Liste nicht mehrmals vorkom-
men können, spielt Stabilität für die Listen dieser Arbeit kei-
ne Rolle. Um Listen mit doppelten Werten dennoch sortieren 
zu können, sortiere man die deduplizierte Liste und füge die 
entfernten Werte an den Stellen nach dem gleichwertigen Ele-
ment ein.) Bubble Sort, Insertion Sort und Selection Sort ge-
hören zu den simpleren Verfahren, die jedoch aufgrund ih-
rer höheren Komplexität ineffizienter arbeiten; Merge Sort, 
Quick Sort [44] und Heap Sort dagegen werden auch in der 
Praxis genutzt [58], teils mit praktischen Anpassungen wie 
bei Timsort [8] (Python) oder Pattern-Defeating Quicksort 
[68] (Rust). Zwei Eigenschaften, die diese Sortieralgorithmen 
definieren, sind Monotonizität der Ausgabe (im eindimensio-
nalen Fall gleich der in Kap. 2.1 definierten Sortiertheit) und 
Invarianz der Zielmenge.

Nun könnte ein mehrdimensionaler Sortieralgorithmus defi-
niert werden als einer, der eine Liste als Eingabe erhält und 
eine kettensortierte Liste gleicher Elemente zurückgibt.

In diesem Abschnitt wird zunächst erläutert, warum eine 
derartige Definition sich für das Problem dieser Arbeit eher 
nicht eignet und stattdessen in zwei das Problem im allgemei-
nen Fall nicht lösende, aber dennoch in der Praxis sehr nütz-
liche Arten von Algorithmen aufgeteilt werden muss. Im An-
schluss werden Verfahren genannt, die ich zum Zweck dieser 
Arbeit auch in Rust [45] implementiert habe.

4.1	 Komplexität 

Da die tatsächlich messbare Laufzeit eines Algorithmus von 
zu vielen algorithmisch irrelevanten Faktoren wie Hardware, 
Eingabestruktur und Ressourcenverfügbarkeit abhängt, wird 
in der theoretischen Informatik eine andere Methode ge-
wählt, um Algorithmen bezüglich ihres Zeitverbrauchs nur 
abhängig von der Eingabelänge vergleichen zu können: die 
Landau-Symbole [10], [73], [88] oder auch O-Notation [28], 
[57], [85]. Diese bezeichnen das asymptotische Verhalten ei-
ner Funktion für beliebig größer werdende Eingaben. Wenn 
die Anzahl der Schritte, die ein Algorithmus für eine Liste 
der Eingabelänge ​n​ ausführt, nun durch eine Funktion ​f​  be-
schrieben werden kann, so liegt der Algorithmus in O, falls ​f​ 
asymptotisch nicht schneller wächst als ​g​, und in 𝛳(g), falls ​f​ 
asymptotisch genauso schnell wächst wie ​g​.

Die zu Beginn dieses Abschnitts genannten vergleichsba-
sierten Sortieralgorithmen wurden dabei nach ihrer Zeit-
komplexität sortiert: Die als ‚simpel‘ bezeichneten Algo-
rithmen liegen in ​​O​(​​​n​​ 2​​)​​,​​ während die ‚praktischeren‘ in  
​​O​(​​n ∙ log​(​​n​)​​​)​​​​ liegen. Erstere werden daher als quadratisch, 
letztere als linearithmisch (ein Kofferwort aus ‚linear‘ und 
‚logarithmisch‘) bezeichnet. Entscheidend ist im Folgenden 
allerdings eine andere Unterscheidung, die sich nur darauf 
bezieht, ob ​g​ durch ein Polynom beschreibbar ist oder nicht: 
polynomiell oder nicht-polynomiell. Erstere werden als in P 
und effizient beschrieben, während letztere ineffizient sind.

2. Beweisführung
In diesem Abschnitt soll bewiesen werden, dass es sich bei der im Folgenden definierten Kettensortierung um eine Generalisierung der vergleichsbasierten Sortierung auf mehrere Dimensionen handelt. Dabei werden zunächst auf der Zermelo-Fraenkel-Mengenlehre[39, 92] beruhende Definitionen formuliert und im zweiten Teil mittels vollständiger Induktion[72] ein Beweis aufgestellt. Dieser Beweis liefert die Grundlage für die anschließende Ausarbeitung, da sich die anschließend ausgearbeiteten Verfahren ohne ihn nicht als n-dimensionale Sortierung, sondern nur als beliebigen andere Algorithmus auf Listen von Vektoren bezeichnen könnten.
2.1. Definitionen
Eine Liste der Länge 𝑛𝑛 ∈ ℕ ist zum Zwecke dieser Arbeit eine injektive Abbildung 𝑙𝑙, die als Eingabe eine natürliche Zahl 𝑖𝑖 (den Index) im Definitionsbereich {1,…, 𝑛𝑛}, folglich als 𝔻𝔻 bezeichnet, erhält und ein Element der Eingabemenge 𝑈𝑈  zurückgibt. Der Wert von 𝑙𝑙 an der Stelle 𝑖𝑖 wird als 𝑙𝑙𝑖𝑖 notiert. Der Teilabschnitt von 𝑝𝑝 bis 𝑞𝑞, 𝑝𝑝, 𝑞𝑞 ∈ 𝔻𝔻, 𝑝𝑝 ≤ 𝑞𝑞 beschreibt die 𝑞𝑞 − 𝑝𝑝 + 1-lange Liste [𝑙𝑙𝑝𝑝, 𝑙𝑙𝑝𝑝+1,…, 𝑙𝑙𝑞𝑞−1, 𝑙𝑙𝑞𝑞] und wird als 𝑙𝑙𝑝𝑝:𝑞𝑞 notiert. Die Bildmenge 𝑌𝑌  meint die ungeordnete Menge aller in 𝑙𝑙 vorkommenden Elemente, durch Injektivität gilt |𝑌𝑌 | = |𝑙𝑙|.

Das Vertauschen Swap meint: Swap(𝑙𝑙,𝑚𝑚, 𝑛𝑛)𝑖𝑖 ≔ {
𝑙𝑙𝑛𝑛 falls 𝑖𝑖=𝑚𝑚
𝑙𝑙𝑚𝑚 falls 𝑖𝑖=𝑛𝑛
𝑙𝑙𝑖𝑖 sonst

Die Menge der Permutationen Perm einer Liste 𝑙𝑙 wird definiert als:

Perm(𝑙𝑙) ≔ {𝑙𝑙′ | 𝑙𝑙′𝑖𝑖 = 𝑙𝑙𝜎𝜎(𝑖𝑖), 𝜎𝜎 : 𝔻𝔻 → 𝔻𝔻 bijektiv} (1)

Eine Liste 𝑙𝑙, deren Zielmenge Teil einer strikten Totalordnung (𝕋𝕋,>) mit Ordnungsrelation (>) ist, heißt genau dann sortiert, wenn gilt:

∀𝑖𝑖 ∈ 𝔻𝔻 ∖ {𝑛𝑛} : 𝑙𝑙𝑖𝑖+1 > 𝑙𝑙𝑖𝑖 (2)

Die Kettenlänge 𝑑𝑑𝕃𝕃(𝑙𝑙) einer Liste 𝑙𝑙, deren Zielmenge Teil eines metrischen Raums (𝕋𝕋, 𝑑𝑑) mit Distanzfunktion 𝑑𝑑 ist, wird definiert durch:

𝑑𝑑𝕃𝕃(𝑙𝑙) ≔ ∑
𝑛𝑛−1

𝑖𝑖=1
𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑙𝑙𝑖𝑖+1) (3)

Eine solche Liste wird als kettensortiert bezeichnet, wenn gilt:

𝑑𝑑𝕃𝕃(𝑙𝑙) = min
𝑙𝑙′∈ Perm(𝑙𝑙)

𝑑𝑑𝕃𝕃(𝑙𝑙′) (4)

2.2. Beweis: Jede sortierte Liste ist kettensortiert
Neben der abbildenden Definition der Liste kann eine Liste reeller Zahlen (also 𝑈𝑈 ⊆ ℝ) äquivalent auch induktiv definiert werden. Hierbei repräsentiere 𝕃𝕃 die Menge aller solcher Listen, 𝜀𝜀 die leere Liste mit Länge 0. ⊕ bezeichne die strukturelle Konkatenation zweier Listen bzw. einer Liste und einem Element, welches als einelementige Liste interpretiert wird. Die Definition erfolgt wie folgt:

𝜀𝜀 ∈ 𝕃𝕃 (5)

𝑙𝑙 ∈ 𝕃𝕃 ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖

⇒ ∀𝑙𝑙𝑒𝑒 ∈ Ins(𝑙𝑙, 𝑒𝑒) : 𝑙𝑙𝑒𝑒 ∈ 𝕃𝕃
(6)

Dabei wird die Einfügemenge Ins definiert als:

Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙𝑒𝑒 | 𝑛𝑛 = |𝑙𝑙|, 𝑖𝑖 ∈ [1, 𝑛𝑛 + 1], 𝑙𝑙𝑒𝑒 = 𝑙𝑙1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙𝑖𝑖:𝑛𝑛} (7)

Es gibt keine weiteren Listen.

Die Menge der sortierten Listen 𝕃𝕃sort bezeichnet dabei:

𝜀𝜀 ∈ 𝕃𝕃sort (8)

𝑙𝑙 ∈ 𝕃𝕃sort ∧ 𝑛𝑛 = |𝑙𝑙| ∧ 𝑒𝑒 ∈ 𝑈𝑈 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ⇔ 𝑙𝑙 ⊕ 𝑒𝑒 ∈ 𝕃𝕃sort (9)

(𝑒𝑒 > 𝑙𝑙𝑛𝑛 wäre an dieser Stelle äquivalent, jedoch wird hier, um die Definitionen analog zu halten, die längere Variante gewählt.)

Dabei gilt: 𝕃𝕃sort ⊂ 𝕃𝕃, da es sich bei der Konstruktion von 𝕃𝕃sort um einen Spezialfall der von 𝕃𝕃 handelt, bei der Ins(𝑙𝑙, 𝑒𝑒) ≔ {𝑙𝑙 ⊕ 𝑒𝑒}.

Nebensatz. Jede Liste mit total geordneter Zielmenge nach Abschnitt 2.1 ist Element von 𝕃𝕃.

Beweis. Man betrachte eine abbildende Liste 𝑙𝑙. Aus dieser konstruiere man nun die 𝕃𝕃-Liste, 𝑤𝑤 genannt, iterativ. So beginne man mit der leeren Liste 𝜀𝜀 (nach (5) ∈ 𝕃𝕃) und betrachte stets das kleinste nicht betrachtete Element 𝑒𝑒 zusammen mit seinem Index 𝑖𝑖. Existiert in 𝑙𝑙 ein 𝑗𝑗 < 𝑖𝑖, sodass 𝑙𝑙𝑗𝑗 < 𝑙𝑙𝑖𝑖, so ist 𝑙𝑙𝑗𝑗 bereits in 𝑤𝑤 und 𝑒𝑒 wird am darauffolgenden Index eingesetzt, ansonsten am Index 0. Da stets ∀𝑖𝑖 ∈ 𝔻𝔻𝑤𝑤 : 𝑒𝑒 > 𝑤𝑤𝑖𝑖 (sofern 𝑤𝑤 noch nicht 𝑖𝑖 enthält) und 𝑒𝑒 an einer Stelle eingefügt (Ins) wird, ist (6) erfüllt und 𝑤𝑤 eine Liste; da durch eindeutige Zuordnung alle Elemente enthalten sind und die Reihenfolge beibehalten wurde, teilen 𝑤𝑤 und 𝑙𝑙 alle Eigenschaften und sind damit identisch. ∎

Somit ist die Konstruierbarkeit aus (5) und (6) als Eigenschaft aller Listen festzuhalten.

Satz. Jede sortierte Liste reeller Zahlen ist unter der Betragsmetrik kettensortiert.

Beweis. Die Definition anwendend, bedeutet dies:

∀𝑙𝑙 ∈ 𝕃𝕃sort : 𝑑𝑑𝕃𝕃(𝑙𝑙) = min
𝑙𝑙′∈ Perm(𝑙𝑙)

𝑑𝑑𝕃𝕃(𝑙𝑙′) (10)

Da das Minimum einer Menge das Element bedeutet, für das kein kleineres Element existiert, ist eine gleichwertige Formulierung, dass für keine sortierte Liste eine Permutation dieser Liste existiert, die eine kleinere Kettenlänge hat. Dabei ist die Metrik 𝑑𝑑(𝑎𝑎, 𝑏𝑏) = |𝑎𝑎 − 𝑏𝑏|.

Induktionsbeginn:

• Länge 0: Die einzige Liste der Länge 0 ist 𝜀𝜀, somit ist der Definitionsbereich {}. Nach (8) ist 𝜀𝜀 ∈ 𝕃𝕃sort. Somit kann keine Funktion eine Änderung der Elemente vornehmen (da keine solchen existieren), und jede sortierte Liste der Länge 0 ist sortiert und kettensortiert.

• Länge 1: Eine sortierte Liste 𝑙𝑙 der Länge 1 besteht aus einem Element, also 𝑙𝑙 = 𝑙𝑙1. Der Definitionsbereich ist {1}, die einzige Permutationsfunktion 𝜎𝜎 ist {(1, 1)} (Der Kürze halber werden Funktionen in diesem Abschnitt ihrer Definition zufolge als Mengen notiert.) Da ∀𝑖𝑖 : 𝜎𝜎(𝑖𝑖) = 𝑖𝑖 (Identität), wird keine Änderung der Elemente vorgenommen. Somit existiert keine Liste mit kürzerer Kettenlänge und jede sortierte Liste der Länge 1 ist kettensortiert.

• Länge 2: Jede sortierte Liste 𝑙𝑙 der Länge 2 erfüllt 𝑙𝑙 = 𝑙𝑙1 ⊕ 𝑙𝑙2, wobei 𝑙𝑙2 > 𝑙𝑙1. Die möglichen Permutationsfunktionen sind {{(1, 1), (2, 2)}, {(1, 2), (2, 1)}}. Beide ändern die Kettendistanz nicht, da die erste hier aufgeführte die Identität ist und die zweite die Liste umkehrt, was durch Kommutativität der Addition sowie Symmetrie der Metrik die Kettendistanz nicht ändert. Also ist auch jede sortierte Liste der Länge 2 kettensortiert.

Induktionsschritt:

𝑙𝑙 sei eine sortierte und kettensortierte Liste der Länge 𝑛𝑛 ∈ ℕ, 𝑛𝑛 ≥ 2. Gemäß der induktiven Definition einer Liste wird nun ein neues Element 𝑒𝑒 ∈ 𝑈𝑈, 𝑒𝑒 > 𝑙𝑙𝑛𝑛 an einer beliebigen Position 𝑖𝑖 in die Liste, welche fortan 𝑙𝑙𝑒𝑒 genannt werde, eingefügt. Definitionsgemäß bleibt die Liste nur dann sortiert, wenn 𝑖𝑖 = 𝑛𝑛 + 1 – andernfalls wäre 𝑙𝑙𝑖𝑖+1 < 𝑙𝑙𝑖𝑖 und die Liste unsortiert. Es wird nun bewiesen, dass beim Anfügen eines neuen Elements an genau dieser Stelle die Liste kettensortiert bleibt.

Zunächst wird die Kettenlänge betrachtet, die sich ergibt, falls 𝑖𝑖 = 𝑛𝑛 + 1. In diesem Fall gilt: 𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙) + 𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒). Die Differenz zwischen bisheriger und neuer Kettenlänge wird als 𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒) − 𝑑𝑑𝕃𝕃(𝑙𝑙) = 𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒) als Δopt bezeichnet.

𝐾𝐾 sei nun die Menge aller Distanzen zwischen 𝑒𝑒 und einem Element 𝑙𝑙𝑖𝑖 an Index 𝑖𝑖 der Liste. 𝑒𝑒 > 𝑙𝑙𝑖𝑖 ist (wie auch 𝑒𝑒 > 𝑙𝑙𝑛𝑛) gegeben. Da 𝑖𝑖 < 𝑛𝑛, folgt (durch Definition von 𝕃𝕃sort und Transitivität von <), dass 𝑙𝑙𝑖𝑖 < 𝑙𝑙𝑛𝑛 < 𝑒𝑒. Deshalb gilt 𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒) = 𝑒𝑒 − 𝑙𝑙𝑛𝑛 und 𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑒𝑒) = 𝑒𝑒 − 𝑙𝑙𝑖𝑖, und somit 𝑙𝑙𝑖𝑖 < 𝑙𝑙𝑛𝑛 ⇔ 𝑒𝑒 − 𝑙𝑙𝑖𝑖 > 𝑒𝑒 − 𝑙𝑙𝑛𝑛. Da 𝑖𝑖 beliebig gewählt wurde, ist die Distanz zwischen jedem Element und 𝑒𝑒 größer als die zwischen 𝑙𝑙𝑛𝑛 und 𝑒𝑒. Diese Distanz 𝑑𝑑(𝑙𝑙𝑛𝑛, 𝑒𝑒) = Δopt ist folglich von allen Distanzen, die 𝑒𝑒 involvieren, minimal.

Nun wird jede Permutation von 𝑙𝑙 betrachtet und 𝑙𝑙′ genannt. Da 𝑙𝑙 kettensortiert ist, gilt: 𝑑𝑑𝕃𝕃(𝑙𝑙) ≤ 𝑑𝑑𝕃𝕃(𝑙𝑙′). Auf Basis dieser Permutation wird eine neue Liste 𝑙𝑙′𝑒𝑒 konstruiert, in die das Element 𝑒𝑒 an einer Stelle 𝑖𝑖 eingefügt wurde, also 𝑙𝑙′𝑒𝑒 ≔ 𝑙𝑙′1:𝑖𝑖−1 ⊕ 𝑒𝑒 ⊕ 𝑙𝑙′𝑖𝑖:𝑛𝑛.

Δ ≔ 𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) − 𝑑𝑑𝕃𝕃(𝑙𝑙′) (11)

Es soll gezeigt werden, dass für jede Permutation 𝑙𝑙′ gilt:

Δ ≥ Δopt (12)

sodass durch 𝑑𝑑𝕃𝕃(𝑙𝑙′) ≥ 𝑑𝑑𝕃𝕃(𝑙𝑙) die Kettendistanz 𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙′) + Δ ≥ 𝑑𝑑𝕃𝕃(𝑙𝑙) + Δopt = 𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒) ist und somit 𝑑𝑑𝕃𝕃(𝑙𝑙𝑒𝑒) tatsächlich die optimale Kettendistanz ist, wodurch 𝑙𝑙𝑒𝑒 kettensortiert wäre.

Es wird eine Fallunterscheidung zwischen solchen Permutationen gemacht, bei denen 𝑒𝑒 am Rand (am Index 𝑖𝑖 = 1 ∨ 𝑖𝑖 = 𝑛𝑛 + 1) zu finden ist, und jenen, bei denen es zwischen zwei anderen Elementen (𝑖𝑖 ∈ [2, 𝑛𝑛]) vorliegt.

Fall 1. 𝑖𝑖 = 1 ∨ 𝑖𝑖 = 𝑛𝑛 + 1

Da 𝑒𝑒 am Rand eingefügt wird, ist 𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙′) + 𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑒𝑒) für ein beliebiges 𝑖𝑖 aus der Indexmenge von 𝑙𝑙. Die Distanz ist dabei ein Element von 𝐾𝐾, da es eine Distanz zwischen 𝑒𝑒 und einem Element von 𝑙𝑙 ist. Da Δopt das minimale Element aus 𝐾𝐾 ist, kann Δ = 𝑑𝑑(𝑙𝑙𝑖𝑖, 𝑒𝑒) nicht geringer sein, sodass Ungleichung (12) zutrifft.

Fall 2. 𝑖𝑖 ∈ [2, 𝑛𝑛]

Hierbei liegt 𝑒𝑒 zwischen zwei Elementen, 𝑙𝑙′𝑖𝑖−1 und 𝑙𝑙′𝑖𝑖. Die neue Kettenlänge setzt sich nun zusammen aus der alten Kettenlänge minus der Distanz dieser beiden Elemente plus der Distanz jedes dieser Elemente mit dem neu eingefügten: Δ = 𝑑𝑑(𝑙𝑙′𝑖𝑖−1, 𝑒𝑒) + 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒) − 𝑑𝑑(𝑙𝑙′𝑖𝑖−1, 𝑙𝑙′𝑖𝑖)

𝑑𝑑𝕃𝕃(𝑙𝑙′𝑒𝑒) = 𝑑𝑑𝕃𝕃(𝑙𝑙′) + Δ (13)

Gegeben sind 𝑙𝑙′𝑖𝑖−1 < 𝑒𝑒 und 𝑙𝑙′𝑖𝑖 < 𝑒𝑒; o. B. d. A. wird nun von 𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒 ausgegangen, der Beweis kann analog durch Tauschen der beiden Elemente in der Ungleichung geführt werden. Explizit wird hier auf Eigenschaften der Betragsfunktion zurückgegriffen:

Δ = |𝑙𝑙′𝑖𝑖−1 − 𝑒𝑒| + |𝑙𝑙𝑖𝑖 − 𝑒𝑒| − |𝑙𝑙′𝑖𝑖−1 − 𝑙𝑙′𝑖𝑖|

= (𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1) + (𝑒𝑒 − 𝑙𝑙′𝑖𝑖) − (𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1) (da 𝑙𝑙′𝑖𝑖−1 < 𝑙𝑙′𝑖𝑖 < 𝑒𝑒)

= 𝑒𝑒 − 𝑙𝑙′𝑖𝑖−1 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 + 𝑙𝑙′𝑖𝑖−1 = 𝑒𝑒 + 𝑒𝑒 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖 − 𝑙𝑙′𝑖𝑖−1 + 𝑙𝑙′𝑖𝑖−1

= 2 ⋅ 𝑒𝑒 − 2 ⋅ 𝑙𝑙′𝑖𝑖 = 2 ⋅ (𝑒𝑒 − 𝑙𝑙′𝑖𝑖)

= 2 ⋅ |𝑙𝑙′𝑖𝑖 − 𝑒𝑒| = 2 ⋅ 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒)

(14)

Δ ist folglich das Doppelte von 𝑑𝑑(𝑙𝑙′𝑖𝑖, 𝑒𝑒). Dabei handelt es sich um ein Element aus 𝐾𝐾, sodass Ungleichung (12) erfüllt ist.

Da keine Permutation der finalen Liste eine niedrigere Kettendistanz als die von 𝑙𝑙𝑒𝑒 beim Anfügen des höchsten Elements erzielen kann, ist 𝑙𝑙𝑒𝑒 – und damit jede sortierte Liste – kettensortiert. ∎
2.3. Generalisierung auf n-dimensionale Vektorräume
Nun wurde bewiesen, dass die Sortierung einer Liste eindimensionaler Objekte, in diesem Fall repräsentiert durch reelle Zahlen, auch einer zur Kettensortierung dieser entspricht. Genauer: jede sortierte Liste ist kettensortiert, jedoch nicht zwangsläufig umgekehrt (aufgrund von Symmetrie der Kettenlänge im Gegensatz zur Sortierung).

Da die vergleichsbasierte Sortierung nur auf Listen von Elementen einer geordneten Menge ausführbar ist, die distanzbasierte Sortierung jedoch in jedem metrischen Raum angewendet werden kann und die Betragsmetrik der reellen Zahlen nur ein Sonderfall jeder durch eine 𝑝𝑝-Norm induzierten Metrik[36] n-dimensionaler Vektorräume ist[52], handelt es sich bei der Kettensortierung um eine Generalisierung der vergleichsbasierten Sortierung im Bezug auf die Dimensionalität der Eingaben.

Somit kann nun im Folgenden die Eigenschaft ‚sortiert‘ auch auf Listen mehrdimensionaler Objekte angewandt werden, da sie bis auf Umkehr der Liste die gleiche Bedeutung wie ‚kettensortiert‘ hat. Als Metrik wird sich aufgrund ihrer Generalisierungsfähigkeit von nun an auf eine durch eine 𝑝𝑝-Norm induzierte Metrik beschränkt, o.B.d.A. wird für die folgenden Beispiele die euklidische Metrik (gegeben durch 𝑝𝑝 = 2) gewählt.

3. Graphentheoretische Grundlagen
3.1. Definitionen
Ein Graph 𝐺𝐺 ist zum Zwecke dieser Arbeit ein Paar (𝑉𝑉 ,𝐸𝐸),𝐸𝐸 ⊆ 𝑉𝑉 2 mit Knotenmenge 𝑉𝑉  und Kantenmenge 𝐸𝐸. Ist 𝐸𝐸 = 𝑉𝑉 2, so wird er als vollständig bezeichnet. Zusammen mit einer Kantengewichtsfunktion 𝑑𝑑 : 𝐸𝐸 → ℝ gilt der Graph als kantengewichtet (kurz gewichtet), der Wert dieser Funktion für eine Kante ist ihr Gewicht.

Ein Weg ist eine Sequenz 𝑝𝑝 = 𝑣𝑣1𝑣𝑣2…𝑣𝑣𝑛𝑛 paarweise verschiedener Knoten. Ein Weg ist ein Pfad, wenn gilt: ∀𝑖𝑖 ∈ [1, 𝑛𝑛 − 1] : (𝑝𝑝𝑖𝑖, 𝑝𝑝𝑖𝑖+1) ∈ 𝐸𝐸. Das Gewicht eines solchen Pfades bezeichnet die Summe der Gewichte aller verbindenden Kanten: 𝑑𝑑𝑝𝑝 = ∑𝑛𝑛−1
𝑖𝑖=0 𝑑𝑑(𝑝𝑝𝑖𝑖, 𝑝𝑝𝑖𝑖+1).

Ein Pfad wird Hamilton-Pfad genannt, sofern 𝑛𝑛 = |𝑉𝑉 | zutrifft, der Pfad also alle Knoten erreicht. Ein Hamilton-Pfad ist minimal, sofern kein Hamilton-Pfad des Graphen mit niedrigerem Gewicht existiert.
3.2. Anwendungen auf die Fragestellung
Um die Kettensortierung einer Liste 𝑙𝑙 mit Eingabemenge 𝑈𝑈 ⊆ ℝ𝑛𝑛, 𝑛𝑛 ∈ ℕ als graphentheoretisches Problem aufzufassen, betrachte man zunächst deren Bildmenge 𝑌𝑌 . Für diese konstruiere man nun den gewichteten Distanzgraphen 𝐺𝐺 = (𝑉𝑉 ,𝐸𝐸) = (𝑌𝑌 , 𝑌𝑌 2) mit Kantengewichtsfunktion 𝑑𝑑( ⃗𝑎𝑎, ⃗𝑏𝑏) = ‖ ⃗𝑎𝑎 − ⃗𝑏𝑏‖. Der Graph ist vollständig.

Innerhalb dieses Graphen ist die Liste ein Hamilton-Pfad, denn zwischen jedem Paar aufeinanderfolgender Elemente existiert eine Kante (durch Vollständigkeit) und die Liste enthält alle Knoten (durch Konstruktion aus Bildmenge und Eindeutigkeit der Elemente der Liste). Die Kettendistanz der Liste ist gleich dem Gewicht dieses Pfads.

Da sich die Bildmenge durch Vertauschen von Elementen nicht ändert, ist auch jede Permutation der Liste ein valider Hamilton-Pfad, dessen Gewicht gleich der Kettenlänge der Liste ist (𝑑𝑑𝕃𝕃(𝑝𝑝) ≙ 𝑑𝑑𝑝𝑝). Aus der Definition der Kettensortiertheit folgt, dass eine Liste genau dann kettensortiert ist, wenn ihr zugehöriger Hamilton-Pfad im Graphen der Bildmenge minimal ist. Somit kann mithilfe eines Algorithmus, der für einen Graphen dessen minimalen Hamilton-Pfad ermitteln kann, eine mehrdimensionale Liste sortiert werden.

4. Algorithmen
Für den Fall der eindimensionalen Sortierung existieren zahlreiche vergleichsbasierte Sortieralgorithmen, die sich in Eigenschaften wie asymptotischen Komplexitäten von Raum und Zeit, Stabilität und Vorgehensweise unterscheiden [3] (Da die Elemente in einer Liste nicht mehrmals vorkommen können, spielt Stabilität für die Listen dieser Arbeit keine Rolle. Um Listen mit doppelten Werten dennoch sortieren zu können, sortiere man die deduplizierte Liste und füge die entfernten Werte an den Stellen nach dem gleichwertigen Element ein.) Bubble Sort, Insertion Sort und Selection Sort gehören zu den simpleren Verfahren, die jedoch aufgrund ihrer höheren Komplexität ineffizienter arbeiten; Merge Sort, Quick Sort[44] und Heap Sort dagegen werden auch in der Praxis genutzt [58], teils mit praktischen Anpassungen wie bei Timsort [8] (Python) oder Pattern-Defeating Quicksort [68] (Rust). Zwei Eigenschaften, die diese Sortieralgorithmen definieren, sind Monotonizität der Ausgabe (im eindimensionalen Fall gleich der in Abschnitt 2.1 definierten Sortiertheit) und Invarianz der Zielmenge.

Nun könnte ein mehrdimensionaler Sortieralgorithmus definiert werden als einer, der eine Liste als Eingabe erhält und eine kettensortierte Liste gleicher Elemente zurückgibt.

In diesem Abschnitt wird zunächst erläutert, warum eine derartige Definition sich für das Problem dieser Arbeit eher nicht eignet und stattdessen in zwei das Problem im allgemeinen Fall nicht lösende, aber dennoch in der Praxis sehr nützliche Arten von Algorithmen aufgeteilt werden muss. Im Anschluss werden Verfahren genannt, die ich zum Zweck dieser Arbeit auch in Rust[45] implementiert habe.
4.1. Komplexität
Da die tatsächlich messbare Laufzeit eines Algorithmus von zu vielen algorithmisch irrelevanten Faktoren wie Hardware, Eingabestruktur und Ressourcenverfügbarkeit abhängt, wird in der theoretischen Informatik eine andere Methode gewählt, um Algorithmen bezüglich ihres Zeitverbrauchs nur abhängig von der Eingabelänge vergleichen zu können: die Landau-Symbole[10, 73, 88] oder auch O-Notation[28, 57, 85]. Diese bezeichnen das asymptotische Verhalten einer Funktion für beliebig größer werdende Eingaben. Wenn die Anzahl der Schritte, die ein Algorithmus für eine Liste der Eingabelänge 𝑛𝑛 ausführt, nun durch eine Funktion 𝑓𝑓 beschrieben werden kann, so liegt der Algorithmus in 𝒪𝒪(𝑔𝑔), falls 𝑓𝑓 asymptotisch nicht schneller wächst als 𝑔𝑔, und in Θ(𝑔𝑔), falls 𝑓𝑓 asymptotisch genauso schnell wächst wie 𝑔𝑔.

Die zu Beginn dieses Abschnitts genannten vergleichsbasierten Sortieralgorithmen wurden dabei nach ihrer Zeitkomplexität sortiert: die als ‚simpel‘ bezeichneten Algorithmen liegen in 𝒪𝒪(𝑛𝑛2), während die ‚praktischeren‘ in 𝒪𝒪(𝑛𝑛 ⋅ log 𝑛𝑛) liegen. Erstere werden daher als quadratisch, letztere als linearithmisch (ein Kofferwort aus ‚linear‘ und ‚logarithmisch‘) bezeichnet. Entscheidend ist im Folgenden allerdings eine andere Unterscheidung, die sich nur darauf bezieht, ob 𝑔𝑔 durch ein Polynom beschreibbar ist oder nicht: polynomiell oder nicht-polynomiell. Erstere werden als in P und effizient beschrieben, während letztere ineffizient sind.

In der theoretischen Informatik werden die Komplexitätsklassen als Mengen dargestellt, die Entscheidungsprobleme beinhalten. P ist die Menge aller Probleme, die sich durch eine deterministische Turingmaschine in einer polynomiellen Anzahl von Schritten („effizient“) lösen lässt, während NP die umfasst, die eine nichtdeterministische Turingmaschine effizient lösen kann. Da jedes in P lösbare Problem auch in NP lösbar ist, gilt P ⊆ NP. (Obwohl in der praktischen Anwendung davon ausgegangen wird, dass P ≠ NP[53](S. 465), bleibt dies ein ungelöstes Problem der Informatik[84]). Dagegen müssen NP-schwere Probleme nicht in NP liegen, sondern die ‚Schwierigkeit‘ dieser Klasse nur übertreffen.
4.1.1. Effiziente Lösbarkeit und Hartnäckigkeit
Probleme, die in P liegen, werden als effizient lösbar Abschnitt 4.1.1, solche, die unter Annahme von P ≠ NP außerhalb von P liegen, als hartnäckig bezeichnet. Der Grund liegt in der unterschiedlichen Steigung der Terme für wachsende 𝑛𝑛: bei einem Polynom wird stets ein von 𝑛𝑛 abhängiger Term addiert, bei einer Exponentialfunktion (die häufigste Form eines nicht-polynomiellen Terms) multipliziert.
4.1.2. Beweis der Hartnäckigkeit durch Reduktion
Um zu beweisen, dass ein Problem 𝑃𝑃1 hartnäckig ist, wird in der theoretischen Informatik eine Reduktion eines bekanntermaßen NP-schweren Problems 𝑃𝑃0 auf das Problem 𝑃𝑃1 durchgeführt[53](S. 452-454). Man zeigt, dass sich jede Instanz von 𝑃𝑃0 in polynomieller Zeit in eine Instanz von 𝑃𝑃1 transformieren lässt. Im Folgenden wird das Problem des minimalen Hamilton-Pfads im Fall vollständiger Graphen auf das bewiesenermaßen NP-schwere Hamilton-Pfad-Problem[53](S. 474-479)[38, 43] reduziert, welches aus der Frage besteht, ob zu einem beliebigen gegebenen Graphen ein Hamilton-Pfad existiert.

Dazu wird die Hypothese aufgestellt, es gäbe einen Algorithmus 𝐴𝐴, der das Problem für jeden vollständigen Graphen in polynomieller Zeit abhängig von der Anzahl der Knoten lösen könnte. Man betrachte nun jeden möglichen (insbesondere unvollständigen) Graphen 𝐺𝐺 = (𝑉𝑉 ,𝐸𝐸). Man konstruiere nun einen neuen vollständigen gewichteten Graphen 𝐺𝐺′ = (𝑉𝑉 ,𝐸𝐸′, 𝑑𝑑), wobei 𝐸𝐸′ = 𝑉𝑉 2 und 𝑑𝑑(𝑎𝑎, 𝑏𝑏) = {0 falls (𝑎𝑎,𝑏𝑏)∈𝐸𝐸
1 falls (𝑎𝑎,𝑏𝑏)∉𝐸𝐸. Nun führe man 𝐴𝐴 mit der Eingabe 𝐺𝐺′ aus und erhalte den minimalen Hamilton-Pfad 𝑝𝑝opt.

Abb. 2:  Auch die
Spielbaumtraversierung bis

Tiefe 𝑛𝑛 ist im Schach
hartnäckig, da exponentiell.

[13](S. 6-8)

3

Abb. 2: Auch die Spielbaumtraversierung bis  
Tiefe ​n​ ist im Schach hartnäckig, da  
exponentiell [13] (S. 6–8).
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Dazu wird die Hypothese aufgestellt, es gäbe einen Algorith-
mus ​A​, der das Problem für jeden vollständigen Graphen in 
polynomieller Zeit abhängig von der Anzahl der Knoten lö-
sen könnte. Man betrachte nun jeden möglichen (insbeson-
dere unvollständigen) Graphen ​G  =  ​(V, E)​​ (s. Abb. 3). Man 
konstruiere nun einen neuen vollständigen gewichteten Gra-
phen (siehe Abb. 4) ​Gʹ= ​(V, ​E ′ ​, d)​​, wobei ​​E ′ ​  =  ​V​​ 2​​ und 

𝑑𝑑(𝑎𝑎, 𝑏𝑏) = {0 falls (𝑎𝑎,𝑏𝑏)∈𝐸𝐸
1 falls (𝑎𝑎,𝑏𝑏)∉𝐸𝐸

. Nun führe man

𝐴𝐴
mit der Eingabe

𝐺𝐺′

aus und erhalte den minimalen Hamilton-Pfad

𝑝𝑝opt
.

Anhand dieser Ausgabe kann das Hamilton-Pfad-Problem für den Graphen

𝐺𝐺
gelöst werden: ist das Gewicht von

𝑝𝑝opt

0
, so existiert für

𝐺𝐺
ein Hamilton-Pfad, andernfalls nicht. Dies folgt daraus, dass

𝐴𝐴
stets den minimalen Hamilton-Pfad auswählt – existiert einer im originalen Graphen, so kann dieser nur aus Kanten mit Gewicht

0
gebildet werden, sonst nicht.

Der Beweis basiert auf [51](S. 479) und [49] und wurde hier statt auf das Travelling Salesman Problem auf das gegebene Problem des minimalen Hamilton-Pfads angewandt. Dies bestätigt erneut die Ähnlichkeit der beiden Probleme.

Somit entsteht ein Widerspruch: die Aussagen, dass das Hamilton-Pfad-Problem NP-schwer ist, und, dass der in P liegende Algorithmus

𝐴𝐴
es lösen kann, widersprechen sich. Somit ist die Hypothese falsch,

𝐴𝐴
notwendigerweise ineffizient und das Problem NP-schwer. Es wurde bisher nur gezeigt, dass das Problem des minimalen Hamilton-Pfad auf beliebigen Graphen NP-schwer sein muss; für die im weiteren Verlauf dieser Arbeit betrachteten Distanzgraphen könnte das Problem immer noch in P liegen. Ein Beweis der NP-Schwere (hier ausgelassen) involviert die durch Translationsinvarianz von

𝑑𝑑
gegebene metrische Universalkonstruierbarkeit, die eine Reduktion ermöglicht.
4.2. Heuristik
Wie bereits in Abschnitt 4.1.1 gezeigt wurde, kann die Kettensortierung im Allgemeinfall nicht in einer sinnvollen Zeitspanne gelöst werden. Aus diesem Grund werden auch andere Algorithmen betrachtet: Heuristiken. Eine Heuristik ist dabei ein effizienter Algorithmus, der ein hartnäckiges Problem nicht vollständig löst, sondern nur eine ungefähre Lösung liefert.

Im Fall der Sortierung mehrdimensionaler Objekte bedeutet dies, dass ein derartiger Algorithmus strategisch versucht, die Kettenlänge zu reduzieren, jedoch nicht zwangsläufig das globale Minimum (welches der Sortierung der Liste entspräche) findet.

Zudem ist eine weitere auf graphentheoretischer Grundlage beruhende Dichotomie der im Folgenden erläuterten Algorithmen sinnvoll: Konstruktionsalgorithmen auf der einen und Verbesserungsalgorithmen auf der anderen Seite. Dabei erhalten erstere als Eingabe eine Liste und geben einen Pfad zurück, während letztere versuchen, die Kettenlänge eines bestehenden Pfades zu verringern. Im Bezug auf die verwendeten Datenstrukturen ist dies unerheblich, da auch Pfade als Listen repräsentiert werden; die Nutzerfreundlichkeit der Oberfläche nimmt allerdings zu, da Kombinationen des Ausführens von Algorithmen, die zu einer Annäherung an die Kettensortierung nicht beitragen, verhindert bzw. disincentiviert werden.

Ein Beispiel dafür ist, dass es keinen Sinn ergibt, nach dem Ausführen des Greedy-Algorithmus einen anderen Konstruktionsalgorithmus wie Nearest Neighbor zu nutzen, da dieser die vorherigen Ergebnisse nicht berücksichtigt. Diese somit zu limitieren (engl. constrain), wird als universeller Design-Grundsatz[53] verstanden.

Grundlegend betrachten Konstruktionsalgorithmen die Liste also eher als ungeordnete Menge, während sie bei Verbesserungsalgorithmen als geordneter Pfad interpretiert wird.

4.3. Pfadkonstruktion
Um die folgenden Konstruktionsalgorithmen anwenden zu können, wird eine Beispielliste

𝑙𝑙
gewählt, welche sich aus sechs zweidimensionalen Vektoren zusammensetzt, folglich auch durch Farben im RGB-Farbraum dargestellt. Dabei repräsentieren die Komponenten des Vektors jeweils den Rot- und Blauwert der Farbe im Intervall

[0, 1]
, der Grünwert wird auf

0
festgelegt:

𝑙𝑙 ≔

[(0.6
0.2), (0.1

0.7), (0.9
0.4), (0.2

0.2), (0.8
0.7), (0.5

0.5)] ≙
Um einen Pfad sowie die darin enthaltenen Vektoren zu visualisieren, habe ich für die folgenden Abbildungen ein Programm mittels der JavaScript-Bibliothek p5.js[60] entwickelt, welches die Listenelemente und ihre Farben in einem zweidimensionalen kartesischen Koordinatensystem darstellt. Die folgenden derartigen Abbildungen entspringen diesem.

4.3.1. Triviale Pfadkonstruktion
Die triviale Pfadkonstruktion gibt die Eingabeliste unverändert zurück – in diesem Fall entstünde der in Abb. 5 erkennbare Pfad. Dieser Algorithmus ermöglicht es, beliebige Pfade selbst zu erstellen und zu verändern, ohne dabei an eine bestimmte Heuristik gebunden zu sein. Zudem können so die Verbesserungsalgorithmen teils besser dargestellt werden. Eine Alternative dieses Verfahrens ist, die Liste vorher zufällig zu mischen.
4.3.2. Brute Force
Der Brute-Force-Algorithmus kann tatsächlich eine Liste mehrdimensional sortieren, also das Minimum aller Permutationen finden, indem jede dieser Permutationen auf ihre Kettenlänge überprüft und jene mit der minimalen zurückgegeben wird (siehe Tabelle 1).

Die Zeitkomplexität dieses Algorithmus liegt in
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Nun führe man ​A​ mit der Eingabe ​G​ aus und erhalte den mi-
nimalen Hamilton-Pfad Popt.

Anhand dieser Ausgabe kann das Hamilton-Pfad-Prob-
lem für den Graphen ​G​ gelöst werden: ist das Gewicht von   
Popt​​ ​  ​​=  0​, so existiert für ​G​ ein Hamilton-Pfad, andernfalls 
nicht. Dies folgt daraus, dass ​A​ stets den minimalen Hamil-
ton-Pfad auswählt – existiert einer im originalen Graphen, so 
kann dieser nur aus Kanten mit Gewicht 0 gebildet werden, 
sonst nicht.

Der Beweis basiert auf [53] (S. 479) und [51] und wurde hier 
statt auf das Travelling-Salesman-Problem auf das gegebene 
Problem des minimalen Hamilton-Pfads angewandt. Dies be-
stätigt erneut die Ähnlichkeit der beiden Probleme.

Somit entsteht ein Widerspruch: Die Aussagen, dass das Ha-
milton-Pfad-Problem NP-schwer ist, und, dass der in P lie-
gende Algorithmus ​A​ es lösen kann, widersprechen sich. So-
mit ist die Hypothese falsch, ​A​ notwendigerweise ineffizient 
und das Problem NP-schwer. Es wurde bisher nur gezeigt, 
dass das Problem des minimalen Hamilton-Pfads auf beliebi-
gen Graphen NP-schwer sein muss; für die im weiteren Ver-
lauf dieser Arbeit betrachteten Distanzgraphen könnte das 
Problem immer noch in P liegen. Ein Beweis der NP-Schwe-
re (hier ausgelassen) involviert die durch Translationsinva-
rianz von ​d​ gegebene metrische Universalkonstruierbarkeit, 
die eine Reduktion ermöglicht.

In der theoretischen Informatik werden die Komplexitäts-
klassen als Mengen dargestellt, die Entscheidungsprobleme 
beinhalten. P ist die Menge aller Probleme, die sich durch 
eine deterministische Turingmaschine in einer polynomiel-
len Anzahl von Schritten („effizient“) lösen lassen, während 
NP die umfasst, die eine nichtdeterministische Turingma-
schine effizient lösen kann. Da jedes in P lösbare Problem 
auch in NP lösbar ist, gilt ​P  ⊆  NP​. (Obwohl in der prakti-
schen Anwendung davon ausgegangen wird, dass ​P  ≠  NP​ 
[53] (S. 465), bleibt dies ein ungelöstes Problem der Informa-
tik [84]). Dagegen müssen NP-schwere Probleme nicht in NP 
liegen, sondern die ‚Schwierigkeit‘ dieser Klasse nur übertref-
fen.

4.1.1	 Effiziente Lösbarkeit und Hartnäckigkeit 

Probleme, die in P liegen, werden als effizient lösbar, sol-
che, die unter Annahme von ​P  ≠  NP​ außerhalb von P lie-
gen, als hartnäckig bezeichnet (s. Abb. 2). Der Grund liegt in 
der unterschiedlichen Steigung der Terme für wachsende ​n​: 
bei einem Polynom wird stets ein von ​n​ abhängiger Term ad-
diert, bei einer Exponentialfunktion (die häufigste Form ei-
nes nicht-polynomiellen Terms) multipliziert. 

4.1.2	 Beweis der Hartnäckigkeit durch Reduktion 

Um zu beweisen, dass ein Problem P1 hartnäckig ist, wird 
in der theoretischen Informatik eine Reduktion eines be-
kanntermaßen NP-schweren Problems P0 auf das Problem 
P1 durchgeführt [53] (S. 452–454). Man zeigt, dass sich jede 
Instanz von P0 in polynomieller Zeit in eine Instanz von P1 
transformieren lässt. Im Folgenden wird das Problem des mi-
nimalen Hamilton-Pfads im Fall vollständiger Graphen auf 
das bewiesenermaßen NP-schwere Hamilton-Pfad-Problem 
[53] (S. 474–479) [38], [43] reduziert, welches aus der Frage 
besteht, ob zu einem beliebigen gegebenen Graphen ein Ha-
milton-Pfad existiert.

Abb. 3: Ein Beispiel für den
Graphen 𝐺𝐺.
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Abb. 3: Ein Beispiel für den Graphen G Abb. 4: Der für 𝐺𝐺 neu
erstellte Graph 𝐺𝐺′. Schwarze

Kanten sind in 𝐸𝐸, graue
nicht.
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Abb. 4: Der für ​G​ neu erstellte Graph Gʹ. Schwarze 
Kanten sind in ​E​, graue nicht.

https://www.junge-wissenschaft.ptb.de/fileadmin/paper/2025/03/JUWI-03-25-img-03.jpg
https://www.junge-wissenschaft.ptb.de/fileadmin/paper/2025/03/JUWI-03-25-img-04.jpg
https://www.junge-wissenschaft.ptb.de/fileadmin/paper/2025/03/JUWI-03-25-img-02.jpg
https://www.junge-wissenschaft.ptb.de/fileadmin/paper/2025/03/JUWI-03-25-img-03.jpg
https://www.junge-wissenschaft.ptb.de/fileadmin/paper/2025/03/JUWI-03-25-img-04.jpg


doi: 10.7795/320.202503

 
 

  

4.2	 Heuristik

Wie bereits in Kap. 4.1.1 gezeigt wurde, kann die Kettensor-
tierung im Allgemeinfall nicht in einer sinnvollen Zeitspanne 
gelöst werden. Aus diesem Grund werden auch andere Algo-
rithmen betrachtet: Heuristiken. Eine Heuristik ist dabei ein 
effizienter Algorithmus, der ein hartnäckiges Problem nicht 
vollständig löst, sondern nur eine ungefähre Lösung liefert.

Im Fall der Sortierung mehrdimensionaler Objekte bedeutet 
dies, dass ein derartiger Algorithmus strategisch versucht, die 
Kettenlänge zu reduzieren, jedoch nicht zwangsläufig das glo-
bale Minimum (welches der Sortierung der Liste entspräche) 
findet.

Zudem ist eine weitere auf graphentheoretischer Grundla-
ge beruhende Dichotomie der im Folgenden erläuterten Al-
gorithmen sinnvoll: Konstruktionsalgorithmen auf der einen 
und Verbesserungsalgorithmen auf der anderen Seite. Dabei 
erhalten erstere als Eingabe eine Liste und geben einen Pfad 
zurück, während letztere versuchen, die Kettenlänge eines be-
stehenden Pfades zu verringern. In Bezug auf die verwende-
ten Datenstrukturen ist dies unerheblich, da auch Pfade als 
Listen repräsentiert werden; die Nutzerfreundlichkeit der 
Oberfläche nimmt allerdings zu, da Kombinationen des Aus-
führens von Algorithmen, die zu einer Annäherung an die 
Kettensortierung nicht beitragen, verhindert bzw. disincen-
tiviert werden.

Ein Beispiel dafür ist, dass es keinen Sinn ergibt, nach dem 
Ausführen des Greedy-Algorithmus einen anderen Konstruk-
tionsalgorithmus wie Nearest Neighbor zu nutzen, da dieser 
die vorherigen Ergebnisse nicht berücksichtigt. Diese somit 
zu limitieren (engl. constrain), wird als universeller Design-
Grundsatz [55] verstanden.

Grundlegend betrachten Konstruktionsalgorithmen die Liste 
also eher als ungeordnete Menge, während sie bei Verbesse-
rungsalgorithmen als geordneter Pfad interpretiert wird.

4.3	 Pfadkonstruktion 

Um die folgenden Konstruktionsalgorithmen anwenden zu 
können, wird eine Beispielliste ​l​ gewählt, welche sich aus 
sechs zweidimensionalen Vektoren zusammensetzt, folglich 
auch durch Farben im RGB-Farbraum dargestellt. Dabei re-
präsentieren die Komponenten des Vektors jeweils den Rot- 
und Blauwert der Farbe im Intervall ​​[0,1]​​, der Grünwert wird 
auf ​0​ festgelegt:

𝑑𝑑(𝑎𝑎, 𝑏𝑏) = {0 falls (𝑎𝑎,𝑏𝑏)∈𝐸𝐸
1 falls (𝑎𝑎,𝑏𝑏)∉𝐸𝐸

. Nun führe man

𝐴𝐴
mit der Eingabe

𝐺𝐺′

aus und erhalte den minimalen Hamilton-Pfad

𝑝𝑝opt
.

Anhand dieser Ausgabe kann das Hamilton-Pfad-Problem für den Graphen

𝐺𝐺
gelöst werden: ist das Gewicht von

𝑝𝑝opt

0
, so existiert für

𝐺𝐺
ein Hamilton-Pfad, andernfalls nicht. Dies folgt daraus, dass

𝐴𝐴
stets den minimalen Hamilton-Pfad auswählt – existiert einer im originalen Graphen, so kann dieser nur aus Kanten mit Gewicht

0
gebildet werden, sonst nicht.

Der Beweis basiert auf [51](S. 479) und [49] und wurde hier statt auf das Travelling Salesman Problem auf das gegebene Problem des minimalen Hamilton-Pfads angewandt. Dies bestätigt erneut die Ähnlichkeit der beiden Probleme.

Somit entsteht ein Widerspruch: die Aussagen, dass das Hamilton-Pfad-Problem NP-schwer ist, und, dass der in P liegende Algorithmus

𝐴𝐴
es lösen kann, widersprechen sich. Somit ist die Hypothese falsch,

𝐴𝐴
notwendigerweise ineffizient und das Problem NP-schwer. Es wurde bisher nur gezeigt, dass das Problem des minimalen Hamilton-Pfad auf beliebigen Graphen NP-schwer sein muss; für die im weiteren Verlauf dieser Arbeit betrachteten Distanzgraphen könnte das Problem immer noch in P liegen. Ein Beweis der NP-Schwere (hier ausgelassen) involviert die durch Translationsinvarianz von

𝑑𝑑
gegebene metrische Universalkonstruierbarkeit, die eine Reduktion ermöglicht.
4.2. Heuristik
Wie bereits in Abschnitt 4.1.1 gezeigt wurde, kann die Kettensortierung im Allgemeinfall nicht in einer sinnvollen Zeitspanne gelöst werden. Aus diesem Grund werden auch andere Algorithmen betrachtet: Heuristiken. Eine Heuristik ist dabei ein effizienter Algorithmus, der ein hartnäckiges Problem nicht vollständig löst, sondern nur eine ungefähre Lösung liefert.

Im Fall der Sortierung mehrdimensionaler Objekte bedeutet dies, dass ein derartiger Algorithmus strategisch versucht, die Kettenlänge zu reduzieren, jedoch nicht zwangsläufig das globale Minimum (welches der Sortierung der Liste entspräche) findet.

Zudem ist eine weitere auf graphentheoretischer Grundlage beruhende Dichotomie der im Folgenden erläuterten Algorithmen sinnvoll: Konstruktionsalgorithmen auf der einen und Verbesserungsalgorithmen auf der anderen Seite. Dabei erhalten erstere als Eingabe eine Liste und geben einen Pfad zurück, während letztere versuchen, die Kettenlänge eines bestehenden Pfades zu verringern. Im Bezug auf die verwendeten Datenstrukturen ist dies unerheblich, da auch Pfade als Listen repräsentiert werden; die Nutzerfreundlichkeit der Oberfläche nimmt allerdings zu, da Kombinationen des Ausführens von Algorithmen, die zu einer Annäherung an die Kettensortierung nicht beitragen, verhindert bzw. disincentiviert werden.

Ein Beispiel dafür ist, dass es keinen Sinn ergibt, nach dem Ausführen des Greedy-Algorithmus einen anderen Konstruktionsalgorithmus wie Nearest Neighbor zu nutzen, da dieser die vorherigen Ergebnisse nicht berücksichtigt. Diese somit zu limitieren (engl. constrain), wird als universeller Design-Grundsatz[53] verstanden.

Grundlegend betrachten Konstruktionsalgorithmen die Liste also eher als ungeordnete Menge, während sie bei Verbesserungsalgorithmen als geordneter Pfad interpretiert wird.

4.3. Pfadkonstruktion
Um die folgenden Konstruktionsalgorithmen anwenden zu können, wird eine Beispielliste

𝑙𝑙
gewählt, welche sich aus sechs zweidimensionalen Vektoren zusammensetzt, folglich auch durch Farben im RGB-Farbraum dargestellt. Dabei repräsentieren die Komponenten des Vektors jeweils den Rot- und Blauwert der Farbe im Intervall

[0, 1]
, der Grünwert wird auf

0
festgelegt:

𝑙𝑙 ≔

[(0.6
0.2), (0.1

0.7), (0.9
0.4), (0.2

0.2), (0.8
0.7), (0.5

0.5)] ≙
Um einen Pfad sowie die darin enthaltenen Vektoren zu visualisieren, habe ich für die folgenden Abbildungen ein Programm mittels der JavaScript-Bibliothek p5.js[60] entwickelt, welches die Listenelemente und ihre Farben in einem zweidimensionalen kartesischen Koordinatensystem darstellt. Die folgenden derartigen Abbildungen entspringen diesem.

4.3.1. Triviale Pfadkonstruktion
Die triviale Pfadkonstruktion gibt die Eingabeliste unverändert zurück – in diesem Fall entstünde der in Abb. 5 erkennbare Pfad. Dieser Algorithmus ermöglicht es, beliebige Pfade selbst zu erstellen und zu verändern, ohne dabei an eine bestimmte Heuristik gebunden zu sein. Zudem können so die Verbesserungsalgorithmen teils besser dargestellt werden. Eine Alternative dieses Verfahrens ist, die Liste vorher zufällig zu mischen.
4.3.2. Brute Force
Der Brute-Force-Algorithmus kann tatsächlich eine Liste mehrdimensional sortieren, also das Minimum aller Permutationen finden, indem jede dieser Permutationen auf ihre Kettenlänge überprüft und jene mit der minimalen zurückgegeben wird (siehe Tabelle 1).

Die Zeitkomplexität dieses Algorithmus liegt in
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Um einen Pfad sowie die darin enthaltenen Vektoren zu vi-
sualisieren, habe ich für die Abb. 5 und 11–13 ein Programm 
mittels der JavaScript-Bibliothek p5.js [62] entwickelt, welches 
die Listenelemente und ihre Farben in einem zweidimensio-
nalen kartesischen Koordinatensystem darstellt. Die genann-
ten Abbildungen entspringen diesem.

4.3.1	Triviale Pfadkonstruktion

Die triviale Pfadkonstruktion gibt die Eingabeliste unverän-
dert zurück – in diesem Fall entstünde der in Abb. 5 erkenn-
bare Pfad. Dieser Algorithmus ermöglicht es, beliebige Pfade 
selbst zu erstellen und zu verändern, ohne dabei an eine be-
stimmte Heuristik gebunden zu sein. Zudem können so die 
Verbesserungsalgorithmen teils besser dargestellt werden. 
Eine Alternative dieses Verfahrens ist, die Liste vorher zufäl-
lig zu mischen. 

4.3.2	Brute Force 

Der Brute-Force-Algorithmus kann tatsächlich eine Lis-
te mehrdimensional sortieren, also das Minimum aller Per-
mutationen finden, indem jede dieser Permutationen auf ihre 
Kettenlänge überprüft und jene mit der minimalen zurückge-
geben wird (siehe Abb. 6)

Die Zeitkomplexität dieses Algorithmus liegt in ​​O​(​​n !​)​​​​, wächst 
also proportional zur Fakultät der Eingabelänge, da diese zu-
gleich die Anzahl der Permutationen einer derartigen Liste 
beschreibt. In der Praxis zeigt sich, dass das Verfahren für Lis-
ten mit zehn oder weniger Elementen durchaus nutzbar ist, je-

Anhand dieser Ausgabe kann das Hamilton-Pfad-Problem für den Graphen 𝐺𝐺 gelöst werden: ist das Gewicht von 𝑝𝑝opt 0, so existiert für 𝐺𝐺 ein Hamilton-Pfad, andernfalls nicht. Dies folgt daraus, dass 𝐴𝐴 stets den minimalen Hamilton-Pfad auswählt – existiert einer im originalen Graphen, so kann dieser nur aus Kanten mit Gewicht 0 gebildet werden, sonst nicht.

Der Beweis basiert auf [53](S. 479) und [51] und wurde hier statt auf das Travelling Salesman Problem auf das gegebene Problem des minimalen Hamilton-Pfads angewandt. Dies bestätigt erneut die Ähnlichkeit der beiden Probleme.

Somit entsteht ein Widerspruch: die Aussagen, dass das Hamilton-Pfad-Problem NP-schwer ist, und, dass der in P liegende Algorithmus 𝐴𝐴 es lösen kann, widersprechen sich. Somit ist die Hypothese falsch, 𝐴𝐴 notwendigerweise ineffizient und das Problem NP-schwer. Es wurde bisher nur gezeigt, dass das Problem des minimalen Hamilton-Pfad auf beliebigen Graphen NP-schwer sein muss; für die im weiteren Verlauf dieser Arbeit betrachteten Distanzgraphen könnte das Problem immer noch in P liegen. Ein Beweis der NP-Schwere (hier ausgelassen) involviert die durch Translationsinvarianz von 𝑑𝑑 gegebene metrische Universalkonstruierbarkeit, die eine Reduktion ermöglicht.
4.2. Heuristik
Wie bereits in Abschnitt 4.1.1 gezeigt wurde, kann die Kettensortierung im Allgemeinfall nicht in einer sinnvollen Zeitspanne gelöst werden. Aus diesem Grund werden auch andere Algorithmen betrachtet: Heuristiken. Eine Heuristik ist dabei ein effizienter Algorithmus, der ein hartnäckiges Problem nicht vollständig löst, sondern nur eine ungefähre Lösung liefert.

Im Fall der Sortierung mehrdimensionaler Objekte bedeutet dies, dass ein derartiger Algorithmus strategisch versucht, die Kettenlänge zu reduzieren, jedoch nicht zwangsläufig das globale Minimum (welches der Sortierung der Liste entspräche) findet.

Zudem ist eine weitere auf graphentheoretischer Grundlage beruhende Dichotomie der im Folgenden erläuterten Algorithmen sinnvoll: Konstruktionsalgorithmen auf der einen und Verbesserungsalgorithmen auf der anderen Seite. Dabei erhalten erstere als Eingabe eine Liste und geben einen Pfad zurück, während letztere versuchen, die Kettenlänge eines bestehenden Pfades zu verringern. Im Bezug auf die verwendeten Datenstrukturen ist dies unerheblich, da auch Pfade als Listen repräsentiert werden; die Nutzerfreundlichkeit der Oberfläche nimmt allerdings zu, da Kombinationen des Ausführens von Algorithmen, die zu einer Annäherung an die Kettensortierung nicht beitragen, verhindert bzw. disincentiviert werden.

Ein Beispiel dafür ist, dass es keinen Sinn ergibt, nach dem Ausführen des Greedy-Algorithmus einen anderen Konstruktionsalgorithmus wie Nearest Neighbor zu nutzen, da dieser die vorherigen Ergebnisse nicht berücksichtigt. Diese somit zu limitieren (engl. constrain), wird als universeller Design-Grundsatz[55] verstanden.

Grundlegend betrachten Konstruktionsalgorithmen die Liste also eher als ungeordnete Menge, während sie bei Verbesserungsalgorithmen als geordneter Pfad interpretiert wird.

4.3. Pfadkonstruktion

Um die folgenden Konstruktionsalgorithmen anwenden zu können, wird eine Beispielliste 𝑙𝑙 gewählt, welche sich aus sechs zweidimensionalen Vektoren zusammensetzt, folglich auch durch Farben im RGB-Farbraum dargestellt. Dabei repräsentieren die Komponenten des Vektors jeweils den Rot- und Blauwert der Farbe im Intervall [0, 1], der Grünwert wird auf 0 festgelegt: 𝑙𝑙 ≔ [(0.6
0.2), (0.1

0.7), (0.9
0.4), (0.2

0.2), (0.8
0.7), (0.5

0.5)] ≙

Um einen Pfad sowie die darin enthaltenen Vektoren zu visualisieren, habe ich für die folgenden Abbildungen ein Programm mittels der JavaScript-Bibliothek p5.js[62] entwickelt, welches die Listenelemente und ihre Farben in einem zweidimensionalen kartesischen Koordinatensystem darstellt. Die folgenden derartigen Abbildungen entspringen diesem.

Abb. 5:  Der durch 𝑙𝑙
gegebene triviale Pfad.
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Abb. 5: Der durch ​l​ gegebene triviale Pfad.
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doch ab einer Länge von 14 Elementen mit einem geschätzten  
Zeitaufwand von zwei Stunden keine Option mehr darstellt 
(siehe auch Kap. 4.1.1)

4.3.3	Nächster Nachbar 

Beim Nächster-Nachbar-Algorithmus (engl. nearest neighbor, 
kurz NN) handelt es sich um ein sog. naives gieriges Verfah-
ren. Dabei wird vom ersten Punkt der Liste aus begonnen 
und stets der Punkt ausgewählt und folglich betrachtet, des-
sen Distanz zum aktuell betrachteten minimal ist und noch 
nicht im zu erstellenden Pfad enthalten ist, bis alle Punkte im 
Pfad enthalten sind (s. Abb. 7).

Da es stets einen konkreten Bezugspunkt gibt, von dem aus 
vorgegangen wird, ist der Algorithmus einfach zu verstehen 
und zu visualisieren. Für die praktische Anwendung reicht 
er nicht, da stets nur das nächste Element berücksichtigt und 
der restliche Kontext vernachlässigt wird – so kommt es ins-
besondere am Ende des Pfades meist zu besonders langen 
Kanten hin zu Knoten, die unter Reduzierung der Kettenlän-
ge bereits vorher hätten besucht werden können, es allerdings 
nicht wurden, da andere Knoten unmittelbar näher lagen. Die 
Komplexität ist quadratisch, da für jeden hinzuzufügenden 
Knoten jeder andere Knoten überprüft wird.

Da stets beim ersten Punkt dieser Liste begonnen wird, ist der 
Algorithmus anordnungsabhängig. Abb. 8 zeigt die verschie-
denen erzeugten Pfade im Fall von ​l​ (14) – aufgrund des uni-
direktionalen Auswahlverfahrens weisen sie alle eine unter-
schiedliche Kettenlänge auf.

Um den NN-Algorithmus unabhängig vom ersten Element 
der Liste zu gestalten, kann auf Kosten der nun kubischen 
Laufzeitkomplexität der bisherige Algorithmus für alle Rota-
tionen der Originalliste ausgeführt werden und das Ergebnis 
geringster Kettenlänge ausgewählt werden. Eine alternative 
kubische Generalisierung ist die Aufhebung der Beschrän-
kung des Anfügens am Ende auf eine optimale Einfügetaktik 
an einer beliebigen Stelle.

4.3.4	Greedy

Der Greedy-Algorithmus (auch Multiple Fragments [49]) 
enumeriert alle Kanten und sortiert sie nach ihrem Gewicht 
aufsteigend. Diese werden in einem Stapel abgelegt und stets 
wird die erste Kante ausgewählt, entfernt sowie dem Pfad 
angefügt, die die Validität nicht verletzt, also keine bereits 
zweifach verbundenen Knoten besucht oder Zyklen erstellt  
(s. Abb. 9).

Sobald die Länge dieser Liste von Kanten gleich der der Ein-
gabe minus eins ist, ist ein valider Pfad gefunden, da die  
Validität nicht verletzt wurde und alle Knoten besucht wer-
den. Zudem existiert stets ein solcher Pfad, da von der  
Vollständigkeit des Graphen ausgegangen wird. Bei Wahl 
zweckmäßiger Datenstrukturen liegt die Zeitkomplexität in  
​​O​(​​ ​n​​ 2​ ∙ log​(​​n​)​​​​).

Die Fragmentierung kann analog zu Kap. 4.3.3 zum Schluss 
zu suboptimalen Kanten führen, jedoch wird das Problem der 
Nichtberücksichtigung von „Außenseitern“ zumeist umgan-
gen, da auch der Weg von einem solchen zu einem beliebigen 
anderen Knoten zumeist kürzer ist als ein anderer, der zwi-
schen „Clustern“ wechselt.

4.3.1. Triviale Pfadkonstruktion
Die triviale Pfadkonstruktion gibt die Eingabeliste unverändert zurück – in diesem Fall entstünde der in Abb. 5 erkennbare Pfad. Dieser Algorithmus ermöglicht es, beliebige Pfade selbst zu erstellen und zu verändern, ohne dabei an eine bestimmte Heuristik gebunden zu sein. Zudem können so die Verbesserungsalgorithmen teils besser dargestellt werden. Eine Alternative dieses Verfahrens ist, die Liste vorher zufällig zu mischen.
4.3.2. Brute Force
Der Brute-Force-Algorithmus kann tatsächlich eine Liste mehrdimensional sortieren, also das Minimum aller Permutationen finden, indem jede dieser Permutationen auf ihre Kettenlänge überprüft und jene mit der minimalen zurückgegeben wird (siehe Abb. 6).

Die Zeitkomplexität dieses Algorithmus liegt in Θ(𝑛𝑛!), wächst also proportional zur Fakultät der Eingabelänge, da diese zugleich die Anzahl der Permutationen einer derartigen Liste beschreibt. In der Praxis zeigt sich, dass das Verfahren für Listen mit zehn oder weniger Elementen durchaus nutzbar ist, jedoch ab einer Länge von 14 mit einem geschätzten Zeitaufwand von zwei Stunden keine Option mehr darstellt (siehe auch Abschnitt 4.1.1).

# 𝑝𝑝 𝑑𝑑𝕃𝕃(𝑝𝑝) min
1 3.43 3.43
2 3.07 3.07
… (233

weitere)
236 1.88 1.88
… (483

weitere)
718 3.07 1.88
719 3.43 1.88
Abb. 6: Brute Force überprüft

jede Permutation.
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Abb. 6: Brute Force überprüft jede Permutation

Pfad 𝑝𝑝
(𝑑𝑑𝕃𝕃(𝑝𝑝))

Nachbarn
von 𝑝𝑝|𝑝𝑝|

(0)
 0.32  0.36
 0.40  0.54
 0.71

(0.32)
 0.36  0.41
 0.42  0.45

(0.68)
 0.32  0.70
 0.78

(0.99)
 0.73  0.85

(1.72)
 0.51

(2.23)
Abb. 7:  Stets wird vom

aktuellen Punkt aus der nächste
Nachbar besucht.

8

Abb. 7: Stets wird vom aktuellen Punkt aus der 
nächste Nachbar gesucht
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4.3.5	Ganzzahlige lineare Optimierung  
und Branch-and-Bound 

Um die optimale Lösung zu finden, ohne jede Permutati-
on überprüfen zu müssen, eignet sich die Neuformulierung 
des Problems in Begriffen der ganzzahligen linearen Opti-
mierung (ILP). Für eine Instanz der Länge ​n​, einen als Ad-
jazenzmatrix ​​A​ ij​​​ repräsentierten Distanzgraphen ​​(​(V, E)​, d)​​ 
und eine den Pfad ​p​ repräsentierenden ​​{0,1}​​-wertigen Relati-
onsmatrix ​​X​ ij​​  =  ​(​V​ i​​, ​V​ j​​)​  ∈  p​ habe ich das folgende ILP (naiv ​​
n​​ 2​ + 3n + 1​Nebenbedingungen) erarbeitet:

Θ(𝑛𝑛!)
, wächst also proportional zur Fakultät der Eingabelänge, da diese zugleich die Anzahl der Permutationen einer derartigen Liste beschreibt. In der Praxis zeigt sich, dass das Verfahren für Listen mit zehn oder weniger Elementen durchaus nutzbar ist, jedoch ab einer Länge von 14 mit einem geschätzten Zeitaufwand von zwei Stunden keine Option mehr darstellt (siehe auch Abschnitt 4.1.1).

4.3.3. Nächster Nachbar
Beim Nächster-Nachbar-Algorithmus (engl. nearest neighbor, kurz NN) handelt es sich um ein sog. naives gieriges Verfahren. Dabei wird vom ersten Punkt der Liste aus begonnen und stets der Punkt ausgewählt und folglich betrachtet, dessen Distanz zum aktuell betrachteten minimal ist und noch nicht im zu erstellenden Pfad enthalten ist, bis alle Punkte im Pfad enthalten sind.

Da es stets einen konkreten Bezugspunkt gibt, von dem aus vorgegangen wird, ist der Algorithmus einfach zu verstehen und zu visualisieren. Für die praktische Anwendung reicht er nicht, da stets nur das nächste Element berücksichtigt und der restliche Kontext vernachlässigt wird – so kommt es insbesondere am Ende des Pfades meist zu besonders langen Kanten hin zu Knoten, die unter Reduzierung der Kettenlänge bereits vorher hätten besucht werden können, es allerdings nicht wurden, da andere Knoten unmittelbar näher lagen. Die Komplexität ist quadratisch, da für jeden hinzuzufügenden Knoten jeder andere Knoten überprüft wird.

Da stets beim ersten Punkt dieser Liste begonnen wird, ist der Algorithmus anordnungsabhängig. Tabelle 3 zeigt die verschiedenen erzeugten Pfade im Fall von

𝑙𝑙
(14) – aufgrund des unidirektionalen Auswahlverfahrens weisen sie alle eine unterschiedliche Kettenlänge auf.

Um den NN-Algorithmus unabhängig vom ersten Element der Liste zu gestalten, kann auf Kosten der nun kubischen Laufzeitkomplexität der bisherige Algorithmus für alle Rotationen der Originalliste ausgeführt werden und das Ergebnis geringster Kettenlänge ausgewählt werden. Eine alternative kubische Generalisierung ist die Aufhebung der Beschränkung des Anfügens am Ende auf eine optimale Einfügetaktik an einer beliebigen Stelle.
4.3.4. Greedy
Der Greedy-Algorithmus (auch Multiple Fragments[47]) enumeriert alle Kanten und sortiert sie nach ihrem Gewicht aufsteigend. Diese werden in einem Stapel abgelegt und stets wird die erste Kante ausgewählt, entfernt sowie dem Pfad angefügt, die die Validität nicht verletzt, also keine bereits zweifach verbundenen Knoten besucht oder Zyklen erstellt.

Sobald die Länge dieser Liste von Kanten gleich der der Eingabe minus eins ist, ist ein valider Pfad gefunden, da die Validität nicht verletzt wurde und alle Knoten besucht werden. Zudem existiert stets ein solcher Pfad, da von der Vollständigkeit des Graphen ausgegangen wird. Bei Wahl zweckmäßiger Datenstrukturen liegt die Zeitkomplexität in

𝒪𝒪(𝑛𝑛2 ⋅ log 𝑛𝑛)
.

Die Fragmentierung kann analog zu Abschnitt 4.3.3 zum Schluss zu suboptimalen Kanten führen, jedoch wird das Problem der Nichtberücksichtung von „Außenseitern“ zumeist umgangen, da auch der Weg von einem solchen zu einem beliebigen anderen Knoten zumeist kürzer ist als ein anderer, der zwischen „Clustern“ wechselt.
4.3.5. Ganzzahlige lineare Optimierung und Branch-and-Bound
Um die optimale Lösung zu finden, ohne jede Permutation überprüfen zu müssen, eignet sich die Neuformulierung des Problems in Begriffen der ganzzahligen linearen Optimierung (ILP). Für eine Instanz der Länge

𝑛𝑛
, einen als Adjazenzmatrix

𝐴𝐴𝑖𝑖𝑗𝑗
repräsentierten Distanzgraphen

((𝑉𝑉 , 𝐸𝐸), 𝑑𝑑)
und eine den Pfad

𝑝𝑝
repräsentierenden

{0, 1}
-wertigen Relationsmatrix

𝑋𝑋𝑖𝑖𝑗𝑗 = (𝑉𝑉𝑖𝑖, 𝑉𝑉𝑗𝑗) ∈ 𝑝𝑝
, habe ich das folgende ILP (naiv

𝑛𝑛2 + 3𝑛𝑛 + 1
Nebenbedingungen) erarbeitet:

min ∑𝑛𝑛
𝑖𝑖=1 ∑𝑛𝑛
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𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 = 𝑛𝑛 − 1 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : ∀𝑗𝑗 ∈ [1, 𝑛𝑛] : 𝑋𝑋𝑖𝑖𝑗𝑗 + 𝑋𝑋𝑗𝑗𝑖𝑖 ≤ 1

Jeder Eintrag der Matrix

𝑋𝑋
ist eine Variable des ILP. Minimiert wird dabei das Gewicht des Pfads, unter den Bedingungen, dass jeder Knoten erreicht wird, in jeder Zeile und jeder Spalte der Matrix höchstens eine Kante Teil des Pfads ist, insgesamt

𝑛𝑛 − 1
Kanten enthalten sind und keine Kante und ihre Gegenkante gewählt wird (dies verhindert auch Schlingen).

Eine alternative und TSP-ähnlichere Modellierung könnte (durch Symmetrie) nur Kanten oberhalb der Hauptdiagonale betrachten. So wäre das ILP effizienter (da kleiner), jedoch würden die ersten beiden Nebenbedingungen deutlich komplexer, da gültige Lösungen pro Zeile und Spalte 0 bis 2 Kanten auswählen könnten und eine neue Validitätseinschränkung formuliert werden muss. In meiner Arbeit verzichte ich auf diese Optimierung.

Eine zulässige Lösung[74] ist dabei nicht zwangsläufig eine valide Permutation, da Zyklen nicht betrachtet werden: sie müssen nach Ermitteln einer invaliden Lösung als neue Nebenbedingungen hinzugefügt werden. Da der Beweis in Abschnitt 4.1.2 zutrifft, ist auch dieses ILP (bzw. dessen azyklische Variation) hartnäckig; allerdings können die konstanten Faktoren mit einem geeigneten Algorithmus stark gesenkt werden. Fokus meiner Arbeit ist dabei ein Branch-and-Bound-Verfahren[62]: Zunächst wird (mithilfe einer externen Bibliothek) das effizient lösbare bedingungsgleiche in

𝑋𝑋
reellwertige LP gelöst (da statt diskreten Werten kontinuierliche ermittelt werden, handelt es sich dabei um eine Relaxierung), um die Menge möglicher Lösungen einzugrenzen; im Anschluss werden die kontinuierlichen Werte durch Aufspalten der Wertebereiche der Variablen fixiert. Das genaue Verfahren , z.B. in [48] und [81] für das symmetrische TSP oder in [58] für allgemeine ILP beschrieben, wird hier der Kürze halber ausgespart; jedoch schafft es meine Implementierung in der Praxis, Instanzen bis

𝑛𝑛 = 50
in hinnehmbarer Zeit zu lösen.
4.4. Pfadverbesserung
Die Pfadverbesserungsalgorithmen werden im Folgenden am Beispiel des eben durch NN (bei Start am ersten Element der Liste) erstellten Pfad,

𝑝𝑝 =
, erklärt (siehe Abb. 6).

4.4.1. Rotation
Mit einer linearen Laufzeit ist die Rotation das algorithmisch einfachste Verfahren aus dieser Liste. Dabei wird das Maximum der Kantengewichte aller Kanten des Pfads sowie der nicht berücksichtigten Kante zwischen Start und Ziel des Pfads ermittelt. Falls diese ein höheres Gewicht als alle im Pfad enthaltenen aufweist, so ist der Pfad bereits rotationsoptimal und kann nicht optimiert werden. Ansonsten wird die maximale Kante aus dem Pfad entfernt und die neue Kante hinzugefügt. Durch Erweitern auf sequenzielle Teilpfade können ästhetische lokale Minima gefunden werden.

Tabelle 5 zeigt die Anwendung der Rotation auf den Beispielpfad. Hierbei zeigt sich, dass eine im Pfad vorkommende Kante (
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Θ(𝑛𝑛!)
, wächst also proportional zur Fakultät der Eingabelänge, da diese zugleich die Anzahl der Permutationen einer derartigen Liste beschreibt. In der Praxis zeigt sich, dass das Verfahren für Listen mit zehn oder weniger Elementen durchaus nutzbar ist, jedoch ab einer Länge von 14 mit einem geschätzten Zeitaufwand von zwei Stunden keine Option mehr darstellt (siehe auch Abschnitt 4.1.1).

4.3.3. Nächster Nachbar
Beim Nächster-Nachbar-Algorithmus (engl. nearest neighbor, kurz NN) handelt es sich um ein sog. naives gieriges Verfahren. Dabei wird vom ersten Punkt der Liste aus begonnen und stets der Punkt ausgewählt und folglich betrachtet, dessen Distanz zum aktuell betrachteten minimal ist und noch nicht im zu erstellenden Pfad enthalten ist, bis alle Punkte im Pfad enthalten sind.

Da es stets einen konkreten Bezugspunkt gibt, von dem aus vorgegangen wird, ist der Algorithmus einfach zu verstehen und zu visualisieren. Für die praktische Anwendung reicht er nicht, da stets nur das nächste Element berücksichtigt und der restliche Kontext vernachlässigt wird – so kommt es insbesondere am Ende des Pfades meist zu besonders langen Kanten hin zu Knoten, die unter Reduzierung der Kettenlänge bereits vorher hätten besucht werden können, es allerdings nicht wurden, da andere Knoten unmittelbar näher lagen. Die Komplexität ist quadratisch, da für jeden hinzuzufügenden Knoten jeder andere Knoten überprüft wird.

Da stets beim ersten Punkt dieser Liste begonnen wird, ist der Algorithmus anordnungsabhängig. Tabelle 3 zeigt die verschiedenen erzeugten Pfade im Fall von

𝑙𝑙
(14) – aufgrund des unidirektionalen Auswahlverfahrens weisen sie alle eine unterschiedliche Kettenlänge auf.

Um den NN-Algorithmus unabhängig vom ersten Element der Liste zu gestalten, kann auf Kosten der nun kubischen Laufzeitkomplexität der bisherige Algorithmus für alle Rotationen der Originalliste ausgeführt werden und das Ergebnis geringster Kettenlänge ausgewählt werden. Eine alternative kubische Generalisierung ist die Aufhebung der Beschränkung des Anfügens am Ende auf eine optimale Einfügetaktik an einer beliebigen Stelle.
4.3.4. Greedy
Der Greedy-Algorithmus (auch Multiple Fragments[47]) enumeriert alle Kanten und sortiert sie nach ihrem Gewicht aufsteigend. Diese werden in einem Stapel abgelegt und stets wird die erste Kante ausgewählt, entfernt sowie dem Pfad angefügt, die die Validität nicht verletzt, also keine bereits zweifach verbundenen Knoten besucht oder Zyklen erstellt.

Sobald die Länge dieser Liste von Kanten gleich der der Eingabe minus eins ist, ist ein valider Pfad gefunden, da die Validität nicht verletzt wurde und alle Knoten besucht werden. Zudem existiert stets ein solcher Pfad, da von der Vollständigkeit des Graphen ausgegangen wird. Bei Wahl zweckmäßiger Datenstrukturen liegt die Zeitkomplexität in

𝒪𝒪(𝑛𝑛2 ⋅ log 𝑛𝑛)
.

Die Fragmentierung kann analog zu Abschnitt 4.3.3 zum Schluss zu suboptimalen Kanten führen, jedoch wird das Problem der Nichtberücksichtung von „Außenseitern“ zumeist umgangen, da auch der Weg von einem solchen zu einem beliebigen anderen Knoten zumeist kürzer ist als ein anderer, der zwischen „Clustern“ wechselt.
4.3.5. Ganzzahlige lineare Optimierung und Branch-and-Bound
Um die optimale Lösung zu finden, ohne jede Permutation überprüfen zu müssen, eignet sich die Neuformulierung des Problems in Begriffen der ganzzahligen linearen Optimierung (ILP). Für eine Instanz der Länge

𝑛𝑛
, einen als Adjazenzmatrix

𝐴𝐴𝑖𝑖𝑗𝑗
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Um den NN-Algorithmus unabhängig vom ersten Element der Liste zu gestalten, kann auf Kosten der nun kubischen Laufzeitkomplexität der bisherige Algorithmus für alle Rotationen der Originalliste ausgeführt werden und das Ergebnis geringster Kettenlänge ausgewählt werden. Eine alternative kubische Generalisierung ist die Aufhebung der Beschränkung des Anfügens am Ende auf eine optimale Einfügetaktik an einer beliebigen Stelle.
4.3.4. Greedy
Der Greedy-Algorithmus (auch Multiple Fragments[47]) enumeriert alle Kanten und sortiert sie nach ihrem Gewicht aufsteigend. Diese werden in einem Stapel abgelegt und stets wird die erste Kante ausgewählt, entfernt sowie dem Pfad angefügt, die die Validität nicht verletzt, also keine bereits zweifach verbundenen Knoten besucht oder Zyklen erstellt.

Sobald die Länge dieser Liste von Kanten gleich der der Eingabe minus eins ist, ist ein valider Pfad gefunden, da die Validität nicht verletzt wurde und alle Knoten besucht werden. Zudem existiert stets ein solcher Pfad, da von der Vollständigkeit des Graphen ausgegangen wird. Bei Wahl zweckmäßiger Datenstrukturen liegt die Zeitkomplexität in

𝒪𝒪(𝑛𝑛2 ⋅ log 𝑛𝑛)
.

Die Fragmentierung kann analog zu Abschnitt 4.3.3 zum Schluss zu suboptimalen Kanten führen, jedoch wird das Problem der Nichtberücksichtung von „Außenseitern“ zumeist umgangen, da auch der Weg von einem solchen zu einem beliebigen anderen Knoten zumeist kürzer ist als ein anderer, der zwischen „Clustern“ wechselt.
4.3.5. Ganzzahlige lineare Optimierung und Branch-and-Bound
Um die optimale Lösung zu finden, ohne jede Permutation überprüfen zu müssen, eignet sich die Neuformulierung des Problems in Begriffen der ganzzahligen linearen Optimierung (ILP). Für eine Instanz der Länge
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𝐴𝐴𝑖𝑖𝑗𝑗
repräsentierten Distanzgraphen
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und eine den Pfad

𝑝𝑝
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-wertigen Relationsmatrix

𝑋𝑋𝑖𝑖𝑗𝑗 = (𝑉𝑉𝑖𝑖, 𝑉𝑉𝑗𝑗) ∈ 𝑝𝑝
, habe ich das folgende ILP (naiv

𝑛𝑛2 + 3𝑛𝑛 + 1
Nebenbedingungen) erarbeitet:

min ∑𝑛𝑛
𝑖𝑖=1 ∑𝑛𝑛

𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 ⋅ 𝐴𝐴𝑖𝑖𝑗𝑗, s.t.   ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : ∑𝑛𝑛
𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 + 𝑋𝑋𝑗𝑗𝑖𝑖 ≥ 1
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𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 = 𝑛𝑛 − 1 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : ∀𝑗𝑗 ∈ [1, 𝑛𝑛] : 𝑋𝑋𝑖𝑖𝑗𝑗 + 𝑋𝑋𝑗𝑗𝑖𝑖 ≤ 1

Jeder Eintrag der Matrix

𝑋𝑋
ist eine Variable des ILP. Minimiert wird dabei das Gewicht des Pfads, unter den Bedingungen, dass jeder Knoten erreicht wird, in jeder Zeile und jeder Spalte der Matrix höchstens eine Kante Teil des Pfads ist, insgesamt

𝑛𝑛 − 1
Kanten enthalten sind und keine Kante und ihre Gegenkante gewählt wird (dies verhindert auch Schlingen).

Eine alternative und TSP-ähnlichere Modellierung könnte (durch Symmetrie) nur Kanten oberhalb der Hauptdiagonale betrachten. So wäre das ILP effizienter (da kleiner), jedoch würden die ersten beiden Nebenbedingungen deutlich komplexer, da gültige Lösungen pro Zeile und Spalte 0 bis 2 Kanten auswählen könnten und eine neue Validitätseinschränkung formuliert werden muss. In meiner Arbeit verzichte ich auf diese Optimierung.

Eine zulässige Lösung[74] ist dabei nicht zwangsläufig eine valide Permutation, da Zyklen nicht betrachtet werden: sie müssen nach Ermitteln einer invaliden Lösung als neue Nebenbedingungen hinzugefügt werden. Da der Beweis in Abschnitt 4.1.2 zutrifft, ist auch dieses ILP (bzw. dessen azyklische Variation) hartnäckig; allerdings können die konstanten Faktoren mit einem geeigneten Algorithmus stark gesenkt werden. Fokus meiner Arbeit ist dabei ein Branch-and-Bound-Verfahren[62]: Zunächst wird (mithilfe einer externen Bibliothek) das effizient lösbare bedingungsgleiche in

𝑋𝑋
reellwertige LP gelöst (da statt diskreten Werten kontinuierliche ermittelt werden, handelt es sich dabei um eine Relaxierung), um die Menge möglicher Lösungen einzugrenzen; im Anschluss werden die kontinuierlichen Werte durch Aufspalten der Wertebereiche der Variablen fixiert. Das genaue Verfahren , z.B. in [48] und [81] für das symmetrische TSP oder in [58] für allgemeine ILP beschrieben, wird hier der Kürze halber ausgespart; jedoch schafft es meine Implementierung in der Praxis, Instanzen bis

𝑛𝑛 = 50
in hinnehmbarer Zeit zu lösen.
4.4. Pfadverbesserung
Die Pfadverbesserungsalgorithmen werden im Folgenden am Beispiel des eben durch NN (bei Start am ersten Element der Liste) erstellten Pfad,

𝑝𝑝 =
, erklärt (siehe Abb. 6).

4.4.1. Rotation
Mit einer linearen Laufzeit ist die Rotation das algorithmisch einfachste Verfahren aus dieser Liste. Dabei wird das Maximum der Kantengewichte aller Kanten des Pfads sowie der nicht berücksichtigten Kante zwischen Start und Ziel des Pfads ermittelt. Falls diese ein höheres Gewicht als alle im Pfad enthaltenen aufweist, so ist der Pfad bereits rotationsoptimal und kann nicht optimiert werden. Ansonsten wird die maximale Kante aus dem Pfad entfernt und die neue Kante hinzugefügt. Durch Erweitern auf sequenzielle Teilpfade können ästhetische lokale Minima gefunden werden.

Tabelle 5 zeigt die Anwendung der Rotation auf den Beispielpfad. Hierbei zeigt sich, dass eine im Pfad vorkommende Kante (
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Θ(𝑛𝑛!)
, wächst also proportional zur Fakultät der Eingabelänge, da diese zugleich die Anzahl der Permutationen einer derartigen Liste beschreibt. In der Praxis zeigt sich, dass das Verfahren für Listen mit zehn oder weniger Elementen durchaus nutzbar ist, jedoch ab einer Länge von 14 mit einem geschätzten Zeitaufwand von zwei Stunden keine Option mehr darstellt (siehe auch Abschnitt 4.1.1).
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Beim Nächster-Nachbar-Algorithmus (engl. nearest neighbor, kurz NN) handelt es sich um ein sog. naives gieriges Verfahren. Dabei wird vom ersten Punkt der Liste aus begonnen und stets der Punkt ausgewählt und folglich betrachtet, dessen Distanz zum aktuell betrachteten minimal ist und noch nicht im zu erstellenden Pfad enthalten ist, bis alle Punkte im Pfad enthalten sind.

Da es stets einen konkreten Bezugspunkt gibt, von dem aus vorgegangen wird, ist der Algorithmus einfach zu verstehen und zu visualisieren. Für die praktische Anwendung reicht er nicht, da stets nur das nächste Element berücksichtigt und der restliche Kontext vernachlässigt wird – so kommt es insbesondere am Ende des Pfades meist zu besonders langen Kanten hin zu Knoten, die unter Reduzierung der Kettenlänge bereits vorher hätten besucht werden können, es allerdings nicht wurden, da andere Knoten unmittelbar näher lagen. Die Komplexität ist quadratisch, da für jeden hinzuzufügenden Knoten jeder andere Knoten überprüft wird.

Da stets beim ersten Punkt dieser Liste begonnen wird, ist der Algorithmus anordnungsabhängig. Tabelle 3 zeigt die verschiedenen erzeugten Pfade im Fall von
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𝑛𝑛 = 50
in hinnehmbarer Zeit zu lösen.
4.4. Pfadverbesserung
Die Pfadverbesserungsalgorithmen werden im Folgenden am Beispiel des eben durch NN (bei Start am ersten Element der Liste) erstellten Pfad,

𝑝𝑝 =
, erklärt (siehe Abb. 6).

4.4.1. Rotation
Mit einer linearen Laufzeit ist die Rotation das algorithmisch einfachste Verfahren aus dieser Liste. Dabei wird das Maximum der Kantengewichte aller Kanten des Pfads sowie der nicht berücksichtigten Kante zwischen Start und Ziel des Pfads ermittelt. Falls diese ein höheres Gewicht als alle im Pfad enthaltenen aufweist, so ist der Pfad bereits rotationsoptimal und kann nicht optimiert werden. Ansonsten wird die maximale Kante aus dem Pfad entfernt und die neue Kante hinzugefügt. Durch Erweitern auf sequenzielle Teilpfade können ästhetische lokale Minima gefunden werden.

Tabelle 5 zeigt die Anwendung der Rotation auf den Beispielpfad. Hierbei zeigt sich, dass eine im Pfad vorkommende Kante (

14

Jeder Eintrag der Matrix ​X​ ist eine Variable des ILP. Mini-
miert wird dabei das Gewicht des Pfads, unter den Bedingun-
gen, dass jeder Knoten erreicht wird, in jeder Zeile und jeder 
Spalte der Matrix höchstens eine Kante Teil des Pfads ist, ins-
gesamt ​n − 1​ Kanten enthalten sind und keine Kante und ihre 
Gegenkante gewählt wird (dies verhindert auch Schlingen).

Eine alternative und TSP-ähnlichere Modellierung könnte 
(durch Symmetrie) nur Kanten oberhalb der Hauptdiagona-
le betrachten. So wäre das ILP effizienter (da kleiner), jedoch 
würden die ersten beiden Nebenbedingungen deutlich kom-
plexer, da gültige Lösungen pro Zeile und Spalte 0 bis 2 Kan-
ten auswählen könnten und eine neue Validitätseinschrän-
kung formuliert werden muss. In meiner Arbeit verzichte ich 
auf diese Optimierung.

Eine zulässige Lösung [76] ist dabei nicht zwangsläufig eine va-
lide Permutation, da Zyklen nicht betrachtet werden: Sie müs-
sen nach Ermitteln einer invaliden Lösung als neue Nebenbe-
dingungen hinzugefügt werden. Da der Beweis in Kap. 4.1.2 
zutrifft, ist auch dieses ILP (bzw. dessen azyklische Variati-
on) hartnäckig; allerdings können die konstanten Faktoren 
mit einem geeigneten Algorithmus stark gesenkt werden. Fo-
kus meiner Arbeit ist dabei ein Branch-and-Bound-Verfahren 
[64]: Zunächst wird (mithilfe einer externen Bibliothek) das 
effizient lösbare bedingungsgleiche in ​X​ reellwertige LP ge-
löst (da statt diskreten Werten kontinuierliche ermittelt wer-
den, handelt es sich dabei um eine Relaxierung), um die Men-
ge möglicher Lösungen einzugrenzen; im Anschluss werden 
die kontinuierlichen Werte durch Aufspalten der Werteberei-
che der Variablen fixiert. Das genaue Verfahren, z. B. in [50] 
und [83] für das symmetrische TSP oder in [60] für allgemei-
ne ILP beschrieben, wird hier der Kürze halber ausgespart; je-
doch schafft es meine Implementierung in der Praxis, Instan-
zen bis ​n  =  50​ in hinnehmbarer Zeit zu lösen. 

4.4	 Pfadverbesserung 

Die Pfadverbesserungsalgorithmen werden im Folgenden am 
Beispiel des eben durch NN (bei Start am ersten Element der 

4.3.3. Nächster Nachbar
Beim Nächster-Nachbar-Algorithmus (engl. nearest neighbor, kurz NN) handelt es sich um ein sog. naives gieriges Verfahren. Dabei wird vom ersten Punkt der Liste aus begonnen und stets der Punkt ausgewählt und folglich betrachtet, dessen Distanz zum aktuell betrachteten minimal ist und noch nicht im zu erstellenden Pfad enthalten ist, bis alle Punkte im Pfad enthalten sind.

Da es stets einen konkreten Bezugspunkt gibt, von dem aus vorgegangen wird, ist der Algorithmus einfach zu verstehen und zu visualisieren. Für die praktische Anwendung reicht er nicht, da stets nur das nächste Element berücksichtigt und der restliche Kontext vernachlässigt wird – so kommt es insbesondere am Ende des Pfades meist zu besonders langen Kanten hin zu Knoten, die unter Reduzierung der Kettenlänge bereits vorher hätten besucht werden können, es allerdings nicht wurden, da andere Knoten unmittelbar näher lagen. Die Komplexität ist quadratisch, da für jeden hinzuzufügenden Knoten jeder andere Knoten überprüft wird.

𝑝𝑝0 𝑝𝑝 𝑑𝑑𝕃𝕃(𝑝𝑝)
2.23
2.22
1.90
2.25
1.93
2.20

Abb. 8:  Die NN-Pfade
abhängig vom
Anfangspunkt.
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Abb. 8: Die NN-Pfade abhängig  
vom Anfangspunkt

(0) .71 .36 .40 .54 .32
.71 (0) .85 .51 .70 .45
.36 .85 (0) .73 .32 .41
.40 .51 .73 (0) .78 .42
.54 .70 .32 .78 (0) .36
.32 .45 .41 .42 .36 (0)

Abb. 9: Adjazenzmatrix 𝐴𝐴 ∈
ℝ|𝑝𝑝|×|𝑝𝑝|: 𝐴𝐴𝑖𝑖𝑗𝑗 = 𝑑𝑑(𝑝𝑝𝑖𝑖, 𝑝𝑝𝑗𝑗) des

Graphen der Bildmenge von
𝑙𝑙.
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Abb. 9: Adjazenzmatrix ​​A  ∈ ​ ℝ​​ ​| p|​
 
×

 
​| p 

|​​ :  ​A​ 
ij
​​  =  d​(​​ ​d​ 

i 
​​, ​d​ 

j
​​​)​​​​  

des Graphen der Bildmenge von ​l​
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Liste) erstellten Pfads, 

erklärt (siehe Abb. 11).

4.4.1	 Rotation

Mit einer linearen Laufzeit ist die Rotation das algorithmisch 
einfachste Verfahren aus dieser Liste. Dabei wird das Maxi-
mum der Kantengewichte aller Kanten des Pfads sowie der 
nicht berücksichtigten Kante zwischen Start und Ziel des 
Pfads ermittelt. Falls diese ein höheres Gewicht als alle im 
Pfad enthaltenen aufweist, so ist der Pfad bereits rotations-
optimal und kann nicht optimiert werden. Ansonsten wird 
die maximale Kante aus dem Pfad entfernt und die neue Kan-
te hinzugefügt. Durch Erweitern auf sequenzielle Teilpfade 
können ästhetische lokale Minima gefunden werden.

Abb. 10 zeigt die Anwendung der Rotation auf den Beispiel-
pfad. Hierbei zeigt sich, dass eine im Pfad vorkommende 
Kante ( ) ein höheres Gewicht als die ausgelasse-
ne ( ) aufweist. Somit kann durch eine Rotation der 
den Pfad repräsentierenden Liste die Kettenlänge (in diesem 
Fall jedoch nur um ​0,73 − 0,71  =  0,02​ Einheiten) reduziert 
werden.

4.4.2	Swap

Swap betrachtet den Pfad als Liste und überprüft, ob das Tau-
schen („Swap“ nach Kap. 2.1) zweier Elemente zu einem Pfad 
mit geringerer Kettenlänge führt. Bei Konstruktion mit-
tels einer nicht-trivialen Heuristik (wie auch hier) ist dies al-
lerdings selten der Fall, weshalb das Verfahren eher nur als 
Grundlage für andere wie Kap. 4.4.3 und 4.4.5 dient.

4.4.3	Das 2-opt-Verfahren 

Das 2-opt-Verfahren [29] beruht auf der folgenden geome-
trischen Erkenntnis: Sobald sich in der zweidimensiona-
len geometrischen Repräsentation eines Pfads zwei als Stre-
cken repräsentierte Kanten schneiden, kann die Kettenlänge 
des Pfades optimiert werden, indem der Schnittpunkt wie in 
Abb. 12 durch Tauschen zweier Kanten entfernt wird. Diese 
Pfadmodifikation wird als 2-opt-Tausch bezeichnet.

Dabei wird die Kettenlänge stets reduziert, da die neue Stre-
cke zwei Punkte direkt verbindet, statt einen ‚Umweg‘ zu ent-
halten. In Bezug auf einen Pfad als Liste bedeutet ein 2-opt-
Tausch dabei, eine Teilliste dieser umzukehren. Durch 
Ungerichtetheit des Graphen ändert sich die Kettenlänge der 
Teilliste nicht.

Während die Existenz eines solchen Schnittpunkts im zwei-
dimensionalen kartesischen Koordinatensystem mithilfe ei-
nes Sweepline-Algorithmus in linearithmischer Laufzeit er-
mittelbar ist [9], existiert ein solches Verfahren für höhere 
Dimensionen nicht. Aus diesem Grund ist die Laufzeit im all-
gemeinen Fall pro Optimierungsschritt quadratisch, da jede 
Kante mit jeder weiteren Kante auf Tauschbarkeit überprüft 
wird, die auch nicht mehr nur auf Schnittpunkten basiert, 
sondern die Kettendistanzen vergleicht.

Während das Auflösen aller Überschneidungen im Pessimal-
fall eine Laufzeitkomplexität von ​​ ˜ O ​​(​n​​ 10​)​​(die Tilde signali-
siert die Vernachlässigung logarithmischer Faktoren) [7] be-
nötigt, konvergiert der Algorithmus meist schneller. Ist kein 
2-opt-Tausch mehr ausführbar, wird der Pfad 2-opt-optimal  
genannt.

Da stets beim ersten Punkt dieser Liste begonnen wird, ist der Algorithmus anordnungsabhängig. Abb. 8 zeigt die verschiedenen erzeugten Pfade im Fall von 𝑙𝑙 (14) – aufgrund des unidirektionalen Auswahlverfahrens weisen sie alle eine unterschiedliche Kettenlänge auf.

Um den NN-Algorithmus unabhängig vom ersten Element der Liste zu gestalten, kann auf Kosten der nun kubischen Laufzeitkomplexität der bisherige Algorithmus für alle Rotationen der Originalliste ausgeführt werden und das Ergebnis geringster Kettenlänge ausgewählt werden. Eine alternative kubische Generalisierung ist die Aufhebung der Beschränkung des Anfügens am Ende auf eine optimale Einfügetaktik an einer beliebigen Stelle.
4.3.4. Greedy
Der Greedy-Algorithmus (auch Multiple Fragments[49]) enumeriert alle Kanten und sortiert sie nach ihrem Gewicht aufsteigend. Diese werden in einem Stapel abgelegt und stets wird die erste Kante ausgewählt, entfernt sowie dem Pfad angefügt, die die Validität nicht verletzt, also keine bereits zweifach verbundenen Knoten besucht oder Zyklen erstellt.

Sobald die Länge dieser Liste von Kanten gleich der der Eingabe minus eins ist, ist ein valider Pfad gefunden, da die Validität nicht verletzt wurde und alle Knoten besucht werden. Zudem existiert stets ein solcher Pfad, da von der Vollständigkeit des Graphen ausgegangen wird. Bei Wahl zweckmäßiger Datenstrukturen liegt die Zeitkomplexität in 𝒪𝒪(𝑛𝑛2 ⋅ log 𝑛𝑛).

Die Fragmentierung kann analog zu Abschnitt 4.3.3 zum Schluss zu suboptimalen Kanten führen, jedoch wird das Problem der Nichtberücksichtung von „Außenseitern“ zumeist umgangen, da auch der Weg von einem solchen zu einem beliebigen anderen Knoten zumeist kürzer ist als ein anderer, der zwischen „Clustern“ wechselt.
4.3.5. Ganzzahlige lineare Optimierung und Branch-and-Bound
Um die optimale Lösung zu finden, ohne jede Permutation überprüfen zu müssen, eignet sich die Neuformulierung des Problems in Begriffen der ganzzahligen linearen Optimierung (ILP). Für eine Instanz der Länge 𝑛𝑛, einen als Adjazenzmatrix 𝐴𝐴𝑖𝑖𝑗𝑗 repräsentierten Distanzgraphen ((𝑉𝑉 , 𝐸𝐸), 𝑑𝑑) und eine den Pfad 𝑝𝑝 repräsentierenden {0, 1}-wertigen Relationsmatrix 𝑋𝑋𝑖𝑖𝑗𝑗 = (𝑉𝑉𝑖𝑖, 𝑉𝑉𝑗𝑗) ∈ 𝑝𝑝, habe ich das folgende ILP (naiv 𝑛𝑛2 + 3𝑛𝑛 + 1 Nebenbedingungen) erarbeitet:

min ∑𝑛𝑛
𝑖𝑖=1 ∑𝑛𝑛

𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 ⋅ 𝐴𝐴𝑖𝑖𝑗𝑗, s.t.   ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : ∑𝑛𝑛
𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 + 𝑋𝑋𝑗𝑗𝑖𝑖 ≥ 1

∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : ∑𝑛𝑛
𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 ≤ 1 ∧ ∀𝑗𝑗 ∈ [1, 𝑛𝑛] : ∑𝑛𝑛

𝑖𝑖=1 𝑋𝑋𝑖𝑖𝑗𝑗 ≤ 1

∧ ∑𝑛𝑛
𝑖𝑖=1 ∑𝑛𝑛

𝑗𝑗=1 𝑋𝑋𝑖𝑖𝑗𝑗 = 𝑛𝑛 − 1 ∧ ∀𝑖𝑖 ∈ [1, 𝑛𝑛] : ∀𝑗𝑗 ∈ [1, 𝑛𝑛] : 𝑋𝑋𝑖𝑖𝑗𝑗 + 𝑋𝑋𝑗𝑗𝑖𝑖 ≤ 1

Jeder Eintrag der Matrix 𝑋𝑋 ist eine Variable des ILP. Minimiert wird dabei das Gewicht des Pfads, unter den Bedingungen, dass jeder Knoten erreicht wird, in jeder Zeile und jeder Spalte der Matrix höchstens eine Kante Teil des Pfads ist, insgesamt 𝑛𝑛 − 1 Kanten enthalten sind und keine Kante und ihre Gegenkante gewählt wird (dies verhindert auch Schlingen).

Eine alternative und TSP-ähnlichere Modellierung könnte (durch Symmetrie) nur Kanten oberhalb der Hauptdiagonale betrachten. So wäre das ILP effizienter (da kleiner), jedoch würden die ersten beiden Nebenbedingungen deutlich komplexer, da gültige Lösungen pro Zeile und Spalte 0 bis 2 Kanten auswählen könnten und eine neue Validitätseinschränkung formuliert werden muss. In meiner Arbeit verzichte ich auf diese Optimierung.

Eine zulässige Lösung[76] ist dabei nicht zwangsläufig eine valide Permutation, da Zyklen nicht betrachtet werden: sie müssen nach Ermitteln einer invaliden Lösung als neue Nebenbedingungen hinzugefügt werden. Da der Beweis in Abschnitt 4.1.2 zutrifft, ist auch dieses ILP (bzw. dessen azyklische Variation) hartnäckig; allerdings können die konstanten Faktoren mit einem geeigneten Algorithmus stark gesenkt werden. Fokus meiner Arbeit ist dabei ein Branch-and-Bound-Verfahren[64]: Zunächst wird (mithilfe einer externen Bibliothek) das effizient lösbare bedingungsgleiche in 𝑋𝑋 reellwertige LP gelöst (da statt diskreten Werten kontinuierliche ermittelt werden, handelt es sich dabei um eine Relaxierung), um die Menge möglicher Lösungen einzugrenzen; im Anschluss werden die kontinuierlichen Werte durch Aufspalten der Wertebereiche der Variablen fixiert. Das genaue Verfahren , z.B. in [50] und [83] für das symmetrische TSP oder in [60] für allgemeine ILP beschrieben, wird hier der Kürze halber ausgespart; jedoch schafft es meine Implementierung in der Praxis, Instanzen bis 𝑛𝑛 = 50 in hinnehmbarer Zeit zu lösen.
4.4. Pfadverbesserung

Die Pfadverbesserungsalgorithmen werden im Folgenden am Beispiel des eben durch NN (bei Start am ersten Element der Liste) erstellten Pfad, 𝑝𝑝 = , erklärt (siehe Abb. 11).

4.4.1. Rotation
Mit einer linearen Laufzeit ist die Rotation das algorithmisch einfachste Verfahren aus dieser Liste. Dabei wird das Maximum der Kantengewichte aller Kanten des Pfads sowie der nicht berücksichtigten Kante zwischen Start und Ziel des Pfads ermittelt. Falls diese ein höheres Gewicht als alle im Pfad enthaltenen aufweist, so ist der Pfad bereits rotationsoptimal und kann nicht optimiert werden. Ansonsten wird die maximale Kante aus dem Pfad entfernt und die neue Kante hinzugefügt. Durch Erweitern auf sequenzielle Teilpfade können ästhetische lokale Minima gefunden werden.

𝑖𝑖 𝑒𝑒 ∈ 𝐸𝐸 𝑑𝑑(𝑒𝑒0, 𝑒𝑒1) 𝑒𝑒 ∈ 𝑝𝑝?
0 → 0.32 ja
1 → 0.36 ja
2 → 0.32 ja
3 → 0.73 ja
4 → 0.51 ja
5 → 0.71 nein

Abb. 10:  Alle im Pfad
vorkommenden Distanzen sowie

die ausgelassene.
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Abb. 10: Alle im Pfad vorkommenden Distanzen 
sowie die ausgelassene

Abb. 10 zeigt die Anwendung der Rotation auf den Beispielpfad. Hierbei zeigt sich, dass eine im Pfad vorkommende Kante ( → ) ein höheres Gewicht als die ausgelassene ( → ) aufweist. Somit kann durch eine Rotation der den Pfad repräsentierenden Liste die Kettenlänge (in diesem Fall jedoch nur um 0.73 − 0.71 = 0.02 Einheiten) reduziert werden.

4.4.2. Swap
Swap betrachtet den Pfad als Liste und überprüft, ob das Tauschen (Swap nach Abschnitt 2.1) zweier Elemente zu einem Pfad mit geringerer Kettenlänge führt. Bei Konstruktion mittels einer nicht-trivialen Heuristik (wie auch hier) ist dies allerdings selten der Fall, weshalb das Verfahren eher nur als Grundlage für andere wie Abschnitt 4.4.3 und 4.4.5 dient.
4.4.3. 2-opt
Das 2-opt-Verfahren[29] beruht auf der folgenden geometrischen Erkenntnis: sobald sich in der zweidimensionalen geometrischen Repräsentation eines Pfads zwei als Strecken repräsentierte Kanten schneiden, so kann die Kettenlänge des Pfades optimiert werden, indem der Schnittpunkt wie in Abb. 12 durch Tauschen zweier Kanten entfernt wird. Diese Pfadmodifikation wird als 2-opt-Tausch bezeichnet.

Abb. 11:  Beispielpfad
𝑝𝑝.
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Abb. 11: Beispielpfad ​p​
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festgelegt und ein Eingabepfad ​p​ erhalten. Man betrachte nun 
in einem Graphen mit 

→
) ein höheres Gewicht als die ausgelassene (

→
) aufweist. Somit kann durch eine Rotation der den Pfad repräsentierenden Liste die Kettenlänge (in diesem Fall jedoch nur um

0.73 − 0.71 = 0.02
Einheiten) reduziert werden.

4.4.2. Swap
Swap betrachtet den Pfad als Liste und überprüft, ob das Tauschen (

Swap
nach Abschnitt 2.1) zweier Elemente zu einem Pfad mit geringerer Kettenlänge führt. Bei Konstruktion mittels einer nicht-trivialen Heuristik (wie auch hier) ist dies allerdings selten der Fall, weshalb das Verfahren eher nur als Grundlage für andere wie Abschnitt 4.4.3 und 4.4.5 dient.
4.4.3. 2-opt
Das 2-opt-Verfahren[27] beruht auf der folgenden geometrischen Erkenntnis: sobald sich in der zweidimensionalen geometrischen Repräsentation eines Pfads zwei als Strecken repräsentierte Kanten schneiden, so kann die Kettenlänge des Pfades optimiert werden, indem der Schnittpunkt wie in Abb. 7 durch Tauschen zweier Kanten entfernt wird. Diese Pfadmodifikation wird als 2-opt-Tausch bezeichnet.

Dabei wird die Kettenlänge stets reduziert, da die neue Strecke zwei Punkte direkt verbindet, statt einen ‚Umweg‘ zu enthalten. Im Bezug auf einen Pfad als Liste bedeutet ein 2-opt-Tausch dabei, eine Teilliste dieser umzukehren. Durch Ungerichtetheit des Graphen ändert sich die Kettenlänge der Teilliste nicht.

Während die Existenz eines solchen Schnittpunkts im zweidimensionalen kartesischen Koordinatensystem mithilfe eines Sweepline-Algorithmus in linearithmischer Laufzeit ermittelbar ist[9], existiert ein solches Verfahren für höhere Dimensionen nicht. Aus diesem Grund ist die Laufzeit im allgemeinen Fall pro Optimierungsschritt quadratisch, da jede Kante mit jeder weiteren Kante auf Tauschbarkeit überprüft wird, die auch nicht mehr nur auf Schnittpunkten basiert, sondern die Kettendistanzen vergleicht.

Während das Auflösen aller Überschneidungen im Pessimalfall eine Laufzeitkomplexität von

𝑂̃𝑂(𝑛𝑛10)
(die Tilde signalisiert die Vernachlässigung logarithmischer Faktoren) [7] benötigt, konvergiert der Algorithmus meist schneller. Ist kein 2-opt-Tausch mehr ausführbar, wird der Pfad 2-opt-optimal genannt.
4.4.4. 3-opt und k-opt
Ähnlich funktioniert das 3-opt-Verfahren: hierbei werden allerdings zwei statt drei Kanten getauscht. Da kein exaktes geometrisches Äquivalent existiert, wird die Liste betrachtet. Für einen 3-opt-Swap des Pfads

𝑝𝑝
an den paarweise verschiedenen Indizes

𝑖𝑖, 𝑗𝑗, 𝑘𝑘 ∈ 𝔻𝔻
existieren dabei vier Möglichkeiten, die verschiedene Teillisten dabei umzukehren oder nicht, wenn die Permutationen der Identität und des 2-opt-Tausches vernachlässigt werden, sonst acht. 3-opt generalisiert im letzteren Fall 2-opt, auch eine Generalisierung auf beliebige

𝑘𝑘 ∈ ℕ, 𝑘𝑘 ≥ 2
ist möglich[20]. Effizient gelöst werden kann das Problem jedoch durch beliebig ansteigende

𝑘𝑘
nicht, denn die Auswahl aller möglichen Kanten liegt in

𝒪𝒪(𝑘𝑘!)
.

4.4.5. Simulated Annealing
Simulated Annealing ist ein Verfahren, welches auf der physikalischen Kristallisierung von Materialien beruht[52]. Dabei wird das Swap-Verfahren so erweitert, dass nicht nur solche Kommutationen ausgeführt werden, die kürzere Kettenlängen erzeugen, sondern zu Beginn auf Basis einer Zufallsvariable auch solche, die es nicht tun. Im Laufe der Zeit wird die Wahrscheinlichkeit dafür kontinuierlich reduziert, bis zum Schluss ein swap-optimaler Pfad gefunden wurde – da jedoch ein größerer Teil der möglichen Pfade abgedeckt werden kann, untertrifft er den des Swap-Verfahrens zumeist stark. Im Fall von

𝑝𝑝
(siehe Abb. 8) konnte sogar der optimale Pfad gefunden werden.

Algorithmisch wird dabei eine Starttemperatur

𝑡𝑡 ∈ [0, 1]
festgelegt und ein Eingabepfad

𝑝𝑝
erhalten. Man betrachte nun in einem Graphen mit

𝐺𝐺 = (Perm(𝑝𝑝), {(𝑝𝑝′, 𝑝𝑝″) | 𝑖𝑖, 𝑗𝑗 ∈ 𝔻𝔻, 𝑝𝑝′ ∈ Perm(𝑝𝑝), 𝑝𝑝″ ≔ Swap(𝑝𝑝′, 𝑖𝑖, 𝑗𝑗)})
die Nachbarn von

𝑝𝑝
und wähle ein zufälliges

𝑝𝑝′
aus, dies geschieht durch Wahl von

𝑖𝑖
und

𝑗𝑗 ≠ 𝑖𝑖
und Tauschen der Elemente. Falls nun
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→
) ein höheres Gewicht als die ausgelassene (

→
) aufweist. Somit kann durch eine Rotation der den Pfad repräsentierenden Liste die Kettenlänge (in diesem Fall jedoch nur um

0.73 − 0.71 = 0.02
Einheiten) reduziert werden.

4.4.2. Swap
Swap betrachtet den Pfad als Liste und überprüft, ob das Tauschen (

Swap
nach Abschnitt 2.1) zweier Elemente zu einem Pfad mit geringerer Kettenlänge führt. Bei Konstruktion mittels einer nicht-trivialen Heuristik (wie auch hier) ist dies allerdings selten der Fall, weshalb das Verfahren eher nur als Grundlage für andere wie Abschnitt 4.4.3 und 4.4.5 dient.
4.4.3. 2-opt
Das 2-opt-Verfahren[27] beruht auf der folgenden geometrischen Erkenntnis: sobald sich in der zweidimensionalen geometrischen Repräsentation eines Pfads zwei als Strecken repräsentierte Kanten schneiden, so kann die Kettenlänge des Pfades optimiert werden, indem der Schnittpunkt wie in Abb. 7 durch Tauschen zweier Kanten entfernt wird. Diese Pfadmodifikation wird als 2-opt-Tausch bezeichnet.

Dabei wird die Kettenlänge stets reduziert, da die neue Strecke zwei Punkte direkt verbindet, statt einen ‚Umweg‘ zu enthalten. Im Bezug auf einen Pfad als Liste bedeutet ein 2-opt-Tausch dabei, eine Teilliste dieser umzukehren. Durch Ungerichtetheit des Graphen ändert sich die Kettenlänge der Teilliste nicht.

Während die Existenz eines solchen Schnittpunkts im zweidimensionalen kartesischen Koordinatensystem mithilfe eines Sweepline-Algorithmus in linearithmischer Laufzeit ermittelbar ist[9], existiert ein solches Verfahren für höhere Dimensionen nicht. Aus diesem Grund ist die Laufzeit im allgemeinen Fall pro Optimierungsschritt quadratisch, da jede Kante mit jeder weiteren Kante auf Tauschbarkeit überprüft wird, die auch nicht mehr nur auf Schnittpunkten basiert, sondern die Kettendistanzen vergleicht.

Während das Auflösen aller Überschneidungen im Pessimalfall eine Laufzeitkomplexität von

𝑂̃𝑂(𝑛𝑛10)
(die Tilde signalisiert die Vernachlässigung logarithmischer Faktoren) [7] benötigt, konvergiert der Algorithmus meist schneller. Ist kein 2-opt-Tausch mehr ausführbar, wird der Pfad 2-opt-optimal genannt.
4.4.4. 3-opt und k-opt
Ähnlich funktioniert das 3-opt-Verfahren: hierbei werden allerdings zwei statt drei Kanten getauscht. Da kein exaktes geometrisches Äquivalent existiert, wird die Liste betrachtet. Für einen 3-opt-Swap des Pfads

𝑝𝑝
an den paarweise verschiedenen Indizes

𝑖𝑖, 𝑗𝑗, 𝑘𝑘 ∈ 𝔻𝔻
existieren dabei vier Möglichkeiten, die verschiedene Teillisten dabei umzukehren oder nicht, wenn die Permutationen der Identität und des 2-opt-Tausches vernachlässigt werden, sonst acht. 3-opt generalisiert im letzteren Fall 2-opt, auch eine Generalisierung auf beliebige

𝑘𝑘 ∈ ℕ, 𝑘𝑘 ≥ 2
ist möglich[20]. Effizient gelöst werden kann das Problem jedoch durch beliebig ansteigende

𝑘𝑘
nicht, denn die Auswahl aller möglichen Kanten liegt in

𝒪𝒪(𝑘𝑘!)
.

4.4.5. Simulated Annealing
Simulated Annealing ist ein Verfahren, welches auf der physikalischen Kristallisierung von Materialien beruht[52]. Dabei wird das Swap-Verfahren so erweitert, dass nicht nur solche Kommutationen ausgeführt werden, die kürzere Kettenlängen erzeugen, sondern zu Beginn auf Basis einer Zufallsvariable auch solche, die es nicht tun. Im Laufe der Zeit wird die Wahrscheinlichkeit dafür kontinuierlich reduziert, bis zum Schluss ein swap-optimaler Pfad gefunden wurde – da jedoch ein größerer Teil der möglichen Pfade abgedeckt werden kann, untertrifft er den des Swap-Verfahrens zumeist stark. Im Fall von

𝑝𝑝
(siehe Abb. 8) konnte sogar der optimale Pfad gefunden werden.

Algorithmisch wird dabei eine Starttemperatur

𝑡𝑡 ∈ [0, 1]
festgelegt und ein Eingabepfad

𝑝𝑝
erhalten. Man betrachte nun in einem Graphen mit

𝐺𝐺 = (Perm(𝑝𝑝), {(𝑝𝑝′, 𝑝𝑝″) | 𝑖𝑖, 𝑗𝑗 ∈ 𝔻𝔻, 𝑝𝑝′ ∈ Perm(𝑝𝑝), 𝑝𝑝″ ≔ Swap(𝑝𝑝′, 𝑖𝑖, 𝑗𝑗)})
die Nachbarn von

𝑝𝑝
und wähle ein zufälliges

𝑝𝑝′
aus, dies geschieht durch Wahl von

𝑖𝑖
und

𝑗𝑗 ≠ 𝑖𝑖
und Tauschen der Elemente. Falls nun
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die Nachbarn von ​p​ und wähle ein zufälliges ​pʹ​ aus, dies ge-
schieht durch Wahl von ​i​ und ​i  ≠  j​ und Tauschen der Ele-
mente. Falls nun 

𝑑𝑑𝕃𝕃(𝑝𝑝′) < 𝑑𝑑𝕃𝕃(𝑝𝑝)
, wird mit

𝑝𝑝′
in jedem Fall weiterverfahren, ansonsten beträgt die Wahrscheinlichkeit dafür

𝑒𝑒−
𝑑𝑑𝕃𝕃(𝑝𝑝

′)−𝑑𝑑𝕃𝕃(𝑝𝑝)
𝑡𝑡

, sinkt also kontinuierlich mit der Temperatur.

𝑡𝑡
wird nun arithmetisch um eine Konstante

𝑘𝑘
verringert, je nach gewünschter Konvergenzgeschwindigkeit – für den Fall der Farbsortierung von

𝑛𝑛 ∈ [10, 50]
hat sich der Bereich um

𝑘𝑘 ≈ 10−10

bewährt, sodass 10 Millionen Iterationen stattfinden – mit

𝑡𝑡 → 0
findet kein Tausch mehr statt und der Algorithmus wird abgebrochen.

5. Webanwendung
Was nützen die besten Algorithmen, wenn sie nicht auf Daten aus der realen Welt angewandt werden können? Um dies und vieles mehr zu ermöglichen, habe ich eine interaktive Webanwendung entwickelt, die genutzt werden kann, um mehrdimensionale Daten verschiedener Kategorien zu sortieren. Im folgenden Abschnitt werden dabei zunächst die verwendeten Technologien grundlegend erklärt, bevor auf die einzelnen Unterseiten eingegangen wird. Dabei sticht der Abschnitt zur Sortierung von Farben hervor, da dieser meine ursprüngliche Fragestellung beantwortet: Wie können algorithmisch Bücher ästhetisch nach ihrer Farbe sortiert werden?
5.1. Grundlagen und Open-Source-Implementierung
Der Quelltext der gesamten Anwendung ist frei und unter der GNU GPL v3[80] veröffentlicht. Über GitHub ist der des Frontends unter [14]; der des Backends unter [13] zu erreichen.
5.1.1. Frontend
Das Frontend der Anwendung habe ich in Svelte[38] und TypeScript[11, 40] geschrieben; es verwaltet mittels SvelteKit[39] die Unterseiten. Dabei erfolgt die Modellierung nach dem Component-Prinzip – individuelle Components verwalten dabei sowohl einen Zustand als auch die dazugehörigen (reaktiven) DOM-Elemente. So existiert etwa ein PathProperties-Component, welches die Eigenschaften eines Pfades (wie Länge, Kettenlänge und Kettensortiertheit) anzeigt und selbst akquiriert, und analog ein PathAlgorithms-Component, das das Ausführen von Konstruktions- und Verbesserungsalgorithmen über die Serververbindung ermöglicht.

5.1.2. Backend
Um maximale (zeitliche) Effizienz der Algorithmen sowie Speicher- und Typensicherheit zu gewährleisten, habe ich mich dafür entschieden, für das Backend der Anwendung die Programmiersprache Rust[43, 59] zu nutzen. Ein Pfadkonstruktionsalgorithmus ist dabei beispielsweise eine Funktion fn(PathCreateContext) -> Path, wobei Path ein Typ ist, der eine Liste als Pfad repräsentiert und PathCreateContext als struct PathCreateContext { action: ActionContext, dim: u8, points: Points, metric: Metric } definiert ist.

Code 1 zeigt eine Implementierung von NN in Rust. Dabei wird an einen Pfad (wie in Abschnitt 4.3.3 beschrieben) stets der nächste nicht besuchte Nachbar angehängt. In der aktuellen Version wird dagegen stets die Adjazenzmatrix (siehe Tabelle 4) vollständig berechnet. Dies sorgt zwar (bei Dimension

𝑑𝑑
und Listenlänge

𝑛𝑛
) für

Ω(𝑑𝑑 ⋅ 𝑛𝑛2)
, doch

𝑑𝑑(𝑎𝑎, 𝑏𝑏) ∈ 𝒪𝒪(1)
statt

𝒪𝒪(𝑑𝑑)
(konstanter Aufruf der Lookup-Tabelle[29, 85]) überwiegt zumeist.

5.2. Server-Client-Kommunikation
In bisherigen Projekten (wie [12]) nutzte ich das HTTP-Protokoll, um mit dem Server zu kommunizieren. Dieses zeichnet sich durch ein Request-Response-Schema aus, bei dem auf eine Anfrage (Request) des Clients genau eine Antwort (Response) des Servers erfolgen soll, die idealerweise nur auf den Daten der Anfrage beruht.

Während einige Methoden entwickelt wurden, um diese Einschränkungen aufzuheben oder ihre negativen Auswirkungen zu mindern (dazu zählt das wiederholte Anfragen einer Ressource vom Server oder das in HTTP/2 implementierte Server Push-Verfahren[91]; während erstere negative Auswirkungen auf die Performanz der Anwendung hat, ist zweitere nicht universell nutzbar und keine Alternative für den gewählten Servertyp), eignet sich für diese derartig dynamische Anwendung, bei der eine einzige Anfrage hunderte Status-Antworten zur Folge haben sollte, um Responsivität zu gewährleisten, eher ein anderes in Webbrowsern mittlerweile universell implementiertes Protokoll: das Websocket-Protokoll[30]. Dieses baut auf einem dauerhaft aktiven TCP-Server auf und ermöglicht so bidirektionale zustandsbehaftete Kommunikation.

Server und Client tauschen JSON-Dokumente aus, die auf der Backend-Seite in Rust mithilfe von serde[84] und auf der Frontend-Seite in TypeScript mithilfe von zod[61] typensicher deserialisiert werden. In Code 2 wird gezeigt, wie eine solche Kommunikation aussehen kann: zunächst fragt der Client die Erstellung eines Pfads an und übergibt die gewünschte Konstruktionsmethode und Minimallatenz (Falls der Server zu viele Antworten in zu kurzer Zeit verschickt, kann dies zu Unresponsivität des Clients und einem potenziellen Speicherleck führen – aus diesem Grund kann die Latenz, die der Server zwischen Abschicken zweier Antworten mindestens wartet, hier konfiguriert werden) , daraufhin schickt der Server für jeden relevanten Schritt eine Antwort zurück, bis der vollständige Pfad ausgegeben wird. Im Fall von NN ist dies für die Responsivität noch nicht entscheidend; bei länger andauernden Prozessen wie mehrschrittigen Verbesserungsalgorithmen dagegen signifikant.

5.3. Zahlen sortieren
Auf der Seite /sort-integers können ganze Zahlen eingegeben und nach einem Sortierungsalgorithmus der Wahl (aktuell implementiert sind Bubble Sort, Insertion Sort, Selection Sort, Quick Sort und Merge Sort) aufsteigend sortiert werden. Dabei wird bei jedem durch den Server ausgeführten algorithmischen Schritt – etwa Vergleich zweier Werte, Vertauschen oder Einstufen als bereits sortiert – die Liste samt der aktuell ausgeführten Schritte zurückgegeben. Dabei kann die Liste neben der üblichen Darstellung ihrer Elemente auch in einem Balkendiagramm dargestellt werden. Abb. 9 zeigt ein solches Diagramm, das Quick Sort angewandt auf die ersten sechzehn Zahlen der OEIS-Sequenz A107833[73, 77] darstellt.
5.4. Vektoren sortieren
Die Seite /sort-vectors ermöglicht die Sortierung einer Liste von Vektoren beliebiger Dimension. Nach Festlegen einer Dimension können Vektoren hinzugefügt, ihre Komponenten modifiziert und anschließend mittels PathAlgorithms ein Pfad erzeugt werden. Da jede andere Seite ebenfalls n-dimensionale Objekte sortiert, die als Vektoren repräsentiert werden können, enthalten sie eine Weiterleitung auf diese Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter (force-directed) Graph-Layout-Algorithmus implementiert. Dieser enthält ein Partikelsystem, sodass jeder Vektor durch ein Partikel repräsentiert wird, auf welches physikalische Kräfte wirken. Dabei existiert zwischen jedem Paar von Vektoren eine Feder mit einer Ruhelänge der durch die gewählte Metrik gegebenen Distanz, sodass analog zum Hookeschen Gesetz[21] Kräfte auf die betroffenen Partikel wirken. So approximiert die euklidische Distanz zwischen den sehbaren Punkten die genannte Distanz zwischen den Vektoren und skaliert damit mehrdimensional. Im zweidimensionalen euklidischen Fall konvergiert der Graph bis auf Rotation, Skalierung und Spiegelung dabei zu den tatsächlichen Punkten. Durch einen einstellbaren Parameter der Initialgeschwindigkeit kann zwischen einer zeitintensiveren, genaueren Darstellung und einer schnelleren und damit ungenaueren Konvergenz gewählt werden.

5.5. Orte sortieren
Die Probleme des bilokal sesshaften, polylokal handelnden Händlers, der drohnenbasierten Paketzustellung sowie der optimalen U-Bahn-Strecke werden durch die Seite /sort-places lösbar. Dabei zeigt eine interaktive auf der Basis von Leaflet[2] und über OpenStreetMap[22] auch der Mercator-Projektion entwickelte Karte die Punkte sowie den Pfad an.

Als Beispiel wurden für Abb. 10 die Landeshauptstädte der Bundesländer Deutschlands ausgewählt, zwischen denen z.B. ein Paketdienst verkehren soll. Dazu wurden ihre geographischen Koordinaten auf der Website eingegeben und im Anschluss mittels ILP (Abschnitt 4.3.5) der kürzeste Pfad konstruiert. In diesem Fall beginnt die Strecke in Düsseldorf und endet in Dresden. Eine möglichst effizient entworfene Eisenbahnlinie mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den genannten Start- und Zielpunkt nutzen.

5.6. Farben sortieren
Im Alltag gibt es viele Dinge, die nach Farben sortiert werden können – während Bücher zumeist alphabetisch oder nach Kategorien sortiert werden sollten, ist dies bei Malstiften jeglicher Art, farblicher Dekoration und womöglich auch Kleidung anders. Hier ergibt eine Farbsortierung Sinn, und die meisten Menschen haben eine intuitive Vorstellung davon, was das bedeutet: ähnliche Farben gehören nah zueinander und unterschiedliche auseinander – es scheint also eine quantifizierbare intuitive Distanz zwischen zwei Farben zu geben. Während Ästhetik subjektiv bleibt und daher nicht die ästhetischste Liste für jeden existieren kann, treffe ich die Annahme, dass die Kettensortierung einer Liste am ästhetischsten ist, da sie Farbunterschiede minimiert.

Menschen sind Trichromaten[16, 44], was bedeutet, dass sie drei verschiedene Arten von Zapfen besitzen, die jeweils für eine bestimmte Wellenlängenreichweite des sichtbaren Lichts empfindlich sind, dessen Intensität messen und die Information ans Gehirn weiterleiten. Abb. 11 zeigt ein Diagramm der Empfindlichkeit abhängig von der Wellenlänge. Im Gegensatz zu Fischen mit vier[17] und Hunden mit zwei[63] braucht es beim Menschen folglich drei Dimensionen, um jede Farbe verlustfrei repräsentieren zu können.
5.6.1. Farbräume
Dabei gibt es eine Vielzahl an Farbräumen[46, 79], die allesamt Farben als dreidimensionale Vektoren[23] enkodieren. Der womöglich bekannteste[6] ist sRGB, der eine Rot-, eine Grün- und eine Blau-Komponente enthält (und der in Abschnitt 4 bereits genutzt wurde, um Vektoren zu illustrieren). Daraus setzt sich jede auf einem Computerbildschirm darstellbare Farbe zusammen: jeder Pixel besteht aus drei Subpixeln, die jeweils R, G oder B in einer bestimmten Intensität anzeigen. Zur Auswahl von Farben eignet sich HSV[78] dagegen besser[25] – hier repräsentieren die Komponenten eines Vektors den Buntton (Hue), die Sättigung der Farbe sowie die Helligkeit (Value). Dieses Farbmodell deckt ebenfalls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben nach ihrem Aussehen in der realen Welt zu vergleichen – in sRGB sind die Farben

⃗𝑐𝑐1 ≔
und

⃗𝑐𝑐2 ≔
genauso weit entfernt wie

⃗𝑐𝑐3 ≔
und

⃗𝑐𝑐4 ≔
, obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuelle OKLAB-Farbsystem[64] entwickelt. Perzeptuell bedeutet zum Zwecke dieser Arbeit, dass die euklische Distanz zwischen zwei OKLAB-Farbwerten den wahrgenommenen Abstand modelliert, und dass Eigenschaften wie Buntton, Sättigung und Helligkeit experimentellen Daten eher entsprechen[54]. LAB bezieht sich darauf, dass das Farbsystem Farben als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, repräsentiert. In diesem Farbsystem beträgt
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wird mit ​pʹ​ in jedem Fall weiterverfahren, ansonsten beträgt 
die Wahrscheinlichkeit dafür

𝑑𝑑𝕃𝕃(𝑝𝑝′) < 𝑑𝑑𝕃𝕃(𝑝𝑝)
, wird mit

𝑝𝑝′
in jedem Fall weiterverfahren, ansonsten beträgt die Wahrscheinlichkeit dafür

𝑒𝑒−
𝑑𝑑𝕃𝕃(𝑝𝑝

′)−𝑑𝑑𝕃𝕃(𝑝𝑝)
𝑡𝑡

, sinkt also kontinuierlich mit der Temperatur.

𝑡𝑡
wird nun arithmetisch um eine Konstante

𝑘𝑘
verringert, je nach gewünschter Konvergenzgeschwindigkeit – für den Fall der Farbsortierung von

𝑛𝑛 ∈ [10, 50]
hat sich der Bereich um

𝑘𝑘 ≈ 10−10

bewährt, sodass 10 Millionen Iterationen stattfinden – mit

𝑡𝑡 → 0
findet kein Tausch mehr statt und der Algorithmus wird abgebrochen.

5. Webanwendung
Was nützen die besten Algorithmen, wenn sie nicht auf Daten aus der realen Welt angewandt werden können? Um dies und vieles mehr zu ermöglichen, habe ich eine interaktive Webanwendung entwickelt, die genutzt werden kann, um mehrdimensionale Daten verschiedener Kategorien zu sortieren. Im folgenden Abschnitt werden dabei zunächst die verwendeten Technologien grundlegend erklärt, bevor auf die einzelnen Unterseiten eingegangen wird. Dabei sticht der Abschnitt zur Sortierung von Farben hervor, da dieser meine ursprüngliche Fragestellung beantwortet: Wie können algorithmisch Bücher ästhetisch nach ihrer Farbe sortiert werden?
5.1. Grundlagen und Open-Source-Implementierung
Der Quelltext der gesamten Anwendung ist frei und unter der GNU GPL v3[80] veröffentlicht. Über GitHub ist der des Frontends unter [14]; der des Backends unter [13] zu erreichen.
5.1.1. Frontend
Das Frontend der Anwendung habe ich in Svelte[38] und TypeScript[11, 40] geschrieben; es verwaltet mittels SvelteKit[39] die Unterseiten. Dabei erfolgt die Modellierung nach dem Component-Prinzip – individuelle Components verwalten dabei sowohl einen Zustand als auch die dazugehörigen (reaktiven) DOM-Elemente. So existiert etwa ein PathProperties-Component, welches die Eigenschaften eines Pfades (wie Länge, Kettenlänge und Kettensortiertheit) anzeigt und selbst akquiriert, und analog ein PathAlgorithms-Component, das das Ausführen von Konstruktions- und Verbesserungsalgorithmen über die Serververbindung ermöglicht.

5.1.2. Backend
Um maximale (zeitliche) Effizienz der Algorithmen sowie Speicher- und Typensicherheit zu gewährleisten, habe ich mich dafür entschieden, für das Backend der Anwendung die Programmiersprache Rust[43, 59] zu nutzen. Ein Pfadkonstruktionsalgorithmus ist dabei beispielsweise eine Funktion fn(PathCreateContext) -> Path, wobei Path ein Typ ist, der eine Liste als Pfad repräsentiert und PathCreateContext als struct PathCreateContext { action: ActionContext, dim: u8, points: Points, metric: Metric } definiert ist.

Code 1 zeigt eine Implementierung von NN in Rust. Dabei wird an einen Pfad (wie in Abschnitt 4.3.3 beschrieben) stets der nächste nicht besuchte Nachbar angehängt. In der aktuellen Version wird dagegen stets die Adjazenzmatrix (siehe Tabelle 4) vollständig berechnet. Dies sorgt zwar (bei Dimension

𝑑𝑑
und Listenlänge

𝑛𝑛
) für

Ω(𝑑𝑑 ⋅ 𝑛𝑛2)
, doch

𝑑𝑑(𝑎𝑎, 𝑏𝑏) ∈ 𝒪𝒪(1)
statt

𝒪𝒪(𝑑𝑑)
(konstanter Aufruf der Lookup-Tabelle[29, 85]) überwiegt zumeist.

5.2. Server-Client-Kommunikation
In bisherigen Projekten (wie [12]) nutzte ich das HTTP-Protokoll, um mit dem Server zu kommunizieren. Dieses zeichnet sich durch ein Request-Response-Schema aus, bei dem auf eine Anfrage (Request) des Clients genau eine Antwort (Response) des Servers erfolgen soll, die idealerweise nur auf den Daten der Anfrage beruht.

Während einige Methoden entwickelt wurden, um diese Einschränkungen aufzuheben oder ihre negativen Auswirkungen zu mindern (dazu zählt das wiederholte Anfragen einer Ressource vom Server oder das in HTTP/2 implementierte Server Push-Verfahren[91]; während erstere negative Auswirkungen auf die Performanz der Anwendung hat, ist zweitere nicht universell nutzbar und keine Alternative für den gewählten Servertyp), eignet sich für diese derartig dynamische Anwendung, bei der eine einzige Anfrage hunderte Status-Antworten zur Folge haben sollte, um Responsivität zu gewährleisten, eher ein anderes in Webbrowsern mittlerweile universell implementiertes Protokoll: das Websocket-Protokoll[30]. Dieses baut auf einem dauerhaft aktiven TCP-Server auf und ermöglicht so bidirektionale zustandsbehaftete Kommunikation.

Server und Client tauschen JSON-Dokumente aus, die auf der Backend-Seite in Rust mithilfe von serde[84] und auf der Frontend-Seite in TypeScript mithilfe von zod[61] typensicher deserialisiert werden. In Code 2 wird gezeigt, wie eine solche Kommunikation aussehen kann: zunächst fragt der Client die Erstellung eines Pfads an und übergibt die gewünschte Konstruktionsmethode und Minimallatenz (Falls der Server zu viele Antworten in zu kurzer Zeit verschickt, kann dies zu Unresponsivität des Clients und einem potenziellen Speicherleck führen – aus diesem Grund kann die Latenz, die der Server zwischen Abschicken zweier Antworten mindestens wartet, hier konfiguriert werden) , daraufhin schickt der Server für jeden relevanten Schritt eine Antwort zurück, bis der vollständige Pfad ausgegeben wird. Im Fall von NN ist dies für die Responsivität noch nicht entscheidend; bei länger andauernden Prozessen wie mehrschrittigen Verbesserungsalgorithmen dagegen signifikant.

5.3. Zahlen sortieren
Auf der Seite /sort-integers können ganze Zahlen eingegeben und nach einem Sortierungsalgorithmus der Wahl (aktuell implementiert sind Bubble Sort, Insertion Sort, Selection Sort, Quick Sort und Merge Sort) aufsteigend sortiert werden. Dabei wird bei jedem durch den Server ausgeführten algorithmischen Schritt – etwa Vergleich zweier Werte, Vertauschen oder Einstufen als bereits sortiert – die Liste samt der aktuell ausgeführten Schritte zurückgegeben. Dabei kann die Liste neben der üblichen Darstellung ihrer Elemente auch in einem Balkendiagramm dargestellt werden. Abb. 9 zeigt ein solches Diagramm, das Quick Sort angewandt auf die ersten sechzehn Zahlen der OEIS-Sequenz A107833[73, 77] darstellt.
5.4. Vektoren sortieren
Die Seite /sort-vectors ermöglicht die Sortierung einer Liste von Vektoren beliebiger Dimension. Nach Festlegen einer Dimension können Vektoren hinzugefügt, ihre Komponenten modifiziert und anschließend mittels PathAlgorithms ein Pfad erzeugt werden. Da jede andere Seite ebenfalls n-dimensionale Objekte sortiert, die als Vektoren repräsentiert werden können, enthalten sie eine Weiterleitung auf diese Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter (force-directed) Graph-Layout-Algorithmus implementiert. Dieser enthält ein Partikelsystem, sodass jeder Vektor durch ein Partikel repräsentiert wird, auf welches physikalische Kräfte wirken. Dabei existiert zwischen jedem Paar von Vektoren eine Feder mit einer Ruhelänge der durch die gewählte Metrik gegebenen Distanz, sodass analog zum Hookeschen Gesetz[21] Kräfte auf die betroffenen Partikel wirken. So approximiert die euklidische Distanz zwischen den sehbaren Punkten die genannte Distanz zwischen den Vektoren und skaliert damit mehrdimensional. Im zweidimensionalen euklidischen Fall konvergiert der Graph bis auf Rotation, Skalierung und Spiegelung dabei zu den tatsächlichen Punkten. Durch einen einstellbaren Parameter der Initialgeschwindigkeit kann zwischen einer zeitintensiveren, genaueren Darstellung und einer schnelleren und damit ungenaueren Konvergenz gewählt werden.

5.5. Orte sortieren
Die Probleme des bilokal sesshaften, polylokal handelnden Händlers, der drohnenbasierten Paketzustellung sowie der optimalen U-Bahn-Strecke werden durch die Seite /sort-places lösbar. Dabei zeigt eine interaktive auf der Basis von Leaflet[2] und über OpenStreetMap[22] auch der Mercator-Projektion entwickelte Karte die Punkte sowie den Pfad an.

Als Beispiel wurden für Abb. 10 die Landeshauptstädte der Bundesländer Deutschlands ausgewählt, zwischen denen z.B. ein Paketdienst verkehren soll. Dazu wurden ihre geographischen Koordinaten auf der Website eingegeben und im Anschluss mittels ILP (Abschnitt 4.3.5) der kürzeste Pfad konstruiert. In diesem Fall beginnt die Strecke in Düsseldorf und endet in Dresden. Eine möglichst effizient entworfene Eisenbahnlinie mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den genannten Start- und Zielpunkt nutzen.

5.6. Farben sortieren
Im Alltag gibt es viele Dinge, die nach Farben sortiert werden können – während Bücher zumeist alphabetisch oder nach Kategorien sortiert werden sollten, ist dies bei Malstiften jeglicher Art, farblicher Dekoration und womöglich auch Kleidung anders. Hier ergibt eine Farbsortierung Sinn, und die meisten Menschen haben eine intuitive Vorstellung davon, was das bedeutet: ähnliche Farben gehören nah zueinander und unterschiedliche auseinander – es scheint also eine quantifizierbare intuitive Distanz zwischen zwei Farben zu geben. Während Ästhetik subjektiv bleibt und daher nicht die ästhetischste Liste für jeden existieren kann, treffe ich die Annahme, dass die Kettensortierung einer Liste am ästhetischsten ist, da sie Farbunterschiede minimiert.

Menschen sind Trichromaten[16, 44], was bedeutet, dass sie drei verschiedene Arten von Zapfen besitzen, die jeweils für eine bestimmte Wellenlängenreichweite des sichtbaren Lichts empfindlich sind, dessen Intensität messen und die Information ans Gehirn weiterleiten. Abb. 11 zeigt ein Diagramm der Empfindlichkeit abhängig von der Wellenlänge. Im Gegensatz zu Fischen mit vier[17] und Hunden mit zwei[63] braucht es beim Menschen folglich drei Dimensionen, um jede Farbe verlustfrei repräsentieren zu können.
5.6.1. Farbräume
Dabei gibt es eine Vielzahl an Farbräumen[46, 79], die allesamt Farben als dreidimensionale Vektoren[23] enkodieren. Der womöglich bekannteste[6] ist sRGB, der eine Rot-, eine Grün- und eine Blau-Komponente enthält (und der in Abschnitt 4 bereits genutzt wurde, um Vektoren zu illustrieren). Daraus setzt sich jede auf einem Computerbildschirm darstellbare Farbe zusammen: jeder Pixel besteht aus drei Subpixeln, die jeweils R, G oder B in einer bestimmten Intensität anzeigen. Zur Auswahl von Farben eignet sich HSV[78] dagegen besser[25] – hier repräsentieren die Komponenten eines Vektors den Buntton (Hue), die Sättigung der Farbe sowie die Helligkeit (Value). Dieses Farbmodell deckt ebenfalls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben nach ihrem Aussehen in der realen Welt zu vergleichen – in sRGB sind die Farben

⃗𝑐𝑐1 ≔
und

⃗𝑐𝑐2 ≔
genauso weit entfernt wie

⃗𝑐𝑐3 ≔
und

⃗𝑐𝑐4 ≔
, obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuelle OKLAB-Farbsystem[64] entwickelt. Perzeptuell bedeutet zum Zwecke dieser Arbeit, dass die euklische Distanz zwischen zwei OKLAB-Farbwerten den wahrgenommenen Abstand modelliert, und dass Eigenschaften wie Buntton, Sättigung und Helligkeit experimentellen Daten eher entsprechen[54]. LAB bezieht sich darauf, dass das Farbsystem Farben als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, repräsentiert. In diesem Farbsystem beträgt
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sinkt also kontinuierlich mit der Temperatur. ​t​ wird nun arith-
metisch um eine Konstante ​k​ verringert, je nach gewünschter 
Konvergenzgeschwindigkeit – für den Fall der Farbsortierung 
von ​n  ∈  ​[10,50]​​ hat sich der Bereich um ​k  ≈  ​10​​ −10​​ bewährt, 
sodass 10 Millionen Iterationen stattfinden – mit ​t  →  0​ fin-
det kein Tausch mehr statt und der Algorithmus wird abge-
brochen.

5.	 Webanwendung

Was nützen die besten Algorithmen, wenn sie nicht auf Daten 
aus der realen Welt angewandt werden können? Um dies und 
vieles mehr zu ermöglichen, habe ich eine interaktive Weban-
wendung entwickelt, die genutzt werden kann, um mehrdi-
mensionale Daten verschiedener Kategorien zu sortieren. Im 

4.4.4	3-opt und k-opt Verfahren

Ähnlich funktioniert das 3-opt-Verfahren: Hierbei werden 
allerdings zwei statt drei Kanten getauscht. Da kein exaktes 
geometrisches Äquivalent existiert, wird die Liste betrachtet. 
Für einen 3-opt-Swap des Pfads ​p​ an den paarweise verschie-
denen Indizes ​i, j, k  ∈​ 𝔻 existieren dabei vier Möglichkei-
ten, die verschiedene Teillisten dabei umzukehren oder nicht, 
wenn die Permutationen der Identität und des 2-opt-Tausches 
vernachlässigt werden, sonst acht. 3-opt generalisiert im 
letzteren Fall 2-opt, auch eine Generalisierung auf beliebige ​
k  ∈  ℕ, k  ≥  2​ ist möglich [22]. Effizient gelöst werden kann 
das Problem jedoch durch beliebig ansteigende ​k​ nicht, denn 
die Auswahl aller möglichen Kanten liegt in ​​O​(​​k !​)​​.​​

4.4.5	Simulated Annealing 

Simulated Annealing ist ein Verfahren, welches auf der physi-
kalischen Kristallisierung von Materialien beruht [54]. Dabei 
wird das Swap-Verfahren so erweitert, dass nicht nur solche 
Kommutationen ausgeführt werden, die kürzere Kettenlän-
gen erzeugen, sondern zu Beginn auf Basis einer Zufallsvari-
able auch solche, die es nicht tun. Im Laufe der Zeit wird die 
Wahrscheinlichkeit dafür kontinuierlich reduziert, bis zum 
Schluss ein swap-optimaler Pfad gefunden wurde – da je-
doch ein größerer Teil der möglichen Pfade abgedeckt werden 
kann, untertrifft er den des Swap-Verfahrens zumeist stark. 
Im Fall von ​p​ (siehe Abb. 13) konnte sogar der optimale Pfad 
gefunden werden.

Algorithmisch wird dabei eine Starttemperatur ​t  ∈  ​[0,1]​​ 

Abb. 12:  Der 2-opt-
optimale Pfad 𝑝𝑝′ nach
2-opt-Tausch von 𝑙𝑙3

und 𝑙𝑙6.
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Abb. 12: Der 2-opt-optimale Pfad ​pʹ​ nach  
2-opt-Tausch von ​​l​ 

3
​​​ und ​​l​ 

6
​​​

Dabei wird die Kettenlänge stets reduziert, da die neue Strecke zwei Punkte direkt verbindet, statt einen ‚Umweg‘ zu enthalten. Im Bezug auf einen Pfad als Liste bedeutet ein 2-opt-Tausch dabei, eine Teilliste dieser umzukehren. Durch Ungerichtetheit des Graphen ändert sich die Kettenlänge der Teilliste nicht.

Während die Existenz eines solchen Schnittpunkts im zweidimensionalen kartesischen Koordinatensystem mithilfe eines Sweepline-Algorithmus in linearithmischer Laufzeit ermittelbar ist[9], existiert ein solches Verfahren für höhere Dimensionen nicht. Aus diesem Grund ist die Laufzeit im allgemeinen Fall pro Optimierungsschritt quadratisch, da jede Kante mit jeder weiteren Kante auf Tauschbarkeit überprüft wird, die auch nicht mehr nur auf Schnittpunkten basiert, sondern die Kettendistanzen vergleicht.

Während das Auflösen aller Überschneidungen im Pessimalfall eine Laufzeitkomplexität von 𝑂̃𝑂(𝑛𝑛10) (die Tilde signalisiert die Vernachlässigung logarithmischer Faktoren) [7] benötigt, konvergiert der Algorithmus meist schneller. Ist kein 2-opt-Tausch mehr ausführbar, wird der Pfad 2-opt-optimal genannt.
4.4.4. 3-opt und k-opt
Ähnlich funktioniert das 3-opt-Verfahren: hierbei werden allerdings zwei statt drei Kanten getauscht. Da kein exaktes geometrisches Äquivalent existiert, wird die Liste betrachtet. Für einen 3-opt-Swap des Pfads 𝑝𝑝 an den paarweise verschiedenen Indizes 𝑖𝑖, 𝑗𝑗, 𝑘𝑘 ∈ 𝔻𝔻 existieren dabei vier Möglichkeiten, die verschiedene Teillisten dabei umzukehren oder nicht, wenn die Permutationen der Identität und des 2-opt-Tausches vernachlässigt werden, sonst acht. 3-opt generalisiert im letzteren Fall 2-opt, auch eine Generalisierung auf beliebige 𝑘𝑘 ∈ ℕ, 𝑘𝑘 ≥ 2 ist möglich[22]. Effizient gelöst werden kann das Problem jedoch durch beliebig ansteigende 𝑘𝑘 nicht, denn die Auswahl aller möglichen Kanten liegt in 𝒪𝒪(𝑘𝑘!).

4.4.5. Simulated Annealing
Simulated Annealing ist ein Verfahren, welches auf der physikalischen Kristallisierung von Materialien beruht[54]. Dabei wird das Swap-Verfahren so erweitert, dass nicht nur solche Kommutationen ausgeführt werden, die kürzere Kettenlängen erzeugen, sondern zu Beginn auf Basis einer Zufallsvariable auch solche, die es nicht tun. Im Laufe der Zeit wird die Wahrscheinlichkeit dafür kontinuierlich reduziert, bis zum Schluss ein swap-optimaler Pfad gefunden wurde – da jedoch ein größerer Teil der möglichen Pfade abgedeckt werden kann, untertrifft er den des Swap-Verfahrens zumeist stark. Im Fall von 𝑝𝑝 (siehe Abb. 13) konnte sogar der optimale Pfad gefunden werden.

Abb. 13:  Simulated
Annealing.

14

Abb. 13: Simulated Annealing
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5.2	 Server-Client-Kommunikation

In bisherigen Projekten (wie [14]) nutzte ich das HTTP-Pro-
tokoll, um mit dem Server zu kommunizieren. Dieses zeich-
net sich durch ein Request-Response-Schema aus, bei dem auf 
eine Anfrage (Request) des Clients genau eine Antwort (Res-
ponse) des Servers erfolgen soll, die idealerweise nur auf den 
Daten der Anfrage beruht. 

Während einige Methoden entwickelt wurden, um diese Ein-
schränkungen aufzuheben oder ihre negativen Auswirkun-
gen zu mindern (dazu zählt das wiederholte Anfragen einer 
Ressource vom Server oder das in HTTP/2 implementierte 
Server-Push-Verfahren [93]; während erstere negative Aus-
wirkungen auf die Performanz der Anwendung hat, ist zwei-
tere nicht universell nutzbar und keine Alternative für den 
gewählten Servertyp), eignet sich für diese derartig dynami-
sche Anwendung, bei der eine einzige Anfrage hunderte Sta-
tus-Antworten zur Folge haben sollte, um Responsivität zu 
gewährleisten, eher ein anderes in Webbrowsern mittlerweile 
universell implementiertes Protokoll: das Websocket-Proto-

folgenden Abschnitt werden dabei zunächst die verwendeten 
Technologien grundlegend erklärt, bevor auf die einzelnen 
Unterseiten eingegangen wird. Dabei sticht der Abschnitt zur 
Sortierung von Farben hervor, da dieser meine ursprüngliche 
Fragestellung beantwortet: Wie können algorithmisch Bücher 
ästhetisch nach ihrer Farbe sortiert werden?

5.1	 Grundlagen und  
Open-Source-Implementierung 

Der Quelltext der gesamten Anwendung ist frei und unter 
der GNU GPL v3 [82] veröffentlicht. Über GitHub ist der des 
Frontends unter [16]; der des Backends unter [15] zu erreichen.

5.1.1	 Frontend

Das Frontend der Anwendung habe ich in Svelte [40] und Ty-
peScript [12], [42] geschrieben; es verwaltet mittels Svelte-
Kit [41] die Unterseiten. Dabei erfolgt die Modellierung nach 
dem Component-Prinzip – individuelle Components verwal-
ten dabei sowohl einen Zustand als auch die dazugehörigen 
(reaktiven) DOM-Elemente. So existiert etwa ein PathPro-
perties-Component, welches die Eigenschaften eines Pfa-
des (wie Länge, Kettenlänge und Kettensortiertheit) anzeigt 
und selbst akquiriert, und analog ein PathAlgorithms-
Component, das das Ausführen von Konstruktions- und Ver-
besserungsalgorithmen über die Serververbindung ermög-
licht. 

5.1.2	 Backend

Um maximale (zeitliche) Effizienz der Algorithmen sowie 
Speicher- und Typensicherheit zu gewährleisten, habe ich 
mich dafür entschieden, für das Backend der Anwendung 
die Programmiersprache Rust [45], [61] zu nutzen. Ein Pfad-
konstruktionsalgorithmus ist dabei beispielsweise eine Funk-
tion fn(PathCreateContext) -> Path, wobei Path 
ein Typ ist, der eine Liste als Pfad repräsentiert und Path-
CreateContext als struct PathCreateContext 
{action: ActionContext, dim: u8, points: 
Points, metric: Metric } definiert ist.

Der Code in Abb. 14 zeigt eine Implementierung von NN in 
Rust. Dabei wird an einen Pfad (wie in Kap. 4.3.3 beschrie-
ben) stets der nächste nicht besuchte Nachbar angehängt. In 
der aktuellen Version wird dagegen stets die Adjazenzmatrix 
(siehe Abb. 9) vollständig berechnet. Dies sorgt zwar (bei Di-
mension ​d​ und Listenlänge ​n​) für ​Ω​(d ∙ ​n​​ 2​)​​, doch auf die Dis-
tanz zweier Elemente in Konstantzeit zugreifen zu können  
(​​d​(​​a, b​)​​  ∈  O​(​​1​)​​​​ statt ​​O​(​​d​)​​​​ ) [31], [87], ist zumeist laufzeittech-
nisch vorteilhaft.

pub fn nearest_neighbor(ctx: PathCreateContext)
-> Path {
    let PathCreateContext {
        action, dim, points: values, norm
    } = ctx;

    let mut visited = HashSet::new();
    let mut path = Path::try_new(
          vec![values[0].clone()],
    dim).expect("invalid dimension");
    while path.len() != values.len() {
        let last = &path[path.len() - 1];
        visited.insert(last.clone());

        let min = values
            .iter()
            .filter(|&point|
                !visited.contains(point))
            .min_by_key(|point|
                point.comparable_dist(
                  last, norm
                )
            )
            .unwrap();

        path.push(min.clone());
        action.send(
            PathCreation::from_path(
              path.clone()
            ).progress(path.len() as f32
                       / values.len() as f32),
        );
    }

    path
}

Abb. 14: NN als Rust-Programm. Alle anderen  
aus Kap. 4 implementierten Verfahren sind über  
GitHub (siehe Kap. 5.1) ersichtlich.
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5.3	 Zahlen sortieren 

Auf der Seite /sort-integers können ganze Zahlen ein-
gegeben und nach einem Sortierungsalgorithmus der Wahl 
(aktuell implementiert sind Bubble Sort, Insertion Sort, Se-
lection Sort, Quick Sort und Merge Sort) aufsteigend sortiert 
werden. Dabei wird bei jedem durch den Server ausgeführten 
algorithmischen Schritt – etwa Vergleich zweier Werte, Ver-
tauschen oder Einstufen als bereits sortiert – die Liste samt 
der aktuell ausgeführten Schritte zurückgegeben. Dabei kann 
die Liste neben der üblichen Darstellung ihrer Elemente auch 
in einem Balkendiagramm dargestellt werden. Abb. 16 zeigt 
ein solches Diagramm, das Quick Sort angewandt auf die ers-
ten sechzehn Zahlen der OEIS-Sequenz A107833 [75], [79] 
darstellt. 

5.4	 Vektoren sortieren 

Die Seite /sort-vectors ermöglicht die Sortierung einer 
Liste von Vektoren beliebiger Dimension. Nach Festlegen einer 
Dimension können Vektoren hinzugefügt, ihre Komponenten 
modifiziert und anschließend mittels PathAlgorithms 
ein Pfad erzeugt werden. Da jede andere Seite ebenfalls ​n​
-dimensionale Objekte sortiert, die als Vektoren repräsen-
tiert werden können, enthalten sie eine Weiterleitung auf die-
se Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter 
( force-directed) Graph-Layout-Algorithmus implementiert. 
Dieser enthält ein Partikelsystem, sodass jeder Vektor durch 
ein Partikel repräsentiert wird, auf welches physikalische 
Kräfte wirken. Dabei existiert zwischen jedem Paar von Vek-
toren eine Feder mit einer Ruhelänge der durch die gewähl-
te Metrik gegebenen Distanz, sodass analog zum Hook'schen 
Gesetz [23] Kräfte auf die betroffenen Partikel wirken. So ap-
proximiert die euklidische Distanz zwischen den sehbaren 
Punkten die genannte Distanz zwischen den Vektoren und 
skaliert damit mehrdimensional. Im zweidimensionalen eu-
klidischen Fall konvergiert der Graph bis auf Rotation, Ska-
lierung und Spiegelung dabei zu den tatsächlichen Punkten. 
Durch einen einstellbaren Parameter der Initialgeschwindig-
keit kann zwischen einer zeitintensiveren, genaueren Darstel-
lung und einer schnelleren und damit ungenaueren Konver-
genz gewählt werden.

5.5	 Orte sortieren 

Die Probleme des bilokal sesshaften, polylokal handelnden 
Händlers, der drohnenbasierten Paketzustellung sowie der 
optimalen U-Bahn-Strecke werden durch die Seite /sort-
places lösbar. Dabei zeigt eine interaktive auf der Basis von 
Leaflet [2] und OpenStreetMap [24] entwickelte Karte die 
Punkte sowie den Pfad an.

koll [32]. Dieses baut auf einem dauerhaft aktiven TCP-Server 
auf und ermöglicht so bidirektionale zustandsbehaftete Kom-
munikation.

Server und Client tauschen JSON-Dokumente aus, die auf der 
Backend-Seite in Rust mithilfe von serde [86] und auf der 
Frontend-Seite in TypeScript mithilfe von zod [63] typensi-
cher deserialisiert werden. Im Code in Abb. 15 wird gezeigt, 
wie eine solche Kommunikation aussehen kann: zunächst 
fragt der Client die Erstellung eines Pfads an und übergibt 
die gewünschte Konstruktionsmethode und Minimallatenz. 
(Falls der Server zu viele Antworten in zu kurzer Zeit ver-
schickt, kann dies zu Unresponsivität des Clients und einem 
potenziellen Speicherleck führen – aus diesem Grund kann 
die Latenz, die der Server zwischen Abschicken zweier Ant-
worten mindestens wartet, hier konfiguriert werden), darauf-
hin schickt der Server für jeden relevanten Schritt eine Ant-
wort zurück, bis der vollständige Pfad ausgegeben wird. Im 
Fall von NN ist dies für die Responsivität noch nicht entschei-
dend; bei länger andauernden Prozessen wie mehrschrittigen 
Verbesserungsalgorithmen dagegen signifikant.

{"type":"action", "latency":100,
"action":{"type":"createPath",
"method":
{"type":"nearestNeighbor"},
"dimensions":3, "values":[[0.6,
0.2], [0.1, 0.7], [0.9, 0.4],
[0.2, 0.2], [0.5, 0.5], [0.8,
0.7]]}}

{"type":"pathCreation",
"currentEdges":[[[0.6, 0.2], [0.5,
0.5]]], "progress":0.33333334}
{"type":"pathCreation",
"currentEdges":[[[0.6, 0.2], [0.5,
0.5]], [[0.5, 0.5], [0.8, 0.7]]],
"progress":0.5}
{"type":"pathCreation",
"currentEdges":[[[0.6, 0.2], [0.5,
0.5]], [[0.5, 0.5], [0.8, 0.7]],
[[0.8, 0.7], [0.9, 0.4]]],
"progress":0.6666667}
...
{"type":"pathCreation",
"donePath":[[0.6, 0.2], [0.5,
0.5], [0.8, 0.7], [0.9, 0.4],
[0.2, 0.2], [0.1, 0.7]],
"currentEdges":[[[0.6, 0.2], [0.5,
0.5]], [[0.5, 0.5], [0.8, 0.7]],
[[0.8, 0.7], [0.9, 0.4]], [[0.9,
0.4], [0.2, 0.2]], [[0.2, 0.2],
[0.1, 0.7]]], "progress":1.0}

Abb. 15: Eine Anfrage (nach Kap. 4.3.3) und  
die fünf darauffolgenden Antworten.
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5.6.1	 Farbräume

Dabei gibt es eine Vielzahl an Farbräumen [48], [81], die al-
lesamt Farben als dreidimensionale Vektoren [25] enkodie-
ren. Der womöglich bekannteste [6] ist sRGB, der eine Rot-,  
eine Grün- und eine Blau-Komponente enthält (und der in 
Kap.  4 bereits genutzt wurde, um Vektoren zu illustrieren). 
Daraus setzt sich jede auf einem Computerbildschirm dar-
stellbare Farbe zusammen: Jeder Pixel besteht aus drei Subpi-
xeln, die jeweils Rot, Gelb oder Blau in einer bestimmten In-
tensität anzeigen. Zur Auswahl von Farben eignet sich HSV 
[80] dagegen besser [27] – hier repräsentieren die Komponen-
ten eines Vektors den Buntton (Hue), die Sättigung der Farbe 
sowie die Helligkeit (Value). Dieses Farbmodell deckt eben-
falls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben 
nach ihrem Aussehen in der realen Welt zu vergleichen – in 
sRGB sind die Farben 

𝑑𝑑𝕃𝕃(𝑝𝑝′) < 𝑑𝑑𝕃𝕃(𝑝𝑝)
, wird mit

𝑝𝑝′
in jedem Fall weiterverfahren, ansonsten beträgt die Wahrscheinlichkeit dafür

𝑒𝑒−
𝑑𝑑𝕃𝕃(𝑝𝑝

′)−𝑑𝑑𝕃𝕃(𝑝𝑝)
𝑡𝑡

, sinkt also kontinuierlich mit der Temperatur.

𝑡𝑡
wird nun arithmetisch um eine Konstante

𝑘𝑘
verringert, je nach gewünschter Konvergenzgeschwindigkeit – für den Fall der Farbsortierung von

𝑛𝑛 ∈ [10, 50]
hat sich der Bereich um

𝑘𝑘 ≈ 10−10

bewährt, sodass 10 Millionen Iterationen stattfinden – mit

𝑡𝑡 → 0
findet kein Tausch mehr statt und der Algorithmus wird abgebrochen.

5. Webanwendung
Was nützen die besten Algorithmen, wenn sie nicht auf Daten aus der realen Welt angewandt werden können? Um dies und vieles mehr zu ermöglichen, habe ich eine interaktive Webanwendung entwickelt, die genutzt werden kann, um mehrdimensionale Daten verschiedener Kategorien zu sortieren. Im folgenden Abschnitt werden dabei zunächst die verwendeten Technologien grundlegend erklärt, bevor auf die einzelnen Unterseiten eingegangen wird. Dabei sticht der Abschnitt zur Sortierung von Farben hervor, da dieser meine ursprüngliche Fragestellung beantwortet: Wie können algorithmisch Bücher ästhetisch nach ihrer Farbe sortiert werden?
5.1. Grundlagen und Open-Source-Implementierung
Der Quelltext der gesamten Anwendung ist frei und unter der GNU GPL v3[80] veröffentlicht. Über GitHub ist der des Frontends unter [14]; der des Backends unter [13] zu erreichen.
5.1.1. Frontend
Das Frontend der Anwendung habe ich in Svelte[38] und TypeScript[11, 40] geschrieben; es verwaltet mittels SvelteKit[39] die Unterseiten. Dabei erfolgt die Modellierung nach dem Component-Prinzip – individuelle Components verwalten dabei sowohl einen Zustand als auch die dazugehörigen (reaktiven) DOM-Elemente. So existiert etwa ein PathProperties-Component, welches die Eigenschaften eines Pfades (wie Länge, Kettenlänge und Kettensortiertheit) anzeigt und selbst akquiriert, und analog ein PathAlgorithms-Component, das das Ausführen von Konstruktions- und Verbesserungsalgorithmen über die Serververbindung ermöglicht.

5.1.2. Backend
Um maximale (zeitliche) Effizienz der Algorithmen sowie Speicher- und Typensicherheit zu gewährleisten, habe ich mich dafür entschieden, für das Backend der Anwendung die Programmiersprache Rust[43, 59] zu nutzen. Ein Pfadkonstruktionsalgorithmus ist dabei beispielsweise eine Funktion fn(PathCreateContext) -> Path, wobei Path ein Typ ist, der eine Liste als Pfad repräsentiert und PathCreateContext als struct PathCreateContext { action: ActionContext, dim: u8, points: Points, metric: Metric } definiert ist.

Code 1 zeigt eine Implementierung von NN in Rust. Dabei wird an einen Pfad (wie in Abschnitt 4.3.3 beschrieben) stets der nächste nicht besuchte Nachbar angehängt. In der aktuellen Version wird dagegen stets die Adjazenzmatrix (siehe Tabelle 4) vollständig berechnet. Dies sorgt zwar (bei Dimension

𝑑𝑑
und Listenlänge

𝑛𝑛
) für

Ω(𝑑𝑑 ⋅ 𝑛𝑛2)
, doch

𝑑𝑑(𝑎𝑎, 𝑏𝑏) ∈ 𝒪𝒪(1)
statt

𝒪𝒪(𝑑𝑑)
(konstanter Aufruf der Lookup-Tabelle[29, 85]) überwiegt zumeist.

5.2. Server-Client-Kommunikation
In bisherigen Projekten (wie [12]) nutzte ich das HTTP-Protokoll, um mit dem Server zu kommunizieren. Dieses zeichnet sich durch ein Request-Response-Schema aus, bei dem auf eine Anfrage (Request) des Clients genau eine Antwort (Response) des Servers erfolgen soll, die idealerweise nur auf den Daten der Anfrage beruht.

Während einige Methoden entwickelt wurden, um diese Einschränkungen aufzuheben oder ihre negativen Auswirkungen zu mindern (dazu zählt das wiederholte Anfragen einer Ressource vom Server oder das in HTTP/2 implementierte Server Push-Verfahren[91]; während erstere negative Auswirkungen auf die Performanz der Anwendung hat, ist zweitere nicht universell nutzbar und keine Alternative für den gewählten Servertyp), eignet sich für diese derartig dynamische Anwendung, bei der eine einzige Anfrage hunderte Status-Antworten zur Folge haben sollte, um Responsivität zu gewährleisten, eher ein anderes in Webbrowsern mittlerweile universell implementiertes Protokoll: das Websocket-Protokoll[30]. Dieses baut auf einem dauerhaft aktiven TCP-Server auf und ermöglicht so bidirektionale zustandsbehaftete Kommunikation.

Server und Client tauschen JSON-Dokumente aus, die auf der Backend-Seite in Rust mithilfe von serde[84] und auf der Frontend-Seite in TypeScript mithilfe von zod[61] typensicher deserialisiert werden. In Code 2 wird gezeigt, wie eine solche Kommunikation aussehen kann: zunächst fragt der Client die Erstellung eines Pfads an und übergibt die gewünschte Konstruktionsmethode und Minimallatenz (Falls der Server zu viele Antworten in zu kurzer Zeit verschickt, kann dies zu Unresponsivität des Clients und einem potenziellen Speicherleck führen – aus diesem Grund kann die Latenz, die der Server zwischen Abschicken zweier Antworten mindestens wartet, hier konfiguriert werden) , daraufhin schickt der Server für jeden relevanten Schritt eine Antwort zurück, bis der vollständige Pfad ausgegeben wird. Im Fall von NN ist dies für die Responsivität noch nicht entscheidend; bei länger andauernden Prozessen wie mehrschrittigen Verbesserungsalgorithmen dagegen signifikant.

5.3. Zahlen sortieren
Auf der Seite /sort-integers können ganze Zahlen eingegeben und nach einem Sortierungsalgorithmus der Wahl (aktuell implementiert sind Bubble Sort, Insertion Sort, Selection Sort, Quick Sort und Merge Sort) aufsteigend sortiert werden. Dabei wird bei jedem durch den Server ausgeführten algorithmischen Schritt – etwa Vergleich zweier Werte, Vertauschen oder Einstufen als bereits sortiert – die Liste samt der aktuell ausgeführten Schritte zurückgegeben. Dabei kann die Liste neben der üblichen Darstellung ihrer Elemente auch in einem Balkendiagramm dargestellt werden. Abb. 9 zeigt ein solches Diagramm, das Quick Sort angewandt auf die ersten sechzehn Zahlen der OEIS-Sequenz A107833[73, 77] darstellt.
5.4. Vektoren sortieren
Die Seite /sort-vectors ermöglicht die Sortierung einer Liste von Vektoren beliebiger Dimension. Nach Festlegen einer Dimension können Vektoren hinzugefügt, ihre Komponenten modifiziert und anschließend mittels PathAlgorithms ein Pfad erzeugt werden. Da jede andere Seite ebenfalls n-dimensionale Objekte sortiert, die als Vektoren repräsentiert werden können, enthalten sie eine Weiterleitung auf diese Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter (force-directed) Graph-Layout-Algorithmus implementiert. Dieser enthält ein Partikelsystem, sodass jeder Vektor durch ein Partikel repräsentiert wird, auf welches physikalische Kräfte wirken. Dabei existiert zwischen jedem Paar von Vektoren eine Feder mit einer Ruhelänge der durch die gewählte Metrik gegebenen Distanz, sodass analog zum Hookeschen Gesetz[21] Kräfte auf die betroffenen Partikel wirken. So approximiert die euklidische Distanz zwischen den sehbaren Punkten die genannte Distanz zwischen den Vektoren und skaliert damit mehrdimensional. Im zweidimensionalen euklidischen Fall konvergiert der Graph bis auf Rotation, Skalierung und Spiegelung dabei zu den tatsächlichen Punkten. Durch einen einstellbaren Parameter der Initialgeschwindigkeit kann zwischen einer zeitintensiveren, genaueren Darstellung und einer schnelleren und damit ungenaueren Konvergenz gewählt werden.

5.5. Orte sortieren
Die Probleme des bilokal sesshaften, polylokal handelnden Händlers, der drohnenbasierten Paketzustellung sowie der optimalen U-Bahn-Strecke werden durch die Seite /sort-places lösbar. Dabei zeigt eine interaktive auf der Basis von Leaflet[2] und über OpenStreetMap[22] auch der Mercator-Projektion entwickelte Karte die Punkte sowie den Pfad an.

Als Beispiel wurden für Abb. 10 die Landeshauptstädte der Bundesländer Deutschlands ausgewählt, zwischen denen z.B. ein Paketdienst verkehren soll. Dazu wurden ihre geographischen Koordinaten auf der Website eingegeben und im Anschluss mittels ILP (Abschnitt 4.3.5) der kürzeste Pfad konstruiert. In diesem Fall beginnt die Strecke in Düsseldorf und endet in Dresden. Eine möglichst effizient entworfene Eisenbahnlinie mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den genannten Start- und Zielpunkt nutzen.

5.6. Farben sortieren
Im Alltag gibt es viele Dinge, die nach Farben sortiert werden können – während Bücher zumeist alphabetisch oder nach Kategorien sortiert werden sollten, ist dies bei Malstiften jeglicher Art, farblicher Dekoration und womöglich auch Kleidung anders. Hier ergibt eine Farbsortierung Sinn, und die meisten Menschen haben eine intuitive Vorstellung davon, was das bedeutet: ähnliche Farben gehören nah zueinander und unterschiedliche auseinander – es scheint also eine quantifizierbare intuitive Distanz zwischen zwei Farben zu geben. Während Ästhetik subjektiv bleibt und daher nicht die ästhetischste Liste für jeden existieren kann, treffe ich die Annahme, dass die Kettensortierung einer Liste am ästhetischsten ist, da sie Farbunterschiede minimiert.

Menschen sind Trichromaten[16, 44], was bedeutet, dass sie drei verschiedene Arten von Zapfen besitzen, die jeweils für eine bestimmte Wellenlängenreichweite des sichtbaren Lichts empfindlich sind, dessen Intensität messen und die Information ans Gehirn weiterleiten. Abb. 11 zeigt ein Diagramm der Empfindlichkeit abhängig von der Wellenlänge. Im Gegensatz zu Fischen mit vier[17] und Hunden mit zwei[63] braucht es beim Menschen folglich drei Dimensionen, um jede Farbe verlustfrei repräsentieren zu können.
5.6.1. Farbräume
Dabei gibt es eine Vielzahl an Farbräumen[46, 79], die allesamt Farben als dreidimensionale Vektoren[23] enkodieren. Der womöglich bekannteste[6] ist sRGB, der eine Rot-, eine Grün- und eine Blau-Komponente enthält (und der in Abschnitt 4 bereits genutzt wurde, um Vektoren zu illustrieren). Daraus setzt sich jede auf einem Computerbildschirm darstellbare Farbe zusammen: jeder Pixel besteht aus drei Subpixeln, die jeweils R, G oder B in einer bestimmten Intensität anzeigen. Zur Auswahl von Farben eignet sich HSV[78] dagegen besser[25] – hier repräsentieren die Komponenten eines Vektors den Buntton (Hue), die Sättigung der Farbe sowie die Helligkeit (Value). Dieses Farbmodell deckt ebenfalls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben nach ihrem Aussehen in der realen Welt zu vergleichen – in sRGB sind die Farben

⃗𝑐𝑐1 ≔
und

⃗𝑐𝑐2 ≔
genauso weit entfernt wie

⃗𝑐𝑐3 ≔
und

⃗𝑐𝑐4 ≔
, obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuelle OKLAB-Farbsystem[64] entwickelt. Perzeptuell bedeutet zum Zwecke dieser Arbeit, dass die euklische Distanz zwischen zwei OKLAB-Farbwerten den wahrgenommenen Abstand modelliert, und dass Eigenschaften wie Buntton, Sättigung und Helligkeit experimentellen Daten eher entsprechen[54]. LAB bezieht sich darauf, dass das Farbsystem Farben als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, repräsentiert. In diesem Farbsystem beträgt
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𝑝𝑝′
in jedem Fall weiterverfahren, ansonsten beträgt die Wahrscheinlichkeit dafür
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, sinkt also kontinuierlich mit der Temperatur.

𝑡𝑡
wird nun arithmetisch um eine Konstante

𝑘𝑘
verringert, je nach gewünschter Konvergenzgeschwindigkeit – für den Fall der Farbsortierung von

𝑛𝑛 ∈ [10, 50]
hat sich der Bereich um

𝑘𝑘 ≈ 10−10

bewährt, sodass 10 Millionen Iterationen stattfinden – mit

𝑡𝑡 → 0
findet kein Tausch mehr statt und der Algorithmus wird abgebrochen.

5. Webanwendung
Was nützen die besten Algorithmen, wenn sie nicht auf Daten aus der realen Welt angewandt werden können? Um dies und vieles mehr zu ermöglichen, habe ich eine interaktive Webanwendung entwickelt, die genutzt werden kann, um mehrdimensionale Daten verschiedener Kategorien zu sortieren. Im folgenden Abschnitt werden dabei zunächst die verwendeten Technologien grundlegend erklärt, bevor auf die einzelnen Unterseiten eingegangen wird. Dabei sticht der Abschnitt zur Sortierung von Farben hervor, da dieser meine ursprüngliche Fragestellung beantwortet: Wie können algorithmisch Bücher ästhetisch nach ihrer Farbe sortiert werden?
5.1. Grundlagen und Open-Source-Implementierung
Der Quelltext der gesamten Anwendung ist frei und unter der GNU GPL v3[80] veröffentlicht. Über GitHub ist der des Frontends unter [14]; der des Backends unter [13] zu erreichen.
5.1.1. Frontend
Das Frontend der Anwendung habe ich in Svelte[38] und TypeScript[11, 40] geschrieben; es verwaltet mittels SvelteKit[39] die Unterseiten. Dabei erfolgt die Modellierung nach dem Component-Prinzip – individuelle Components verwalten dabei sowohl einen Zustand als auch die dazugehörigen (reaktiven) DOM-Elemente. So existiert etwa ein PathProperties-Component, welches die Eigenschaften eines Pfades (wie Länge, Kettenlänge und Kettensortiertheit) anzeigt und selbst akquiriert, und analog ein PathAlgorithms-Component, das das Ausführen von Konstruktions- und Verbesserungsalgorithmen über die Serververbindung ermöglicht.

5.1.2. Backend
Um maximale (zeitliche) Effizienz der Algorithmen sowie Speicher- und Typensicherheit zu gewährleisten, habe ich mich dafür entschieden, für das Backend der Anwendung die Programmiersprache Rust[43, 59] zu nutzen. Ein Pfadkonstruktionsalgorithmus ist dabei beispielsweise eine Funktion fn(PathCreateContext) -> Path, wobei Path ein Typ ist, der eine Liste als Pfad repräsentiert und PathCreateContext als struct PathCreateContext { action: ActionContext, dim: u8, points: Points, metric: Metric } definiert ist.

Code 1 zeigt eine Implementierung von NN in Rust. Dabei wird an einen Pfad (wie in Abschnitt 4.3.3 beschrieben) stets der nächste nicht besuchte Nachbar angehängt. In der aktuellen Version wird dagegen stets die Adjazenzmatrix (siehe Tabelle 4) vollständig berechnet. Dies sorgt zwar (bei Dimension

𝑑𝑑
und Listenlänge

𝑛𝑛
) für

Ω(𝑑𝑑 ⋅ 𝑛𝑛2)
, doch

𝑑𝑑(𝑎𝑎, 𝑏𝑏) ∈ 𝒪𝒪(1)
statt

𝒪𝒪(𝑑𝑑)
(konstanter Aufruf der Lookup-Tabelle[29, 85]) überwiegt zumeist.

5.2. Server-Client-Kommunikation
In bisherigen Projekten (wie [12]) nutzte ich das HTTP-Protokoll, um mit dem Server zu kommunizieren. Dieses zeichnet sich durch ein Request-Response-Schema aus, bei dem auf eine Anfrage (Request) des Clients genau eine Antwort (Response) des Servers erfolgen soll, die idealerweise nur auf den Daten der Anfrage beruht.

Während einige Methoden entwickelt wurden, um diese Einschränkungen aufzuheben oder ihre negativen Auswirkungen zu mindern (dazu zählt das wiederholte Anfragen einer Ressource vom Server oder das in HTTP/2 implementierte Server Push-Verfahren[91]; während erstere negative Auswirkungen auf die Performanz der Anwendung hat, ist zweitere nicht universell nutzbar und keine Alternative für den gewählten Servertyp), eignet sich für diese derartig dynamische Anwendung, bei der eine einzige Anfrage hunderte Status-Antworten zur Folge haben sollte, um Responsivität zu gewährleisten, eher ein anderes in Webbrowsern mittlerweile universell implementiertes Protokoll: das Websocket-Protokoll[30]. Dieses baut auf einem dauerhaft aktiven TCP-Server auf und ermöglicht so bidirektionale zustandsbehaftete Kommunikation.

Server und Client tauschen JSON-Dokumente aus, die auf der Backend-Seite in Rust mithilfe von serde[84] und auf der Frontend-Seite in TypeScript mithilfe von zod[61] typensicher deserialisiert werden. In Code 2 wird gezeigt, wie eine solche Kommunikation aussehen kann: zunächst fragt der Client die Erstellung eines Pfads an und übergibt die gewünschte Konstruktionsmethode und Minimallatenz (Falls der Server zu viele Antworten in zu kurzer Zeit verschickt, kann dies zu Unresponsivität des Clients und einem potenziellen Speicherleck führen – aus diesem Grund kann die Latenz, die der Server zwischen Abschicken zweier Antworten mindestens wartet, hier konfiguriert werden) , daraufhin schickt der Server für jeden relevanten Schritt eine Antwort zurück, bis der vollständige Pfad ausgegeben wird. Im Fall von NN ist dies für die Responsivität noch nicht entscheidend; bei länger andauernden Prozessen wie mehrschrittigen Verbesserungsalgorithmen dagegen signifikant.

5.3. Zahlen sortieren
Auf der Seite /sort-integers können ganze Zahlen eingegeben und nach einem Sortierungsalgorithmus der Wahl (aktuell implementiert sind Bubble Sort, Insertion Sort, Selection Sort, Quick Sort und Merge Sort) aufsteigend sortiert werden. Dabei wird bei jedem durch den Server ausgeführten algorithmischen Schritt – etwa Vergleich zweier Werte, Vertauschen oder Einstufen als bereits sortiert – die Liste samt der aktuell ausgeführten Schritte zurückgegeben. Dabei kann die Liste neben der üblichen Darstellung ihrer Elemente auch in einem Balkendiagramm dargestellt werden. Abb. 9 zeigt ein solches Diagramm, das Quick Sort angewandt auf die ersten sechzehn Zahlen der OEIS-Sequenz A107833[73, 77] darstellt.
5.4. Vektoren sortieren
Die Seite /sort-vectors ermöglicht die Sortierung einer Liste von Vektoren beliebiger Dimension. Nach Festlegen einer Dimension können Vektoren hinzugefügt, ihre Komponenten modifiziert und anschließend mittels PathAlgorithms ein Pfad erzeugt werden. Da jede andere Seite ebenfalls n-dimensionale Objekte sortiert, die als Vektoren repräsentiert werden können, enthalten sie eine Weiterleitung auf diese Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter (force-directed) Graph-Layout-Algorithmus implementiert. Dieser enthält ein Partikelsystem, sodass jeder Vektor durch ein Partikel repräsentiert wird, auf welches physikalische Kräfte wirken. Dabei existiert zwischen jedem Paar von Vektoren eine Feder mit einer Ruhelänge der durch die gewählte Metrik gegebenen Distanz, sodass analog zum Hookeschen Gesetz[21] Kräfte auf die betroffenen Partikel wirken. So approximiert die euklidische Distanz zwischen den sehbaren Punkten die genannte Distanz zwischen den Vektoren und skaliert damit mehrdimensional. Im zweidimensionalen euklidischen Fall konvergiert der Graph bis auf Rotation, Skalierung und Spiegelung dabei zu den tatsächlichen Punkten. Durch einen einstellbaren Parameter der Initialgeschwindigkeit kann zwischen einer zeitintensiveren, genaueren Darstellung und einer schnelleren und damit ungenaueren Konvergenz gewählt werden.

5.5. Orte sortieren
Die Probleme des bilokal sesshaften, polylokal handelnden Händlers, der drohnenbasierten Paketzustellung sowie der optimalen U-Bahn-Strecke werden durch die Seite /sort-places lösbar. Dabei zeigt eine interaktive auf der Basis von Leaflet[2] und über OpenStreetMap[22] auch der Mercator-Projektion entwickelte Karte die Punkte sowie den Pfad an.

Als Beispiel wurden für Abb. 10 die Landeshauptstädte der Bundesländer Deutschlands ausgewählt, zwischen denen z.B. ein Paketdienst verkehren soll. Dazu wurden ihre geographischen Koordinaten auf der Website eingegeben und im Anschluss mittels ILP (Abschnitt 4.3.5) der kürzeste Pfad konstruiert. In diesem Fall beginnt die Strecke in Düsseldorf und endet in Dresden. Eine möglichst effizient entworfene Eisenbahnlinie mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den genannten Start- und Zielpunkt nutzen.

5.6. Farben sortieren
Im Alltag gibt es viele Dinge, die nach Farben sortiert werden können – während Bücher zumeist alphabetisch oder nach Kategorien sortiert werden sollten, ist dies bei Malstiften jeglicher Art, farblicher Dekoration und womöglich auch Kleidung anders. Hier ergibt eine Farbsortierung Sinn, und die meisten Menschen haben eine intuitive Vorstellung davon, was das bedeutet: ähnliche Farben gehören nah zueinander und unterschiedliche auseinander – es scheint also eine quantifizierbare intuitive Distanz zwischen zwei Farben zu geben. Während Ästhetik subjektiv bleibt und daher nicht die ästhetischste Liste für jeden existieren kann, treffe ich die Annahme, dass die Kettensortierung einer Liste am ästhetischsten ist, da sie Farbunterschiede minimiert.

Menschen sind Trichromaten[16, 44], was bedeutet, dass sie drei verschiedene Arten von Zapfen besitzen, die jeweils für eine bestimmte Wellenlängenreichweite des sichtbaren Lichts empfindlich sind, dessen Intensität messen und die Information ans Gehirn weiterleiten. Abb. 11 zeigt ein Diagramm der Empfindlichkeit abhängig von der Wellenlänge. Im Gegensatz zu Fischen mit vier[17] und Hunden mit zwei[63] braucht es beim Menschen folglich drei Dimensionen, um jede Farbe verlustfrei repräsentieren zu können.
5.6.1. Farbräume
Dabei gibt es eine Vielzahl an Farbräumen[46, 79], die allesamt Farben als dreidimensionale Vektoren[23] enkodieren. Der womöglich bekannteste[6] ist sRGB, der eine Rot-, eine Grün- und eine Blau-Komponente enthält (und der in Abschnitt 4 bereits genutzt wurde, um Vektoren zu illustrieren). Daraus setzt sich jede auf einem Computerbildschirm darstellbare Farbe zusammen: jeder Pixel besteht aus drei Subpixeln, die jeweils R, G oder B in einer bestimmten Intensität anzeigen. Zur Auswahl von Farben eignet sich HSV[78] dagegen besser[25] – hier repräsentieren die Komponenten eines Vektors den Buntton (Hue), die Sättigung der Farbe sowie die Helligkeit (Value). Dieses Farbmodell deckt ebenfalls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben nach ihrem Aussehen in der realen Welt zu vergleichen – in sRGB sind die Farben
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⃗𝑐𝑐2 ≔
genauso weit entfernt wie

⃗𝑐𝑐3 ≔
und

⃗𝑐𝑐4 ≔
, obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuelle OKLAB-Farbsystem[64] entwickelt. Perzeptuell bedeutet zum Zwecke dieser Arbeit, dass die euklische Distanz zwischen zwei OKLAB-Farbwerten den wahrgenommenen Abstand modelliert, und dass Eigenschaften wie Buntton, Sättigung und Helligkeit experimentellen Daten eher entsprechen[54]. LAB bezieht sich darauf, dass das Farbsystem Farben als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, repräsentiert. In diesem Farbsystem beträgt
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bewährt, sodass 10 Millionen Iterationen stattfinden – mit

𝑡𝑡 → 0
findet kein Tausch mehr statt und der Algorithmus wird abgebrochen.

5. Webanwendung
Was nützen die besten Algorithmen, wenn sie nicht auf Daten aus der realen Welt angewandt werden können? Um dies und vieles mehr zu ermöglichen, habe ich eine interaktive Webanwendung entwickelt, die genutzt werden kann, um mehrdimensionale Daten verschiedener Kategorien zu sortieren. Im folgenden Abschnitt werden dabei zunächst die verwendeten Technologien grundlegend erklärt, bevor auf die einzelnen Unterseiten eingegangen wird. Dabei sticht der Abschnitt zur Sortierung von Farben hervor, da dieser meine ursprüngliche Fragestellung beantwortet: Wie können algorithmisch Bücher ästhetisch nach ihrer Farbe sortiert werden?
5.1. Grundlagen und Open-Source-Implementierung
Der Quelltext der gesamten Anwendung ist frei und unter der GNU GPL v3[80] veröffentlicht. Über GitHub ist der des Frontends unter [14]; der des Backends unter [13] zu erreichen.
5.1.1. Frontend
Das Frontend der Anwendung habe ich in Svelte[38] und TypeScript[11, 40] geschrieben; es verwaltet mittels SvelteKit[39] die Unterseiten. Dabei erfolgt die Modellierung nach dem Component-Prinzip – individuelle Components verwalten dabei sowohl einen Zustand als auch die dazugehörigen (reaktiven) DOM-Elemente. So existiert etwa ein PathProperties-Component, welches die Eigenschaften eines Pfades (wie Länge, Kettenlänge und Kettensortiertheit) anzeigt und selbst akquiriert, und analog ein PathAlgorithms-Component, das das Ausführen von Konstruktions- und Verbesserungsalgorithmen über die Serververbindung ermöglicht.

5.1.2. Backend
Um maximale (zeitliche) Effizienz der Algorithmen sowie Speicher- und Typensicherheit zu gewährleisten, habe ich mich dafür entschieden, für das Backend der Anwendung die Programmiersprache Rust[43, 59] zu nutzen. Ein Pfadkonstruktionsalgorithmus ist dabei beispielsweise eine Funktion fn(PathCreateContext) -> Path, wobei Path ein Typ ist, der eine Liste als Pfad repräsentiert und PathCreateContext als struct PathCreateContext { action: ActionContext, dim: u8, points: Points, metric: Metric } definiert ist.

Code 1 zeigt eine Implementierung von NN in Rust. Dabei wird an einen Pfad (wie in Abschnitt 4.3.3 beschrieben) stets der nächste nicht besuchte Nachbar angehängt. In der aktuellen Version wird dagegen stets die Adjazenzmatrix (siehe Tabelle 4) vollständig berechnet. Dies sorgt zwar (bei Dimension

𝑑𝑑
und Listenlänge

𝑛𝑛
) für

Ω(𝑑𝑑 ⋅ 𝑛𝑛2)
, doch

𝑑𝑑(𝑎𝑎, 𝑏𝑏) ∈ 𝒪𝒪(1)
statt

𝒪𝒪(𝑑𝑑)
(konstanter Aufruf der Lookup-Tabelle[29, 85]) überwiegt zumeist.

5.2. Server-Client-Kommunikation
In bisherigen Projekten (wie [12]) nutzte ich das HTTP-Protokoll, um mit dem Server zu kommunizieren. Dieses zeichnet sich durch ein Request-Response-Schema aus, bei dem auf eine Anfrage (Request) des Clients genau eine Antwort (Response) des Servers erfolgen soll, die idealerweise nur auf den Daten der Anfrage beruht.

Während einige Methoden entwickelt wurden, um diese Einschränkungen aufzuheben oder ihre negativen Auswirkungen zu mindern (dazu zählt das wiederholte Anfragen einer Ressource vom Server oder das in HTTP/2 implementierte Server Push-Verfahren[91]; während erstere negative Auswirkungen auf die Performanz der Anwendung hat, ist zweitere nicht universell nutzbar und keine Alternative für den gewählten Servertyp), eignet sich für diese derartig dynamische Anwendung, bei der eine einzige Anfrage hunderte Status-Antworten zur Folge haben sollte, um Responsivität zu gewährleisten, eher ein anderes in Webbrowsern mittlerweile universell implementiertes Protokoll: das Websocket-Protokoll[30]. Dieses baut auf einem dauerhaft aktiven TCP-Server auf und ermöglicht so bidirektionale zustandsbehaftete Kommunikation.

Server und Client tauschen JSON-Dokumente aus, die auf der Backend-Seite in Rust mithilfe von serde[84] und auf der Frontend-Seite in TypeScript mithilfe von zod[61] typensicher deserialisiert werden. In Code 2 wird gezeigt, wie eine solche Kommunikation aussehen kann: zunächst fragt der Client die Erstellung eines Pfads an und übergibt die gewünschte Konstruktionsmethode und Minimallatenz (Falls der Server zu viele Antworten in zu kurzer Zeit verschickt, kann dies zu Unresponsivität des Clients und einem potenziellen Speicherleck führen – aus diesem Grund kann die Latenz, die der Server zwischen Abschicken zweier Antworten mindestens wartet, hier konfiguriert werden) , daraufhin schickt der Server für jeden relevanten Schritt eine Antwort zurück, bis der vollständige Pfad ausgegeben wird. Im Fall von NN ist dies für die Responsivität noch nicht entscheidend; bei länger andauernden Prozessen wie mehrschrittigen Verbesserungsalgorithmen dagegen signifikant.

5.3. Zahlen sortieren
Auf der Seite /sort-integers können ganze Zahlen eingegeben und nach einem Sortierungsalgorithmus der Wahl (aktuell implementiert sind Bubble Sort, Insertion Sort, Selection Sort, Quick Sort und Merge Sort) aufsteigend sortiert werden. Dabei wird bei jedem durch den Server ausgeführten algorithmischen Schritt – etwa Vergleich zweier Werte, Vertauschen oder Einstufen als bereits sortiert – die Liste samt der aktuell ausgeführten Schritte zurückgegeben. Dabei kann die Liste neben der üblichen Darstellung ihrer Elemente auch in einem Balkendiagramm dargestellt werden. Abb. 9 zeigt ein solches Diagramm, das Quick Sort angewandt auf die ersten sechzehn Zahlen der OEIS-Sequenz A107833[73, 77] darstellt.
5.4. Vektoren sortieren
Die Seite /sort-vectors ermöglicht die Sortierung einer Liste von Vektoren beliebiger Dimension. Nach Festlegen einer Dimension können Vektoren hinzugefügt, ihre Komponenten modifiziert und anschließend mittels PathAlgorithms ein Pfad erzeugt werden. Da jede andere Seite ebenfalls n-dimensionale Objekte sortiert, die als Vektoren repräsentiert werden können, enthalten sie eine Weiterleitung auf diese Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter (force-directed) Graph-Layout-Algorithmus implementiert. Dieser enthält ein Partikelsystem, sodass jeder Vektor durch ein Partikel repräsentiert wird, auf welches physikalische Kräfte wirken. Dabei existiert zwischen jedem Paar von Vektoren eine Feder mit einer Ruhelänge der durch die gewählte Metrik gegebenen Distanz, sodass analog zum Hookeschen Gesetz[21] Kräfte auf die betroffenen Partikel wirken. So approximiert die euklidische Distanz zwischen den sehbaren Punkten die genannte Distanz zwischen den Vektoren und skaliert damit mehrdimensional. Im zweidimensionalen euklidischen Fall konvergiert der Graph bis auf Rotation, Skalierung und Spiegelung dabei zu den tatsächlichen Punkten. Durch einen einstellbaren Parameter der Initialgeschwindigkeit kann zwischen einer zeitintensiveren, genaueren Darstellung und einer schnelleren und damit ungenaueren Konvergenz gewählt werden.

5.5. Orte sortieren
Die Probleme des bilokal sesshaften, polylokal handelnden Händlers, der drohnenbasierten Paketzustellung sowie der optimalen U-Bahn-Strecke werden durch die Seite /sort-places lösbar. Dabei zeigt eine interaktive auf der Basis von Leaflet[2] und über OpenStreetMap[22] auch der Mercator-Projektion entwickelte Karte die Punkte sowie den Pfad an.

Als Beispiel wurden für Abb. 10 die Landeshauptstädte der Bundesländer Deutschlands ausgewählt, zwischen denen z.B. ein Paketdienst verkehren soll. Dazu wurden ihre geographischen Koordinaten auf der Website eingegeben und im Anschluss mittels ILP (Abschnitt 4.3.5) der kürzeste Pfad konstruiert. In diesem Fall beginnt die Strecke in Düsseldorf und endet in Dresden. Eine möglichst effizient entworfene Eisenbahnlinie mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den genannten Start- und Zielpunkt nutzen.

5.6. Farben sortieren
Im Alltag gibt es viele Dinge, die nach Farben sortiert werden können – während Bücher zumeist alphabetisch oder nach Kategorien sortiert werden sollten, ist dies bei Malstiften jeglicher Art, farblicher Dekoration und womöglich auch Kleidung anders. Hier ergibt eine Farbsortierung Sinn, und die meisten Menschen haben eine intuitive Vorstellung davon, was das bedeutet: ähnliche Farben gehören nah zueinander und unterschiedliche auseinander – es scheint also eine quantifizierbare intuitive Distanz zwischen zwei Farben zu geben. Während Ästhetik subjektiv bleibt und daher nicht die ästhetischste Liste für jeden existieren kann, treffe ich die Annahme, dass die Kettensortierung einer Liste am ästhetischsten ist, da sie Farbunterschiede minimiert.

Menschen sind Trichromaten[16, 44], was bedeutet, dass sie drei verschiedene Arten von Zapfen besitzen, die jeweils für eine bestimmte Wellenlängenreichweite des sichtbaren Lichts empfindlich sind, dessen Intensität messen und die Information ans Gehirn weiterleiten. Abb. 11 zeigt ein Diagramm der Empfindlichkeit abhängig von der Wellenlänge. Im Gegensatz zu Fischen mit vier[17] und Hunden mit zwei[63] braucht es beim Menschen folglich drei Dimensionen, um jede Farbe verlustfrei repräsentieren zu können.
5.6.1. Farbräume
Dabei gibt es eine Vielzahl an Farbräumen[46, 79], die allesamt Farben als dreidimensionale Vektoren[23] enkodieren. Der womöglich bekannteste[6] ist sRGB, der eine Rot-, eine Grün- und eine Blau-Komponente enthält (und der in Abschnitt 4 bereits genutzt wurde, um Vektoren zu illustrieren). Daraus setzt sich jede auf einem Computerbildschirm darstellbare Farbe zusammen: jeder Pixel besteht aus drei Subpixeln, die jeweils R, G oder B in einer bestimmten Intensität anzeigen. Zur Auswahl von Farben eignet sich HSV[78] dagegen besser[25] – hier repräsentieren die Komponenten eines Vektors den Buntton (Hue), die Sättigung der Farbe sowie die Helligkeit (Value). Dieses Farbmodell deckt ebenfalls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben nach ihrem Aussehen in der realen Welt zu vergleichen – in sRGB sind die Farben

⃗𝑐𝑐1 ≔
und

⃗𝑐𝑐2 ≔
genauso weit entfernt wie

⃗𝑐𝑐3 ≔
und

⃗𝑐𝑐4 ≔
, obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuelle OKLAB-Farbsystem[64] entwickelt. Perzeptuell bedeutet zum Zwecke dieser Arbeit, dass die euklische Distanz zwischen zwei OKLAB-Farbwerten den wahrgenommenen Abstand modelliert, und dass Eigenschaften wie Buntton, Sättigung und Helligkeit experimentellen Daten eher entsprechen[54]. LAB bezieht sich darauf, dass das Farbsystem Farben als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, repräsentiert. In diesem Farbsystem beträgt
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, sinkt also kontinuierlich mit der Temperatur.

𝑡𝑡
wird nun arithmetisch um eine Konstante

𝑘𝑘
verringert, je nach gewünschter Konvergenzgeschwindigkeit – für den Fall der Farbsortierung von

𝑛𝑛 ∈ [10, 50]
hat sich der Bereich um

𝑘𝑘 ≈ 10−10

bewährt, sodass 10 Millionen Iterationen stattfinden – mit

𝑡𝑡 → 0
findet kein Tausch mehr statt und der Algorithmus wird abgebrochen.

5. Webanwendung
Was nützen die besten Algorithmen, wenn sie nicht auf Daten aus der realen Welt angewandt werden können? Um dies und vieles mehr zu ermöglichen, habe ich eine interaktive Webanwendung entwickelt, die genutzt werden kann, um mehrdimensionale Daten verschiedener Kategorien zu sortieren. Im folgenden Abschnitt werden dabei zunächst die verwendeten Technologien grundlegend erklärt, bevor auf die einzelnen Unterseiten eingegangen wird. Dabei sticht der Abschnitt zur Sortierung von Farben hervor, da dieser meine ursprüngliche Fragestellung beantwortet: Wie können algorithmisch Bücher ästhetisch nach ihrer Farbe sortiert werden?
5.1. Grundlagen und Open-Source-Implementierung
Der Quelltext der gesamten Anwendung ist frei und unter der GNU GPL v3[80] veröffentlicht. Über GitHub ist der des Frontends unter [14]; der des Backends unter [13] zu erreichen.
5.1.1. Frontend
Das Frontend der Anwendung habe ich in Svelte[38] und TypeScript[11, 40] geschrieben; es verwaltet mittels SvelteKit[39] die Unterseiten. Dabei erfolgt die Modellierung nach dem Component-Prinzip – individuelle Components verwalten dabei sowohl einen Zustand als auch die dazugehörigen (reaktiven) DOM-Elemente. So existiert etwa ein PathProperties-Component, welches die Eigenschaften eines Pfades (wie Länge, Kettenlänge und Kettensortiertheit) anzeigt und selbst akquiriert, und analog ein PathAlgorithms-Component, das das Ausführen von Konstruktions- und Verbesserungsalgorithmen über die Serververbindung ermöglicht.

5.1.2. Backend
Um maximale (zeitliche) Effizienz der Algorithmen sowie Speicher- und Typensicherheit zu gewährleisten, habe ich mich dafür entschieden, für das Backend der Anwendung die Programmiersprache Rust[43, 59] zu nutzen. Ein Pfadkonstruktionsalgorithmus ist dabei beispielsweise eine Funktion fn(PathCreateContext) -> Path, wobei Path ein Typ ist, der eine Liste als Pfad repräsentiert und PathCreateContext als struct PathCreateContext { action: ActionContext, dim: u8, points: Points, metric: Metric } definiert ist.

Code 1 zeigt eine Implementierung von NN in Rust. Dabei wird an einen Pfad (wie in Abschnitt 4.3.3 beschrieben) stets der nächste nicht besuchte Nachbar angehängt. In der aktuellen Version wird dagegen stets die Adjazenzmatrix (siehe Tabelle 4) vollständig berechnet. Dies sorgt zwar (bei Dimension

𝑑𝑑
und Listenlänge

𝑛𝑛
) für

Ω(𝑑𝑑 ⋅ 𝑛𝑛2)
, doch

𝑑𝑑(𝑎𝑎, 𝑏𝑏) ∈ 𝒪𝒪(1)
statt

𝒪𝒪(𝑑𝑑)
(konstanter Aufruf der Lookup-Tabelle[29, 85]) überwiegt zumeist.

5.2. Server-Client-Kommunikation
In bisherigen Projekten (wie [12]) nutzte ich das HTTP-Protokoll, um mit dem Server zu kommunizieren. Dieses zeichnet sich durch ein Request-Response-Schema aus, bei dem auf eine Anfrage (Request) des Clients genau eine Antwort (Response) des Servers erfolgen soll, die idealerweise nur auf den Daten der Anfrage beruht.

Während einige Methoden entwickelt wurden, um diese Einschränkungen aufzuheben oder ihre negativen Auswirkungen zu mindern (dazu zählt das wiederholte Anfragen einer Ressource vom Server oder das in HTTP/2 implementierte Server Push-Verfahren[91]; während erstere negative Auswirkungen auf die Performanz der Anwendung hat, ist zweitere nicht universell nutzbar und keine Alternative für den gewählten Servertyp), eignet sich für diese derartig dynamische Anwendung, bei der eine einzige Anfrage hunderte Status-Antworten zur Folge haben sollte, um Responsivität zu gewährleisten, eher ein anderes in Webbrowsern mittlerweile universell implementiertes Protokoll: das Websocket-Protokoll[30]. Dieses baut auf einem dauerhaft aktiven TCP-Server auf und ermöglicht so bidirektionale zustandsbehaftete Kommunikation.

Server und Client tauschen JSON-Dokumente aus, die auf der Backend-Seite in Rust mithilfe von serde[84] und auf der Frontend-Seite in TypeScript mithilfe von zod[61] typensicher deserialisiert werden. In Code 2 wird gezeigt, wie eine solche Kommunikation aussehen kann: zunächst fragt der Client die Erstellung eines Pfads an und übergibt die gewünschte Konstruktionsmethode und Minimallatenz (Falls der Server zu viele Antworten in zu kurzer Zeit verschickt, kann dies zu Unresponsivität des Clients und einem potenziellen Speicherleck führen – aus diesem Grund kann die Latenz, die der Server zwischen Abschicken zweier Antworten mindestens wartet, hier konfiguriert werden) , daraufhin schickt der Server für jeden relevanten Schritt eine Antwort zurück, bis der vollständige Pfad ausgegeben wird. Im Fall von NN ist dies für die Responsivität noch nicht entscheidend; bei länger andauernden Prozessen wie mehrschrittigen Verbesserungsalgorithmen dagegen signifikant.

5.3. Zahlen sortieren
Auf der Seite /sort-integers können ganze Zahlen eingegeben und nach einem Sortierungsalgorithmus der Wahl (aktuell implementiert sind Bubble Sort, Insertion Sort, Selection Sort, Quick Sort und Merge Sort) aufsteigend sortiert werden. Dabei wird bei jedem durch den Server ausgeführten algorithmischen Schritt – etwa Vergleich zweier Werte, Vertauschen oder Einstufen als bereits sortiert – die Liste samt der aktuell ausgeführten Schritte zurückgegeben. Dabei kann die Liste neben der üblichen Darstellung ihrer Elemente auch in einem Balkendiagramm dargestellt werden. Abb. 9 zeigt ein solches Diagramm, das Quick Sort angewandt auf die ersten sechzehn Zahlen der OEIS-Sequenz A107833[73, 77] darstellt.
5.4. Vektoren sortieren
Die Seite /sort-vectors ermöglicht die Sortierung einer Liste von Vektoren beliebiger Dimension. Nach Festlegen einer Dimension können Vektoren hinzugefügt, ihre Komponenten modifiziert und anschließend mittels PathAlgorithms ein Pfad erzeugt werden. Da jede andere Seite ebenfalls n-dimensionale Objekte sortiert, die als Vektoren repräsentiert werden können, enthalten sie eine Weiterleitung auf diese Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter (force-directed) Graph-Layout-Algorithmus implementiert. Dieser enthält ein Partikelsystem, sodass jeder Vektor durch ein Partikel repräsentiert wird, auf welches physikalische Kräfte wirken. Dabei existiert zwischen jedem Paar von Vektoren eine Feder mit einer Ruhelänge der durch die gewählte Metrik gegebenen Distanz, sodass analog zum Hookeschen Gesetz[21] Kräfte auf die betroffenen Partikel wirken. So approximiert die euklidische Distanz zwischen den sehbaren Punkten die genannte Distanz zwischen den Vektoren und skaliert damit mehrdimensional. Im zweidimensionalen euklidischen Fall konvergiert der Graph bis auf Rotation, Skalierung und Spiegelung dabei zu den tatsächlichen Punkten. Durch einen einstellbaren Parameter der Initialgeschwindigkeit kann zwischen einer zeitintensiveren, genaueren Darstellung und einer schnelleren und damit ungenaueren Konvergenz gewählt werden.

5.5. Orte sortieren
Die Probleme des bilokal sesshaften, polylokal handelnden Händlers, der drohnenbasierten Paketzustellung sowie der optimalen U-Bahn-Strecke werden durch die Seite /sort-places lösbar. Dabei zeigt eine interaktive auf der Basis von Leaflet[2] und über OpenStreetMap[22] auch der Mercator-Projektion entwickelte Karte die Punkte sowie den Pfad an.

Als Beispiel wurden für Abb. 10 die Landeshauptstädte der Bundesländer Deutschlands ausgewählt, zwischen denen z.B. ein Paketdienst verkehren soll. Dazu wurden ihre geographischen Koordinaten auf der Website eingegeben und im Anschluss mittels ILP (Abschnitt 4.3.5) der kürzeste Pfad konstruiert. In diesem Fall beginnt die Strecke in Düsseldorf und endet in Dresden. Eine möglichst effizient entworfene Eisenbahnlinie mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den genannten Start- und Zielpunkt nutzen.

5.6. Farben sortieren
Im Alltag gibt es viele Dinge, die nach Farben sortiert werden können – während Bücher zumeist alphabetisch oder nach Kategorien sortiert werden sollten, ist dies bei Malstiften jeglicher Art, farblicher Dekoration und womöglich auch Kleidung anders. Hier ergibt eine Farbsortierung Sinn, und die meisten Menschen haben eine intuitive Vorstellung davon, was das bedeutet: ähnliche Farben gehören nah zueinander und unterschiedliche auseinander – es scheint also eine quantifizierbare intuitive Distanz zwischen zwei Farben zu geben. Während Ästhetik subjektiv bleibt und daher nicht die ästhetischste Liste für jeden existieren kann, treffe ich die Annahme, dass die Kettensortierung einer Liste am ästhetischsten ist, da sie Farbunterschiede minimiert.

Menschen sind Trichromaten[16, 44], was bedeutet, dass sie drei verschiedene Arten von Zapfen besitzen, die jeweils für eine bestimmte Wellenlängenreichweite des sichtbaren Lichts empfindlich sind, dessen Intensität messen und die Information ans Gehirn weiterleiten. Abb. 11 zeigt ein Diagramm der Empfindlichkeit abhängig von der Wellenlänge. Im Gegensatz zu Fischen mit vier[17] und Hunden mit zwei[63] braucht es beim Menschen folglich drei Dimensionen, um jede Farbe verlustfrei repräsentieren zu können.
5.6.1. Farbräume
Dabei gibt es eine Vielzahl an Farbräumen[46, 79], die allesamt Farben als dreidimensionale Vektoren[23] enkodieren. Der womöglich bekannteste[6] ist sRGB, der eine Rot-, eine Grün- und eine Blau-Komponente enthält (und der in Abschnitt 4 bereits genutzt wurde, um Vektoren zu illustrieren). Daraus setzt sich jede auf einem Computerbildschirm darstellbare Farbe zusammen: jeder Pixel besteht aus drei Subpixeln, die jeweils R, G oder B in einer bestimmten Intensität anzeigen. Zur Auswahl von Farben eignet sich HSV[78] dagegen besser[25] – hier repräsentieren die Komponenten eines Vektors den Buntton (Hue), die Sättigung der Farbe sowie die Helligkeit (Value). Dieses Farbmodell deckt ebenfalls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben nach ihrem Aussehen in der realen Welt zu vergleichen – in sRGB sind die Farben

⃗𝑐𝑐1 ≔
und

⃗𝑐𝑐2 ≔
genauso weit entfernt wie

⃗𝑐𝑐3 ≔
und

⃗𝑐𝑐4 ≔
, obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuelle OKLAB-Farbsystem[64] entwickelt. Perzeptuell bedeutet zum Zwecke dieser Arbeit, dass die euklische Distanz zwischen zwei OKLAB-Farbwerten den wahrgenommenen Abstand modelliert, und dass Eigenschaften wie Buntton, Sättigung und Helligkeit experimentellen Daten eher entsprechen[54]. LAB bezieht sich darauf, dass das Farbsystem Farben als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, repräsentiert. In diesem Farbsystem beträgt
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obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuel-
le OKLAB-Farbsystem [66] entwickelt. Perzeptuell bedeutet 

Als Beispiel wurden für Abb. 17 die Landeshauptstädte der 
Bundesländer Deutschlands ausgewählt, zwischen denen z. B. 
ein Paketdienst verkehren soll. Dazu wurden ihre geographi-
schen Koordinaten auf der Website eingegeben und im An-
schluss mittels ILP (Kap. 4.3.5) der kürzeste Pfad konstruiert. 
In diesem Fall beginnt die Strecke in Düsseldorf und endet in 
Dresden. Eine möglichst effizient entworfene Eisenbahnlinie 
mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den 
genannten Start- und Zielpunkt nutzen.

5.6	 Farben sortieren 

Im Alltag gibt es viele Dinge, die nach Farben sortiert werden 
können – während Bücher zumeist alphabetisch oder nach 
Kategorien sortiert werden sollten, ist dies bei Malstiften jeg-
licher Art, farblicher Dekoration und womöglich auch Klei-
dung anders. Hier ergibt eine Farbsortierung Sinn, und die 
meisten Menschen haben eine intuitive Vorstellung davon, 
was das bedeutet: Ähnliche Farben gehören nah zueinander 
und unterschiedliche auseinander – es scheint also eine quan-
tifizierbare intuitive Distanz zwischen zwei Farben zu geben. 
Während Ästhetik subjektiv bleibt und daher nicht die ästhe-
tischste Liste für jeden existieren kann, treffe ich die Annah-
me, dass die Kettensortierung einer Liste am ästhetischsten 
ist, da sie Farbunterschiede minimiert.

Menschen sind Trichromaten [18], [46], was bedeutet, dass 
sie drei verschiedene Arten von Augenzapfen besitzen, die je-
weils für eine bestimmte Wellenlängenreichweite des sichtba-
ren Lichts empfindlich sind, dessen Intensität messen und die 
Information ans Gehirn weiterleiten. Abb. 18 zeigt ein Dia-
gramm der Empfindlichkeit abhängig von der Wellenlänge. 
Im Gegensatz zu Fischen mit vier [19] und Hunden mit zwei 
[65] braucht es beim Menschen folglich drei Dimensionen, 
um jede Farbe verlustfrei repräsentieren zu können.

Server und Client tauschen JSON-Dokumente aus, die auf der Backend-Seite in Rust mithilfe von serde[86] und auf der Frontend-Seite in TypeScript mithilfe von zod[63] typensicher deserialisiert werden. In Abb. 15 wird gezeigt, wie eine solche Kommunikation aussehen kann: zunächst fragt der Client die Erstellung eines Pfads an und übergibt die gewünschte Konstruktionsmethode und Minimallatenz (Falls der Server zu viele Antworten in zu kurzer Zeit verschickt, kann dies zu Unresponsivität des Clients und einem potenziellen Speicherleck führen – aus diesem Grund kann die Latenz, die der Server zwischen Abschicken zweier Antworten mindestens wartet, hier konfiguriert werden) , daraufhin schickt der Server für jeden relevanten Schritt eine Antwort zurück, bis der vollständige Pfad ausgegeben wird. Im Fall von NN ist dies für die Responsivität noch nicht entscheidend; bei länger andauernden Prozessen wie mehrschrittigen Verbesserungsalgorithmen dagegen signifikant.

5.3. Zahlen sortieren
Auf der Seite /sort-integers können ganze Zahlen eingegeben und nach einem Sortierungsalgorithmus der Wahl (aktuell implementiert sind Bubble Sort, Insertion Sort, Selection Sort, Quick Sort und Merge Sort) aufsteigend sortiert werden. Dabei wird bei jedem durch den Server ausgeführten algorithmischen Schritt – etwa Vergleich zweier Werte, Vertauschen oder Einstufen als bereits sortiert – die Liste samt der aktuell ausgeführten Schritte zurückgegeben. Dabei kann die Liste neben der üblichen Darstellung ihrer Elemente auch in einem Balkendiagramm dargestellt werden. Abb. 16 zeigt ein solches Diagramm, das Quick Sort angewandt auf die ersten sechzehn Zahlen der OEIS-Sequenz A107833[75, 79] darstellt.

Abb. 16:  Quick
Sort partitioniert

die Teilliste.
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Abb. 16: Quick Sort partitioniert die Teilliste

5.4. Vektoren sortieren
Die Seite /sort-vectors ermöglicht die Sortierung einer Liste von Vektoren beliebiger Dimension. Nach Festlegen einer Dimension können Vektoren hinzugefügt, ihre Komponenten modifiziert und anschließend mittels PathAlgorithms ein Pfad erzeugt werden. Da jede andere Seite ebenfalls n-dimensionale Objekte sortiert, die als Vektoren repräsentiert werden können, enthalten sie eine Weiterleitung auf diese Seite, welche die Vektoren als URL-Parameter übergibt.

Um die Daten zu visualisieren, wurde ein kraftgerichteter (force-directed) Graph-Layout-Algorithmus implementiert. Dieser enthält ein Partikelsystem, sodass jeder Vektor durch ein Partikel repräsentiert wird, auf welches physikalische Kräfte wirken. Dabei existiert zwischen jedem Paar von Vektoren eine Feder mit einer Ruhelänge der durch die gewählte Metrik gegebenen Distanz, sodass analog zum Hookeschen Gesetz[23] Kräfte auf die betroffenen Partikel wirken. So approximiert die euklidische Distanz zwischen den sehbaren Punkten die genannte Distanz zwischen den Vektoren und skaliert damit mehrdimensional. Im zweidimensionalen euklidischen Fall konvergiert der Graph bis auf Rotation, Skalierung und Spiegelung dabei zu den tatsächlichen Punkten. Durch einen einstellbaren Parameter der Initialgeschwindigkeit kann zwischen einer zeitintensiveren, genaueren Darstellung und einer schnelleren und damit ungenaueren Konvergenz gewählt werden.

5.5. Orte sortieren
Die Probleme des bilokal sesshaften, polylokal handelnden Händlers, der drohnenbasierten Paketzustellung sowie der optimalen U-Bahn-Strecke werden durch die Seite /sort-places lösbar. Dabei zeigt eine interaktive auf der Basis von Leaflet[2] und über OpenStreetMap[24] auch der Mercator-Projektion entwickelte Karte die Punkte sowie den Pfad an.

Als Beispiel wurden für Abb. 17 die Landeshauptstädte der Bundesländer Deutschlands ausgewählt, zwischen denen z.B. ein Paketdienst verkehren soll. Dazu wurden ihre geographischen Koordinaten auf der Website eingegeben und im Anschluss mittels ILP (Abschnitt 4.3.5) der kürzeste Pfad konstruiert. In diesem Fall beginnt die Strecke in Düsseldorf und endet in Dresden. Eine möglichst effizient entworfene Eisenbahnlinie mit dem Ziel, all diese Orte zu verbinden, sollte ebenfalls den genannten Start- und Zielpunkt nutzen.

Abb. 17:  Kürzester Pfad
entlang der 16

Landeshauptstädte
Deutschlands als

Kettensortierung einer
Liste ihrer Koordinaten.
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Abb. 17: Kürzester Pfad entlang der 16 
Landeshauptstädte Deutschlands als Ketten-
sortierung einer Liste ihrer Koordinaten
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6.	 Fazit und Ausblick

In diesem Projekt ist es mir gelungen, die vergleichsbasier-
te Sortierung auf Listen ​n​-dimensionaler Daten zu generali-
sieren und im Anschluss eine Webanwendung zu entwickeln, 
mithilfe derer diese Sortierung auch in der Praxis anwend-
bar wird. 

Erstaunt war ich zunächst über die Komplexität des Problems. 
Schließlich werden vergleichsbasierte Sortierungsalgorith-
men bereits jetzt universell eingesetzt und die verschiedenen 
Ansätze sind – auch, wenn immer noch an Mikrooptimierun-
gen gefeilt wird [59] – mittlerweile im algorithmischen Re-
pertoire und der Fachliteratur etabliert [4]. Anders ist das bei 
der mehrdimensionalen Sortierung, zu der (meiner Kenntnis 
nach) keine Bibliotheken oder Methoden existieren, die sich 
explizit zum Ziel setzen, eine Liste mehrdimensionaler Daten 
zu sortieren. Die NP-Schwere ist nach Erkenntnis der Äqui-
valenz zum kürzesten Hamilton-Pfad einleuchtend; ohne das 
Problem graphentheoretisch zu betrachten, hätte ich sie je-
doch nicht erkannt.

Besonders fasziniert und motiviert hat mich die Interdiszipli-
narität der Thematik bei Entwicklung und Ausarbeitung des 
Projekts. Während ich mit einem rein mathematischen Prob-
lem begann, entwickelte es sich über die Graphentheorie hin 
zu einem praktisch-algorithmischen der Informatik; in der 
Visualisierung der Ansätze nutze ich das Hookesche Gesetz 
aus der Physik (Kap. 5.4) und die Mercator-Projektion aus der 
Kartographie (Kap. 5.5). Algorithmen beinhalten neben klas-
sischen Ansätzen der Informatik auch solche mit Bezug zur 
Materialwissenschaft / Chemie (Simulated Annealing) und 
in Zukunft womöglich ein Ameisenkolonieverfahren [26] auf 
Basis biologischer Systeme und Bionik. Nicht zu vernachläs-
sigen sind auch Farbtheorie und -lehre, mit der sich seit der 
Antike schon Aristoteles [21], [78], da Vinci [1], Newton [20], 
[77], Werner [90], Goethe [20], [37], [70], Kant [47], [71] und 
Wittgenstein [74], [89], [91], um nur einige zu nennen, bereits 
auseinandergesetzt haben. 

zum Zwecke dieser Arbeit, dass die euklidische Distanz zwi-
schen zwei OKLAB-Farbwerten den wahrgenommenen Ab-
stand modelliert, und dass Eigenschaften wie Buntton, Sätti-
gung und Helligkeit experimentellen Daten eher entsprechen 
[56]. LAB bezieht sich darauf, dass das Farbsystem Farben 
als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, 
repräsentiert. In diesem Farbsystem beträgt ​​|​ → ​c​ 1​​​ − ​ → ​c​ 2​​​|​  ≈  0,39​, 
während ​​|​ → ​c​ 3​​​ − ​ → ​c​ 4​​​|​  ≈  0,69​ .

In der Webanwendung habe ich diese und weitere (linear-
sRGB, CMY, HSL, HSV, XYZ und CIELAB) sowie die Kon-
version zwischen jeden zwei Farbräumen implementiert.

5.6.2	Farbauswahl

Um Farben hinzuzufügen, habe ich einen Farbauswahldi-
alog entworfen (siehe Abb. 19), der intuitiv nutzbar ist und 
zugleich alle Möglichkeiten der Farbauswahl abdeckt. Jeder 
Bestandteil ist interaktiv und reaktiv, passt sich also der aus-
gewählten Farbe direkt bei Veränderung an und ermöglicht 
durch Auswahl des Farbraums, beliebige Komponenten der 
Farbe zu verändern. Zudem können verschiedene Listen zur 
Benennung der Liste ausgewählt werden, wie etwa HTML-, 
X11- oder RAL-Farben.

5.6.3	Visualisierung

Die Farben werden dem gewählten Farbraum entsprechend in 
einem dreidimensionalen Koordinatensystem mittels three.js 
als Kugeln angezeigt, die Kanten des Pfads als zwischen die-
sen liegende Zylinder. Die Achsen repräsentieren die Bedeu-
tung der Koordinate. Der Projektionstyp ist einstellbar und 
über die Maus kann die Darstellung skaliert und rotiert wer-
den. In Abb. 20 wird ein 3-opt-optimaler Pfad 18 zufälliger 
Farben im OKLAB-Farbraum gezeigt; die Abb. 21 zeigt einen 
Screenshot der vollständigen Anwendung [17] auf 100 Farben 
in HSL.

5.6. Farben sortieren
Im Alltag gibt es viele Dinge, die nach Farben sortiert werden können – während Bücher zumeist alphabetisch oder nach Kategorien sortiert werden sollten, ist dies bei Malstiften jeglicher Art, farblicher Dekoration und womöglich auch Kleidung anders. Hier ergibt eine Farbsortierung Sinn, und die meisten Menschen haben eine intuitive Vorstellung davon, was das bedeutet: ähnliche Farben gehören nah zueinander und unterschiedliche auseinander – es scheint also eine quantifizierbare intuitive Distanz zwischen zwei Farben zu geben. Während Ästhetik subjektiv bleibt und daher nicht die ästhetischste Liste für jeden existieren kann, treffe ich die Annahme, dass die Kettensortierung einer Liste am ästhetischsten ist, da sie Farbunterschiede minimiert.
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Abb. 18:
Empfindlichkeit

menschlicher
Zapfen. [11]
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Abb. 18: Empfindlichkeit menschlicher  
Augenzapfen [11]

Menschen sind Trichromaten[18, 46], was bedeutet, dass sie drei verschiedene Arten von Zapfen besitzen, die jeweils für eine bestimmte Wellenlängenreichweite des sichtbaren Lichts empfindlich sind, dessen Intensität messen und die Information ans Gehirn weiterleiten. Abb. 18 zeigt ein Diagramm der Empfindlichkeit abhängig von der Wellenlänge. Im Gegensatz zu Fischen mit vier[19] und Hunden mit zwei[65] braucht es beim Menschen folglich drei Dimensionen, um jede Farbe verlustfrei repräsentieren zu können.
5.6.1. Farbräume
Dabei gibt es eine Vielzahl an Farbräumen[48, 81], die allesamt Farben als dreidimensionale Vektoren[25] enkodieren. Der womöglich bekannteste[6] ist sRGB, der eine Rot-, eine Grün- und eine Blau-Komponente enthält (und der in Abschnitt 4 bereits genutzt wurde, um Vektoren zu illustrieren). Daraus setzt sich jede auf einem Computerbildschirm darstellbare Farbe zusammen: jeder Pixel besteht aus drei Subpixeln, die jeweils R, G oder B in einer bestimmten Intensität anzeigen. Zur Auswahl von Farben eignet sich HSV[80] dagegen besser[27] – hier repräsentieren die Komponenten eines Vektors den Buntton (Hue), die Sättigung der Farbe sowie die Helligkeit (Value). Dieses Farbmodell deckt ebenfalls alle sRGB-Farben ab.

Beide können jedoch nicht dazu genutzt werden, um Farben nach ihrem Aussehen in der realen Welt zu vergleichen – in sRGB sind die Farben ⃗𝑐𝑐1 ≔  und ⃗𝑐𝑐2 ≔  genauso weit entfernt wie ⃗𝑐𝑐3 ≔  und ⃗𝑐𝑐4 ≔  , obwohl die ersten beiden viel ähnlicher erscheinen.

Aus diesem Grund (und weiteren) wurde das perzeptuelle OKLAB-Farbsystem[66] entwickelt. Perzeptuell bedeutet zum Zwecke dieser Arbeit, dass die euklische Distanz zwischen zwei OKLAB-Farbwerten den wahrgenommenen Abstand modelliert, und dass Eigenschaften wie Buntton, Sättigung und Helligkeit experimentellen Daten eher entsprechen[56]. LAB bezieht sich darauf, dass das Farbsystem Farben als Helligkeit (Luminosity) sowie zwei Bunttönen, a und b, repräsentiert. In diesem Farbsystem beträgt | ⃗𝑐𝑐1 − ⃗𝑐𝑐2| ≈ 0.39, während | ⃗𝑐𝑐3 − ⃗𝑐𝑐4| ≈ 0.69.

In der Webanwendung habe ich diese und weitere (linear-sRGB, CMY, HSL, HSV, XYZ und CIELAB) sowie die Konversion zwischen jeden zwei Farbräumen implementiert.

5.6.2. Farbauswahl
Um Farben hinzuzufügen, habe ich einen Farbauswahldialog entworfen (Abb. 19), der intuitiv nutzbar ist und zugleich alle Möglichkeiten der Farbauswahl abdeckt. Jeder Bestandteil ist interaktiv und reaktiv, passt sich also der ausgewählten Farbe direkt bei Veränderung an und ermöglicht durch Auswahl des Farbraums, beliebige Komponenten der Farbe zu verändern. Zudem können verschiedene Listen zur Benennung der Liste ausgewählt werden, wie etwa HTML-, X11- oder RAL-Farben.
5.6.3. Visualisierung
Die Farben werden dem gewählten Farbraum entsprechend in einem dreidimensionalen Koordinatensystem mittels three.js als Kugeln angezeigt, die Kanten des Pfads als zwischen diesen liegende Zylinder. Die Achsen repräsentieren die Bedeutung der Koordinate. Der Projektionstyp ist einstellbar und über die Maus kann die Darstellung skaliert und rotiert werden. In Abb. 20 wird ein 3-opt-optimaler Pfad 18 zufälliger Farben im OKLAB-Farbraum gezeigt; die folgende Abb. zeigt einen Screenshot der vollständigen Anwendung[17] auf 100 Farben in HSL.

Abb. 19: Der Farbauswahldialog.
Aktuell ist Ockergelb im RGB-Farbraum

ausgewählt.

20

Abb. 19: Der Farbauswahldialog. Aktuell ist  
Ockergelb im RGB-Farbraum ausgewählt.
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Schließlich möchte ich auch allen Entwickler:innen der ge-
nutzten Open-Source-Bibliotheken danken, die die vorlie-
gende Ausarbeitung in ihrer aktuellen Form maßgeblich er-
leichtert haben.
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Abb. 20: 3D-Visualisierung
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Abb. 21: Ansicht der vollständigen Web- 
anwendung bei Sortierung von 100 Farben  
im HSV-Farbraum
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