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I 

Abstract 

Rockwell hardness values obtained by performing a Rockwell hardness test give an 

indication about some of the mechanical properties of metals. The prevalence of this 

value and the widespread recognition it enjoys across the industry is due to the sim-

plicity of its definition and the low cost of testing. However, for a unit to be trusted and 

internationally accepted, it must be well-defined, and its realization at the highest level 

of the calibration pyramid must be undertaken with the least amount of measurement 

uncertainty. Since the Rockwell scale is an empirical scale, the definition of the unit is 

mainly based on measurement procedures developed by national metrology institutes 

(NMI). Therefore, it is vital for low measurement uncertainties that a unified scale and 

well-defined standardized procedures are used by the NMIs. 

A hurdle hampering the implementation of a standardized testing cycle is the adher-

ence to the ISO 6508 without performing time-consuming pre-measurements on hard-

ness reference blocks. This work builds on a method developed by the Physikalisch-

Technische Bundesanstalt (PTB) that makes use of measurement data from the pre-

load phase of a Rockwell hardness test to perform the calibration without pre-meas-

urements. The definition of the estimating parameters is improved, and the method is 

extended to all Rockwell scales. Furthermore, this automated approach is developed 

to be independent of the hardness testing machine by identifying and measuring the 

key factors and validating the results through an interlaboratory comparison. This work 

also reviews the available methods of correction of the measured Rockwell hardness 

value on the basis of the measured indenter geometry. It has been shown that the 

determination of the accurate indenter radius and opening angle for Rockwell hardness 

diamond indenters is crucial for an effective correction of the measured hardness 

value. Traditionally, tactile methods are used to extract 2D profiles of the indenter to-

pography and to determine the tip radius. In this work, a novel method to evaluate the 

entire 3D spherical tip measurement data is proposed. This method also assists in 

exploring the limits and capabilities of a confocal laser scanning microscope (CLSM). 

It has been shown that a CLSM can be used to perform calibrations of the Rockwell 

indenter tip radius, contingent upon a few caveats. Finally, a measurement uncertainty 

budget for calibrating the indenter tip radius with a CLSM and the improvement in the 

measurement uncertainty of the Rockwell hardness test resulting from using the meas-

ured radius are presented. 
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Abstract (German) 

Rockwell-Härtewerte, die durch eine Rockwell-Härteprüfung ermittelt werden, geben 

Aufschluss über einige mechanische Eigenschaften von Metallen. Die weite Verbrei-

tung dieses Wertes und seine breite Anerkennung in der Industrie sind auf die Einfach-

heit seiner Definition und die geringen Prüfkosten zurückzuführen. Damit eine Einheit 

jedoch vertrauenswürdig und international anerkannt ist, muss sie genau definiert sein, 

und ihre Umsetzung auf der obersten Ebene der Kalibrierungspyramide muss mit der 

geringsten Messunsicherheit erfolgen. Da die Rockwell-Skala eine empirische Skala 

ist, basiert die Definition der Einheit hauptsächlich auf Messverfahren, die von natio-

nalen Metrologieinstituten (NMI) entwickelt wurden. Daher ist es für geringe Messun-

sicherheiten von entscheidender Bedeutung, dass die NMIs eine einheitliche Skala 

und genau definierte standardisierte Verfahren verwenden. 

Eine Hürde, die die Umsetzung eines standardisierten Prüfzyklus behindert, ist die 

Einhaltung der ISO 6508 ohne zeitaufwändige Vormessungen an Härtevergleichsplat-

ten. Diese Arbeit baut auf einer von der Physikalisch-Technischen Bundesanstalt 

(PTB) entwickelten Methode auf, die Messdaten aus der Vorlastphase einer Rockwell-

Härteprüfung nutzt, um die Kalibrierung ohne Vormessungen durchzuführen. Die De-

finition der Schätzparameter wurde verbessert und die Methode auf alle Rockwell-Ska-

len erweitert. Darüber hinaus wird dieses automatisierte Verfahren so entwickelt, dass 

es von der Härteprüfmaschine unabhängig ist, indem die Schlüsselfaktoren identifiziert 

und gemessen werden und die Ergebnisse durch einen laborübergreifenden Vergleich 

validiert werden. In dieser Arbeit werden auch die verfügbaren Methoden zur Korrektur 

des gemessenen Rockwell-Härtewerts auf der Grundlage der gemessenen Eindring-

körpergeometrie untersucht. Es wurde gezeigt, dass die Bestimmung des genauen 

Eindringkörperradius und des Öffnungswinkels für Rockwellhärte-Diamant-Eindring-

körper entscheidend für eine wirksame Korrektur des gemessenen Härtewerts ist. Tra-

ditionell werden taktile Methoden verwendet, um 2D-Profile der Topografie des Ein-

dringkörpers zu extrahieren und den Spitzenradius zu bestimmen. In dieser Arbeit wird 

eine neuartige Methode zur Auswertung der gesamten 3D-Messdaten der sphärischen 

Spitze vorgeschlagen. Diese Methode hilft auch dabei, die Grenzen und Möglichkeiten 

eines konfokalen Laser-Scanning-Mikroskops (CLSM) zu erkunden. Es wurde gezeigt, 

dass ein CLSM zur Kalibrierung des Spitzenradius eines Rockwell-Eindringkörpers 

verwendet werden kann, wenn einige Vorbehalte beachtet werden. Schließlich werden 

ein Messunsicherheitsbudget für die Kalibrierung des Radius des Eindringkörpers mit 

einem CLSM und die Verbesserung der Messunsicherheit der Rockwell-Härteprüfung, 

die sich aus der Verwendung des gemessenen Radius ergibt, vorgestellt. 
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1. Introduction and Motivation 

Mechanical characterization of materials is of tremendous importance in the develop-

ment of a product in any industry. Product designers, engineers and scientists are in-

terested in the mechanical properties of a material to predict the performance of the 

product during practical application in day-to-day life. Failure to choose the right mate-

rial affects the reliability, functionality, durability and in some cases safety of the prod-

uct which could end up in catastrophic consequences. 

A manufacturer primarily identifies the loads that would act upon the final product and 

chooses a material appropriately. Of particular interest are the Young’s modulus and 

the yield stress of a material. The Young’s modulus gives information about the stiff-

ness of the material and helps calculate the extent of deformation in the material when 

a stress is applied. The yield stress is the upper limit of the stress after which the ma-

terial deforms plastically and does not return to its original shape. Typically, a tension 

test is performed on the material to obtain these two mechanical properties. 

Another popular technique to characterize materials is hardness testing. It is easy to 

perform, cost-effective, and a near non-destructive method. From the results of this 

test, a general understanding of the material’s elastic and plastic behavior can be 

gained. Nonetheless, ensuring the accuracy and traceability of a hardness measure-

ment through a metrological chain to the definition of a hardness scale is crucial. 

This is where the Physikalisch-Technische Bundesanstalt (PTB), the National Metrol-

ogy Institute (NMI) of Germany comes into play. The PTB calibrates hardness refer-

ence blocks using its primary standard hardness testing machines. These hardness 

reference blocks are then used by accredited calibration laboratories to calibrate their 

hardness testing machines. Subsequently, hardness reference blocks calibrated by 

the accredited laboratories are used by the industry to calibrate their testing machines 

and thereupon perform reliable hardness measurements. 

Besides ensuring the framework for traceability, the PTB takes part in international 

measurement comparison campaigns. Furthermore, the PTB works alongside other 

NMIs to improve the definition of the primary standards. Currently, the measurement 

uncertainty offered by the PTB for the majority of hardness scales is the same as that 

offered by accredited calibration laboratories. Therefore, it is in the interest of the PTB 

to improve its measurement technology and to reduce the measurement uncertainty it 

offers. 

The focus of this research is on a particular type of hardness test called the Rockwell 

hardness test. It is a very popular testing method for metals and is widely used in the 

industry for quality assurance. However, it poses severe metrological challenges be-

cause the existing Rockwell scale is not ideal. The hardness values vary considerably 

depending upon the type of testing machine used, the geometry of the indenter, or the 

choice of testing parameters, even if they are within the permitted tolerances in ISO 

6508. Over the previous decades, there have been efforts to establish a worldwide 
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unified Rockwell hardness scale. Despite these efforts, many problems remain un-

solved. The aim of this research is the identification and addressing of the critical fac-

tors that detrimentally affect a Rockwell hardness test and its overall measurement 

comparability. 

The structure of the dissertation is as follows. Firstly, the theoretical background on 

hardness is provided in Chapter 2. This contains the history and future, importance, 

and types of hardness testing methods. Emphasis is laid on the procedure of Rockwell 

hardness testing and the working mechanisms of the primary standard Rockwell hard-

ness testing machine of the PTB. This is followed by the description of a few surface 

metrology instruments used to measure the topography of Rockwell hardness diamond 

indenters. The objectives of the research are elucidated in Chapter 3. 

The core work of this research is subdivided into three main chapters. Chapter 4 deals 

with the definition of a standard testing cycle and the universal automation of a Rock-

well hardness testing machine. The different methods available to correct the hardness 

value based on the deviations in indenter geometry are described in Chapter 5. In 

Chapter 6, the calibration of the tip radius of a Rockwell diamond indenter is addressed. 

An affordable and efficient measurement method and a novel method of evaluation are 

presented. Furthermore, an estimation of measurement uncertainty is undertaken, and 

the measurement uncertainty budget is presented. 

Using the results from Chapter 4, Chapter 5, and Chapter 6, it is possible to reduce the 

measurement uncertainty in the Rockwell hardness test offered by the PTB. This is 

demonstrated for the Rockwell hardness scale HRC in Chapter 7. Finally, a summary 

of this work is provided along with the recommendations for future work in this field. 
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2. Theoretical Background 

2.1. Hardness testing: History, importance, and future 

Linguistically, the word hardness is used in a multitude of contexts in daily life. For 

example, a footballer could gauge the hardness of a football by juggling it with his feet. 

A task at work can be categorized based on hardness. Hardness is also used to clas-

sify water based on the amount of minerals in it. In a negative connotation, one speaks 

about the hardness of the heart when dealing with an unpleasant person. Thus, every 

one of us has an innate understanding of hardness. 

According to the Cambridge dictionary, hardness is defined as the quality of being firm 

and solid, and difficult to bend, break, or cut [1]. Metrologically, hardness of a material 

can be defined as the resistance to local indentation when the surface of the material 

is pressed by an indenter harder than itself [2]. 

Oftentimes, a variety of physical and material properties are oversimplified and re-

placed by the term hardness. This is true for both our daily lives and in the field of 

engineering and technology, such as in the case of a mechanic, who understands 

hardness based on the ease of drilling, sawing, or filing [3]. This, however, has led to 

the development of more than half a dozen standardized methods of measuring hard-

ness based on the needs of the specific era, area of application, and the material being 

tested. 

It is difficult to pinpoint when the first hardness measurement was performed. Hardness 

testing in a vague sense of tools and weapons has always been happening and can 

safely be dated back thousands of years. It is ascribed to Democritus and Aristotle to 

have described hardness as an attribute of the elements. In 1640, Barba used a file to 

scratch precious stones. After about two centuries, Friedrich Mohs sorted minerals in 

an increasing order of hardness, giving talc a value of one and diamond a value of ten. 

Despite the strong nonlinearity in the Mohs scale, it still finds use in mineralogy, espe-

cially in assessing the quality of grinding tools [4]. 

Owing to the growth in the railway sector, a need for testing the hardness of metals 

emerged. A gradual shift from scratching to indenting can be observed during this time 

of the second half of the nineteenth century. It is during this time that Adolf Martens 

put forward his methods for instrumented indentation testing. Shortly after, Johan Au-

gust Brinell, a Swedish engineer, proposed the ball indentation test [4]. By the twentieth 

century, hardness testing machines were commercially available [5]. Subsequently, 

the Rockwell hardness test and Vickers hardness test were introduced in 1920 and 

1925 respectively, marking the genesis of the microhardness testing. Since then, the 

focus has been on standardizing the test methods. The first testing standard on Brinell 

hardness was published in 1926 in the United States of America. The Deutsches Insitut 

für Normung (DIN) came out with a Vickers test standard in 1940 [4]. A detailed de-

scription of the historical origins of indentation hardness testing up until the works of 

David Tabor in the 1950’s can be found in [5]. 
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Alongside the development and standardization of hardness testing methods, the sub-

ject of contact mechanics was also brewing. Heinrich Hertz derived the solution for the 

deformation of two perfectly elastic spheres in normal contact. This was followed by 

Boussinesq deriving the analytical solutions for stresses and displacements in an elas-

tic body indented by a rigid indenter that is axisymmetric.  Further work by Sneddon 

on the Boussinesq problem gives us a relation between the load, indentation depth 

and the contact area for any indenter that can mathematically be described as a solid 

of revolution of a smooth function [6]. 

The next breakthrough was the publication of a novel method to evaluate the continu-

ously measured force and displacement signals during an indentation test by W.C. 

Oliver and G. M. Pharr [7]. The Oliver and Pharr (O-P) method doesn’t require optical 

imaging of indents and can be used to calculate the elastic modulus of materials. The 

fusion of contact mechanics and the principles of conventional hardness testing has 

enabled instrumented indentation testing (IIT) to be the future of hardness testing. 

IIT has the potential to easily replace most of the conventional hardness testing meth-

ods. Most importantly, a plethora of information about the material can be deduced 

during an indentation test and not just the hardness. Some of these material properties 

are yield stress, time-dependent plasticity, fracture toughness, stress-strain curves, 

and elastic and plastic energies. Perhaps the greatest advantage of this technique is 

the probing of the material surface and mapping its properties on a spatially resolved 

basis. Furthermore, it is one of the few methods that can be used to measure the me-

chanical properties of small volumes or isolated phases, such as the alpha and beta 

phases, depending on the grain size [8]. Due to the great strides in the development 

of IIT in the past decades, it has even established itself in the fields of geology, biology, 

forestry, and medicine. However, it is most often used in the fields of miniature com-

ponents, such as coatings, sensors, micro-electromechanical systems (MEMS), and 

nanopillars [9]. 

Although IIT is the undisputed future of hardness testing, conventional hardness test-

ing methods are still very much around. The industry heavily relies upon these meth-

ods, and it is extremely unlikely that it will get replaced anytime in the coming years. A 

small indicator for this is the number of calibrations undertaken by the working group 

for hardness metrology at the PTB. Regular calibration requests for Rockwell hardness 

testing, Brinell hardness testing, and Vickers hardness testing are received, whereas 

the calibration requests for IIT in comparison to them are negligible. 

The trends in material testing also indicate a rise in the use of portable hardness testing 

devices. These devices can be used outside a laboratory and offer a quick hardness 

test result. Nonetheless, the accuracy and reliability of these devices lag far behind 

that of a conventional laboratory-based hardness test [10, 11]. 
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2.2. Types of hardness measurements 

There are different ways in which the various types of hardness tests can be classified. 

A few of them are: 

• Deformation mechanism such as indenting, scratching, bending, etc. [12] 

• Nature of test: destructive or nondestructive 

• Static testing and dynamic testing [13] 

• Standardized and unstandardized tests 

• Classification based on the applied load or resulting indentation depth, such as 

macro, micro, or nano hardness. 

 

Every hardness test has its own set of advantages and disadvantages. Depending on 

the field of application, an appropriate hardness test must be chosen [14]. In this sec-

tion, the Brinell hardness test, Vickers hardness test and instrumented indentation test-

ing are briefly described. 

2.2.1. Brinell hardness test 

This is a static indentation test that uses a spherical indenter made of hard metal to 

exert a force on the specimen. After the removal of the test force, the averaged diam-

eter of the resulting indent is used to calculate the Brinell hardness value. A sketch of 

the test procedure is shown in Figure 1. 

 

 

Figure 1: Schematic representation of a Brinell hardness test 
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The Brinell hardness value (HBW) is defined as the ratio of the applied force to the 

surface area of the indentation and can be determined using Equation 1. 

 

𝐻𝐵𝑊 =  
0.102 ∙ 2 ∙ 𝐹

𝜋 𝐷(𝐷 − √𝐷2 − 𝑑2)
 Equation 1 

where: 

F is the test force in newtons, 

D is the diameter of the indenter in mm and 

d is the mean of the indent diameters d1 and d2 in mm. 

 

The testing procedure is standardized [15] and the test force along with the diameter 

of the indenter used to measure the Brinell hardness value must be mentioned along-

side the measured hardness value. 

2.2.2. Vickers hardness test 

This test also belongs to the static indentation test category. A four-sided pyramid 

made of diamond with a face angle of 68° is used as an indenter. Similar to the Brinell 

hardness test, the indenter is pressed into the specimen with a test force. The arith-

metic mean of the diagonals of the indent, which are measured after the removal of 

the test force, is used in Equation 2 and forms the basis of the calculated Vickers hard-

ness value (HV). The diagonals are typically measured using an optical microscope. 

 

𝐻𝑉 =  
0.102 ∙ 2 ∙ 𝐹 ∙ sin (

136°
2 )

𝑑2
 Equation 2 

where: 

F is the test force in newtons and 

d is the mean of the diagonals d1 and d2 in mm. 

 

A sketch depicting the test procedure is shown in Figure 2. The ISO standard [16] 

regulates the testing parameters such as minimum sample thickness, force application 

rate, and permissible length of indent diagonals. The development of the Vickers hard-

ness test is attributed to the need for testing heat-treated metals [17]. The main ad-

vantage of Vickers hardness test over Brinell hardness test is the independence of the 

indenter size in the calculation of the hardness value. Moreover, the use of a diamond 

indenter in comparison to the hard metal spheres ensures that the shape of the in-

denter remains nearly intact over a prolonged period. 
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Figure 2: Schematic representation of a Vickers hardness test 

 

2.2.3. Instrumented indentation test 

The specialty of IIT with which it distinguishes itself from other types of hardness testing 

is the continuous measurement of the force and displacement signals during an inden-

tation process [18]. Additionally, the imaging and measurement of the indent after the 

unloading of the specimen is circumvented by using an indenter whose geometric prop-

erties are accurately known [19]. Typically, IIT deals with forces in nanonewtons and 

displacements in the range of nanometers. Hence it is also called nanoindentation [20]. 

Analyzing the force vs. indentation depth data obtained from an IIT reveals the type of 

material that is being tested. Three distinct material responses are shown in Figure 3. 

Curve 1 represents a perfectly elastic material. As the applied force increases, the 

indentation depth increases, whereas during unloading, the curve retraces the loading 

path. On the other hand, no elastic recovery during the unloading phase is observed 

in curve 3, which implies that the material is perfectly plastic. Generally, most materials 

lie between these two extreme responses (see curve 2) and exhibit both elastic recov-

ery and permanent plastic deformation. Other material responses, such as creep be-

havior or pressure-induced phase changes, can also be observed in the force vs. in-

dentation depth curves [21]. The slope of the initial portion of the unloading curve is 

used to extract the indentation modulus of the material [22]. 

The hardness obtained from IIT is called indentation hardness, and it is expressed 

using the unit pascal. It is defined as the ratio of the maximum applied force to the 

projected contact area between the indenter and sample. Naturally, the projected con-

tact area varies based on the choice of the indenter and its real geometry. A diamond 

indenter called the Berkovich indenter is the most widely used indenter in IIT [23]. It is 
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a three-sided pyramid with a face angle of 65.27°. Other indenters that are commonly 

used in IIT are Vickers indenters, spherical indenters, conical indenters, etc. 

 

 

Figure 3: Force vs. indentation depth curves for three types of materials obtained by perform-

ing instrumented indentation tests 

 

Assuming an ideal Berkovich indenter is used, the indentation hardness (HIT) is given 
by the Equation 3. 

 

𝐻𝐼𝑇 =  
𝐹𝑚𝑎𝑥

24.49 ∙ ℎ𝑐
2
 Equation 3 

where: 

Fmax is the maximum test force and 

hc is the contact depth. 

 

The ISO standard [24] stipulates that the Equation 3 can only be used if the contact 

depth exceeds 6 µm. When this is not the case, a tip area calibration to determine the 

area with respect to the height (area function) must be performed to account for tip 

rounding and other indenter shape deviations. Furthermore, the part of the measured 

indentation depth that is associated with the deformation of the measuring instrument 

during a measurement must be isolated. This is known as load frame stiffness calibra-

tion. Both of these calibrations can be performed with one set of measurements at 

different loads by using fused quartz as a reference material. Given its isotropic nature 

and since it does not exhibit appreciable pile-up or sink-in during an indentation pro-

cess, it is ubiquitously used as a standard reference material in IIT [25]. 
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Other factors, such as thermal drift, point of first contact, and surface roughness of the 

sample, must also be considered before interpreting the measurement results of IIT. 

2.3. Rockwell hardness test 

Since the focus of this work is on Rockwell hardness testing, it is elaborated here in 

detail. The hardness testing methods that existed prior to Rockwell hardness testing, 

such as Brinell and Vickers hardness tests, needed a microscope to measure the in-

dent diameter or diagonal, respectively. Keeping up with the high demand and the 

need for simplifying hardness testing, the brothers H. M. Rockwell and S. P. Rockwell 

filed an application to patent their hardness tester in 1914 [26].  This hardness tester 

used a straightforward dial indicator to display the hardness number, which reduced 

the overall time of a hardness test. This was followed by the patenting of a diamond 

conical indenter which enabled the testing of very hard metals [27]. The popularity of 

this method soared during the Second World War and continues to be among the most 

popular material testing methods to this day [28, 29]. 

2.3.1. Test procedure and scales 

To perform a Rockwell hardness test, an indenter is pressed into a material, whose 

hardness is to be measured. The force is increased until the preliminary force F0 is 

experienced by the material. The preliminary force serves as a depth reference and 

reduces the effect the testing machine has on the hardness test. This force is held 

constant for a certain amount of time before measuring the indentation depth. Subse-

quently, a larger force called the additional force F1 is applied at a set rate until the 

total force F is reached. The total force is held for a certain amount of time before the 

additional force is withdrawn. At the preliminary load, the indentation depth is meas-

ured once again after a certain dwell time. Finally, the indenter is separated from the 

material completely. The difference between the measured indentation depths serves 

as the basis of the Rockwell hardness value. A schematic has been provided in Fig-

ure 4. 

 

 

Figure 4: Schematic representation of a Rockwell hardness test 

 

Based on the material being tested, around 30 scales of Rockwell hardness can be 

chosen. They are broadly categorized into two types: regular Rockwell and superficial 

Rockwell. The regular scales apply higher loads, whereas the superficial scales utilize 
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lighter loads and hence are used for testing thinner materials. The various scales differ 

in terms of indenter type, preliminary force, total test force, and the calculation of the 

hardness value. 

For most of the Rockwell hardness scales, balls of varying diameters are used as in-

denters. Historically, the use of hardened steel balls was prevalent. Due to the flatten-

ing of the steel ball indenters with progressive usage and the subsequent variation in 

the Rockwell hardness values that arise from the shape deviation of the indenter, they 

have now been replaced by tungsten carbide (WC) composite balls as the new stand-

ard [30, 31]. The material of the ball indenter used to perform a hardness test is men-

tioned at the end of the hardness value as initials (WC or s for steel). Some scales use 

conical diamond indenters with a spherical tip, which are also known as Brale indent-

ers. The preliminary test force is 98.07 N or 10 kgf for the regular Rockwell scale, 

whereas 29.42 N or 3 kgf for the superficial Rockwell scale. 

Every scale has its typical application. For example, the superficial scale N is used for 

testing case hardened materials, whereas the superficial scale T is used for testing soft 

coatings. The regular Rockwell scale C is the most popular scale, abbreviated as HRC, 

and is used to test steel and hard cast irons [32, 33]. A consolidated overview of the 

Rockwell scales classified based on the indenter type and the total test force is pre-

sented in Table 1. 

 

Regular Rockwell hardness scale 

           Indenter          

Total  

test force 

Diamond 

cone 

Ball of      

diameter 

1.5875 mm 

Ball of      

diameter 

3.175 mm 

Ball of      

diameter 

6.35 mm 

Ball of      

diameter 

12.7 mm 

F = 1471 N C G K P V 

F = 980.7 N D B E M S 

F = 588.4 N A F H L R 

Superficial Rockwell hardness scale 

F = 441.3 N 45N 45T 45W 45X 45Y 

F = 294.2 N 30N 30T 30W 30X 30Y 

F = 147.1 N 15N 15T 15W 15X 15Y 

Table 1: Classification of regular and superficial Rockwell hardness scales with respect to the 

total test force and the type of indenter used 
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After choosing an appropriate scale and performing a hardness test, the Rockwell 

hardness value (HR) can be calculated using the Equation 4. 

𝐻𝑅 =  𝑁 −
ℎ

𝑆
 Equation 4 

where: 

N and S are scale dependent constants and  

h is the difference between the measured depths of indentation at the preliminary test 

force and after the removal of the additional test force, as indicated in the Figure 4. 

The values of the constants N and S have been tabulated in Table 2. 

 

Rockwell hardness 
scale 

Value of constant N Value of constant S 

A, D, C 100 2 µm 

B, E, F, G, H, K 130 2 µm 

N, T (superficial) 100 1 µm 

Table 2: Values of the scale dependent constants for the calculation of the Rockwell hardness 

value 

 

The value of the constant N is indicative of the largest possible Rockwell hardness 

value in the respective scale, and the constant S divides the Rockwell scale into the 

required resolution. Assuming a material is tested for the Rockwell scale C and a value 

of h = 100 µm is measured, the Rockwell hardness value is reported as 50 HRC.  

2.3.2. Standards 

Since the evolution of the Rockwell hardness test from a simple quality check to a 

metrological tool, the need for standardization arose. In North America, ASTM stand-

ards are followed. In the rest of the world, ISO standards are prevalent. OIML, the 

International Organization for Legal Metrology, regularly publishes recommendations 

to guide countries in legal matters [34]. Furthermore, the Working Group on Hardness 

of the Consultative Committee for Mass and Related Quantities (CCM-WGH) under 

the International Committee for Weights and Measures (CIPM) constantly works to 

improve the harmonization of primary standards by developing and publishing new 

primary definitions [35]. In this work, the ISO standard 6508 is used [36]. 

The ISO 6508 under the common heading of Rockwell hardness test for metallic ma-

terials consists of three parts. The first part deals with the testing method [36], whereas 
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the second part details the verification and calibration of testing machines and indent-

ers [37]. The third part specifies a method to calibrate hardness reference blocks that 

are used to perform a direct or indirect verification of testing machines [38], as specified 

in the second part. 

2.3.3. Stages of a Rockwell hardness test 

To perform a standard-compliant Rockwell hardness test, certain testing parameters 

need to be adhered to. Considering the test sample to be a hardness reference block 

and the measurement to be a calibration, the third part of the ISO 6508 standard must 

be complied with. The pertaining testing parameters are described in this subsection 

with the help of force vs. time (see Figure 5) and indentation depth vs. time (see Figure 

6) diagrams for a regular Rockwell scale. It must be pointed out that the relation be-

tween force and indentation depth with respect to time is illustrated using straight lines. 

In practice, it is only possible to control either the loading rate or the indentation speed, 

which in turn varies the other. 

 

 

Figure 5: Force vs. time diagram of a regular Rockwell hardness test according to the third part 

of the ISO 6508 
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Figure 6: Indentation depth vs. time diagram of a regular Rockwell hardness test according to 

the third part of the ISO 6508 

 

Firstly, it must be ensured that the calibration takes place at a temperature of 

(23 ± 5) °C and that the thermal drift during the calibration is maintained below 1 °C. 

At the start of the calibration, the indenter begins to move towards the surface of the 

hardness reference block. During the initial contact between the indenter and the sur-

face, the indenter speed must be below 1 mm/s. 

The testing cycle commences with the stage A after the initial contact at time t = 0 s. 

During this stage, the preliminary test force F0 is applied without generating any shock, 

vibration, or oscillation and within an application time tpa of 2 s. By the end of stage A, 

it must be seen that no overshooting of the test force occurs. 

In Stage B, the complete preliminary test force acts on the hardness reference block. 

This force is maintained for a duration tp of (3 ± 1) s. The duration of time tpm before 

the initial measurement of the indentation depth h0 is given by the Equation 5. 

 

𝑡𝑝𝑚 =  𝑡𝑝 −
𝑡𝑝𝑎

2
 Equation 5 

 

https://doi.org/10.7795/110.20250619



 

 

 

14 

 

The additional test force F1 is applied in the stage C. The time duration for the applica-

tion of this force taa is given as 7−6
+1 s. This means that the permissible range of taa is 

between 1 s and 8 s, with 7 s being the most desirable application time. 

One major difference in the measurement procedure between the first and third parts 

of the ISO 6508 is the subdivision of stage C. The third part of the ISO 6508 requires 

that the indentation speed be set between 15 µm/s and 40 µm/s after 80 % of the total 

test force F is acting on the material (stage C2). This indentation speed v2 must be held 

constant until 99 % of the total test force F is exerted on the material. The indentation 

speed in stage C1 is denoted by v1. 

The total test force F, which is the sum of the preliminary test force F0 and the additional 

test force F1, acts on the hardness reference block at the start of the stage D. It must 

once again be ensured that no undesired outcomes due to sudden loading are experi-

enced by the material, especially the overshooting of the test force. The dwell time for 

the total test force ttd is (5 ± 1) s. Although the measurement of the indentation depth 

at the total test force is not relevant for the calculation of the Rockwell hardness value, 

it is nevertheless denoted in this work by h2. Likewise, hmax is the indentation depth 

that corresponds to the deformation caused by the application of the additional test 

force F1. 

The unloading phase of a Rockwell hardness test begins with the stage E. The addi-

tional test force F1 is removed while the preliminary test force F0 continues to act on 

the hardness reference block. Before measuring the indentation depth h1 in the 

stage F, a hold time trd of (4 ± 1) s is observed. Finally, in stage G, the preliminary test 

force F0 is withdrawn, and the indenter separates from the surface marking the end of 

the measurement. The permanent depth of indentation h, which is used to calculate 

the Rockwell hardness value, is given by the Equation 6. 

 

ℎ =  ℎ1 − ℎ0 Equation 6 

 

A minimum of five measurements that are uniformly spread across the test surface 

must be performed to calibrate a hardness reference block. The hardness value of the 

reference block is the arithmetic mean of the hardness values of the individual inden-

tations. 

2.3.4. Testing machine 

In addition to defining the loading rates and dwell times, the standard also requires the 

testing machine to be directly verified periodically, at least once a year. This involves 

the calibration of the test force [39], the depth measuring system [40], the testing cycle, 

and the machine hysteresis test. While undertaking the direct verification, it is checked 

if the aforementioned parameters lie within the specified tolerances. Subsequently, an 
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indirect verification using multiple hardness reference blocks is to be performed to as-

certain the hardness measuring capability of a machine. Nonetheless, the overall per-

formance of a Rockwell hardness testing machine is contingent not just on its cali-

brated state but also its make. Some machines are inherently better than the others 

[41]. 

Rockwell hardness testing machines can be broadly classified based on the following: 

Classification based on loading mechanism: 

The generation of the required force to perform a Rockwell hardness test can be real-

ized in many ways. The first types of machines used compressed helical springs and 

dead-weights along with a force multiplying lever system to apply the preliminary test 

force and the additional test force, respectively [34]. Dead-weights generate force by 

virtue of the weight of the mass blocks in the gravitational field of the earth. The loading 

rate was controlled by hydraulic dashpots. The advantage of such a loading mecha-

nism is the ease and inexpensive cost of manufacturing. The primary drawback is the 

problem associated with the transmission of the force of the dead-weight using force 

multipliers onto the small sized indenter. Furthermore, dead-weight systems cannot be 

modified easily to accommodate the changes in the standard requirements, such as a 

change in the force levels. 

Newer machines use electric motors, actuators or moving spindles to generate the 

necessary forces. A recent advancement is the use of closed-loop systems to monitor 

the force during a hardness test. Load-cells are used along with a feedback mecha-

nism, which enables the control of the entire test cycle. Additionally, these systems are 

much more flexible to change. Although the use of such systems eliminates the errors 

originating from the mechanical components, it gives rise to newer sources of errors 

relating to the electronics, such as the unavoidable oscillation of the force at any set 

value.  

Classification based on indentation depth measurement: 

Bearing in mind that an error of 1 µm in the measurement of the permanent depth of 

indentation in an HRC scale leads to an error of 0.5 HRC units, it is key to measure 

the indentation depth accurately and precisely to obtain the correct Rockwell hardness 

value. Classically, dial gauges that use a rack and pinion gear to mechanically meas-

ure the displacement have been used. The Rockwell hardness value corresponding to 

the measured displacement is indicated on the analog display. Besides the large res-

olution, the other drawbacks of a dial gauge that affect the measurement results are 

the wear and tear of the mechanical parts, misalignment errors, and the unwanted 

alteration of the applied force due to the physical contact between the indenter and the 

probe of the dial gauge. Other ways to measure the indentation depth are using induc-

tive or capacitive sensors, or optically through microscopes, laser hologauges, gradu-

ated scales, or most importantly, laser interferometers.  

Classification based on machine frame: 
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The two main types of machine frames typically used in Rockwell hardness testing are 

the C-shaped machine frame and the rigid machine frame. Due to its compact size and 

ease of installation and maintenance, the C-shaped machine frame finds widespread 

usage in the industry. The closed symmetric rigid frames, on the other hand, are gen-

erally used by NMIs as standardizing machines. 

Classification based on mode of operation: 

The mode of operation of a Rockwell hardness testing machine can be manual, semi-

automatic, or fully automatic. Manual operation is where the operator has complete 

autonomy over the testing cycle. Needless to say, a fully automatic mode of operation 

helps eliminate the errors that are innate to humans, such as parallax errors or time-

keeping. 

2.3.5. Primary hardness testing standard 

The hardness testing machine used by the PTB as the primary hardness testing stand-

ard for the regular Rockwell scale is shown in Figure 7. It is a closed symmetric ma-

chine with a rigid frame and is hence less susceptible to deformation during measure-

ment. A similar machine is used for the super Rockwell scale. Since the loading mech-

anism uses dead-weights to apply the necessary test forces, and given the differences 

in the preliminary test forces of the regular and superficial scales, different testing ma-

chines must be used. Similarly, due to the different stages in the loading of Rockwell 

hardness testing, the primary hardness testing standards for Vickers and Brinell hard-

ness tests are performed on a different machine. The need to use multiple hardness 

testing machines for different types of hardness testing methods is a disadvantage of 

a dead-weight system. Nevertheless, dead-weight systems offer the lowest level of 

measurement uncertainty for the test forces, which is extremely desirable for calibra-

tions performed by an NMI. 

The machine consists of two yokes. The mass of the upper yoke along with the indenter 

and its components equates to the required preliminary test force. The lower yoke 

along with the dead-weights has a mass that equates to the additional test force. De-

pending on the choice of the Rockwell scale, the dead-weights must either be con-

nected or disconnected from the lower yoke. The combination of the masses of both 

the yokes is responsible for generating the total test force. Previously, hydraulic sys-

tems were used to actuate the yokes. This has now been replaced by a servomotor. 

The material to be tested is placed on the rigid worktable and clamped into position 

using a sample down-holder. This inhibits the movement of the material in the lateral 

direction. The worktable is fastened to the machine frame, and its top surface is pol-

ished flat. Depending on the thickness of the material being tested, different heights of 

the worktable are available. 

The monitoring of the load application is undertaken using a load cell, which is mounted 

on the machine frame. Due to its location in the machine, the load cell experiences the 
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total test force when there is no contact between the indenter and the material. Con-

versely, when the total test force acts on the material, the load cell experiences no 

force. The calibration of the load cell based on the chosen Rockwell scale is carried 

out by performing a trial run using the appropriate dead-weights. 

 

Figure 7: Image of the primary hardness testing standard of the PTB for regular Rockwell 

scales 

 

In the parking position of the machine, both the yokes are supported by the machine 

frame on the ram, whereas the dead-weights are secured onto the weight support. 

Actuating the linear ram transfers the preliminary test force from the ram to the indenter 

via the coil spring, eventually causing the indentation in the material. Further actuation 

transfers the additional test force to the upper yoke through another coil spring. An 

upper and lower limit switch is installed in the system to contain the motion of the 

yokes. During the entire process, the indenter moves only along the vertical axis due 

to the guidance system. 
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The measurement of the indentation depth is performed using a laser interferometer. 

It is a contactless method that does not interfere with the force application system and 

offers nanometer resolution. Traceability to the SI unit meter is achieved by using a 

frequency-stabilized HeNe laser, whose wavelength is known with a relative uncer-

tainty of approximately 3 x 10-6 [104, 105]. The movement of the indenter during a 

measurement is measured, which enables the determination of the indentation depth 

and indentation velocity. 

The operation of the machine is automated using an industrial computer and a pro-

grammable logic controller (PLC). An ethernet-based fieldbus system is used to com-

municate between all the input and output devices. A graphical user interface assists 

the user to select the Rockwell scale and perform a hardness test. It also visualizes 

the force, displacement, and time measurements in real-time. 

2.4. Measurement of indenter geometry 

This section serves as an introduction to the measurement devices that have been 

used to measure the geometric properties of indenters and the topography of indents 

in this work. The calibration and verification of the indenter geometry are requirements 

put forth by the standards. The standards define the geometric shape of the indenter 

and dictate the permissible tolerances for the indenter’s geometry. They also generally 

define the material that the indenter should be made of and the mechanical properties 

that it should possess. Furthermore, the temperature at which the calibration must take 

place as well as the frequency of the verification and calibration are detailed in the 

standards. 

In some cases, the standard restricts the use of certain measuring instruments to char-

acterize an indenter based on the measurement uncertainty. For instance, in Rockwell 

hardness testing, the standard [37] states that the measuring instrument used to meas-

ure the geometric properties of an indenter must have an expanded measurement un-

certainty with a confidence level of 95 % under 0.1° and 5 µm for the angle and radius 

respectively and that the measuring instrument must be traceable to the national stand-

ards. However, the standard does not exclude any measuring instrument based on its 

working principle. Nevertheless, before choosing a measuring instrument it is impera-

tive to take into consideration the accuracy and precision of the measuring instrument, 

resolution of the instrument, measurement speed and other influencing parameters 

that could affect the calibration result. It is equally important for the measuring instru-

ment to be able to seat the indenter in place and measure it without physical barriers 

obstructing the measurement. 

Broadly speaking, the working principle of measuring instruments can be classified into 

tactile or optical methods. Tactile methods are generally very time-consuming and re-

quire additional post-processing steps on the acquired raw data to obtain the true 3D 

surface of an object. Per contra, an optical measurement is quick and uncomplicated. 

Moreover, it is a non-contact measurement method that does not alter the surface of 
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the object in any fashion. The major shortcoming of optical methods is the establish-

ment of a traceability chain. Therefore, tactile methods are considered as reference 

measurements in this work. 

2.4.1. Tactile methods  

The first type of measuring instrument used to characterize the geometry of the in-

denter is shown in Figure 8 and is called the high-resolution topographic scanner 

(HRTS) [42]. It is a tactile profilometer designed and realized at the PTB for the purpose 

of calibrating roughness standards. The HRTS consists of a low-noise air suspended 

table, whose position and motion along the axes are measured within an absolute de-

viation of 10 nm by optical linear encoders (LIP 281 R). The measurement head is a 

linearly guided stylus, whose motion along the z-axis is measured by an interferometer. 

 

 

Figure 8: Image of the HRTS (Photo credit: Jürgen Kirchhoff)  

 

The tip of the stylus is made of diamond and has a mean radius of 1.629 µm ± 0.040 µm 

and an opening angle of 60°. From the Figure 9, which shows the stylus tip in contact 

with the indenter, it is clear that the opening angle of the stylus tip is notably smaller 

than the opening angle of the indenter. This ensures that only the spherical part of the 

stylus tip probes the entire indenter and not its conical part. The contact force between 

the stylus tip and the sample is controlled and set at 150 µN. The instrument is isolated 

from the environment in a fully climatic room, where the temperature is controlled be-

tween 20 °C ± 0.1 °C. Furthermore, the environmental factors are measured every 30 s 

during a measurement. In case any significant disturbance is monitored, the measure-

ment is aborted and repeated after addressing the problem. 
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With the HRTS, the radius and the opening angle of an indenter can be measured with 

an expanded measurement uncertainty lower than 0.1 µm and 0.01°, respectively. This 

fulfills the criteria set by the standard [37] on measuring instruments used to charac-

terize indenters by a large margin. The geometry of the indenter is linearly scanned 

with single profiles along the x-axis with a frequency of 1 kHz. The y-axis functions as 

an infeed axis. The feed rate amounts to 40 µm s-1. Considering a square shaped scan 

of length 1000 µm with 5000 profiles and 0.2 µm between the profiles amounts to a 

total measurement time of approximately 91 hours on an indenter. Due to the lengthy 

duration of measurement, it is necessary to check for thermal drifts. This is carried out 

by performing a second measurement on the same indenter with 200 profiles along 

the y-axis symmetric to the indenter tip with a profile distance of 0.2 µm on the same 

coordinate system. After the evaluation, it is concluded that no thermal drift correction 

is required for any of the measurements presented in this work. 

 

 

Figure 9: Stylus tip of the HRTS probing a Rockwell hardness diamond indenter 

(Photo credit: Peter Thomsen-Schmidt) 

 

The evaluation of the measurement results, such as the calculation of the area function 

and extraction of parameters from individual profiles, is undertaken with the help of the 

software LabView. During the evaluation, the number of measurement points per pro-

file is reduced from 25000 to 5000 equidistant points. Thus, a mesh of 5000 × 5000 

profile points is available for the purpose of visualization and analysis. 

Individual profiles are then filtered using a spline function with an adjusted cut-off wave-

length of 1.4 µm for noise suppression. Subsequently, a vectorial algorithm is used to 

calculate the total area of the indenter by summing up the infinitesimal area elements 

as a function of the distance from the highest point on the indenter. In this way, the 

area is calculated for incremental heights of the indenter. Similarly, the program can 

determine the respective cross-sectional area of the indenter as a function of the height 

from the projection in the xy-plane. The instrument is capable of measuring objects up 

to a depth of 450 µm. 
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The second type of tactile instrument that is utilized in this work is based on the nano 

measuring and positioning machine (NMM). It is a versatile instrument that can incor-

porate a diamond stylus probe, a focus sensor, a regular atomic force microscope 

(AFM) probe, or an assembled cantilever probe as a sensor head to perform various 

kinds of dimensional measurements. The natural choice when measuring the geomet-

ric properties of indenters is a diamond stylus probe. Due to the height of the indenter, 

using an AFM probe for a measurement would result in undesirable contact between 

the cantilever of the AFM and the indenter. To obtain the topography of an object, it is 

mounted on the motion platform of the instrument and moved in a predetermined fash-

ion. The stylus probe is held in position at the intersection between three laser beams, 

thus reducing the Abbe offset. The use of interferometers gives this instrument a res-

olution of 0.08 nm. A measurement range of 25 mm in the x and y axes, whereas 5 

mm along the z-axis (height axis) is realizable. After the conclusion of the measure-

ment, the obtained raw data is eroded to eliminate the dilation effects of the stylus 

probe [43, 44]. 

The final type of measuring instrument discussed here is the coordinate measuring 

machine (CMM). As the name suggests, CMM is used to measure the spatial coordi-

nates of an object by moving a probing system over it. The CMM that is used to provide 

reference measurements in this work is a 3D micro-CMM that uses a tactile spherical 

microprobe of diameter 150 µm or 300 µm. It offers an insulated measurement cham-

ber for a temperature-controlled measurement. Measurements can be performed in a 

scanning or a single point mode for a measurement range of 130 mm x 130 mm x 

100 mm in x, y, and z axis respectively [45, 46]. 

2.4.2. Optical methods 

The general concept of the extraction of the surface topography of an object using 

optical methods is similar to that of a tactile method. Instead of using a stylus tip, a 

source of light is projected and scanned over the surface. The main advantage of an 

optical method over a tactile method is the non-contact nature of measurement. This 

not only reduces the measurement time, but it also eliminates the likelihood of damag-

ing the object being measured. The main disadvantage is the complexity of the phe-

nomenon of the interaction of the light beam with the surface, which makes it necessary 

to separate the geometric or material properties of the surface to be measured from 

the measurement itself. 

There are many types of optical instruments that can be used for the extraction of the 

indenter topography, such as confocal microscopes (CM), white light interference mi-

croscopes, phase shifting interference microscopes, and focus variation microscopes. 

In this work, a confocal laser scanning microscope (CLSM) is predominantly used. A 

CLSM collimates light obtained from a monochromatic source through a pinhole aper-

ture. The collimated light is deflected by a dichroic beam splitter in the direction of the 

object’s surface. The light is focused on a small part of the surface using a lens system. 
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By means of a movable mirror and lens system, the entire surface is scanned accord-

ingly. The reflected light from each scan passes through the dichroic mirror and finally 

lands on the photodetector. An additional pinhole prevents stray reflected light from 

the object’s surface from reaching the detector [47]. Thus, only the in-focus image is 

captured. Figure 10 presents a sketch of the working principle of a CLSM. 

 

 

Figure 10: Working principle of a confocal microscope 

 

A CLSM is a special type of CM that specifically uses laser illumination as a light source 

and also possesses advanced scanning capabilities. The other types of CM used in 

this study are spinning disk CM and structured illumination CM. A spinning disk CM 

utilizes a spinning disk with multiple pinholes to scan the surface, whereas a structured 

illumination CM projects structured light patterns onto a surface to improve image res-

olution [47]. 
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3. Objectives 

The deviation between a measured Rockwell hardness value and a true Rockwell hard-

ness value of a material can be caused by a multitude of factors. A broad classification 

of the factors is depicted in Figure 11 using an Ishikawa fishbone diagram. 

 

 

Figure 11: Ishikawa diagram for Rockwell hardness value 

 

The factors pertaining to the test piece such as the surface roughness and surface 

contamination, can be readily handled and brought under control. Eliminating the in-

homogeneity of the hardness of a material across its surface, on the other hand, is 

much more complex and must be addressed from a material science standpoint. 

Likewise, the factors affecting the hardness deviation due to the variations in the la-

boratory conditions are well understood and effectively standardized. 

In contrast, a hardness testing machine operator is provided a high degree of auton-

omy when conducting a hardness test, including the depth measurement, timekeeping, 

an a priori estimation of hardness, and spacing the indents. This contributes to an in-

determinate amount of hardness deviation. To alleviate the impact of personal bias, it 

is prudent to opt for an automated approach to hardness measurement. 

The primary hardness testing standard at the PTB aligns with the requirements of a 

standardized machine [48]. The application of the test force using a dead-weight sys-

tem and the measurement of the indentation depth using a laser interferometer ensure 

the lowest amount of uncertainty in the force and indentation depth. Besides, the vari-

ation in the force levels (overshooting and undershooting) and machine hysteresis are 

periodically checked and can be classified as insignificant sources of error. The factor 

pertaining to the testing machine that remains to be addressed is the implementation 

of a standardized testing cycle. Addressing this factor also reduces the personal bias 

of the user and facilitates the harmonization of the national primary standards. 
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Therefore, the first objective is to implement a standardized testing cycle for all the 

Rockwell hardness scales in the primary hardness testing machine of the PTB and 

ensure the compliance with the standard [38]. In addition, the objective is to eliminate 

the need for an expert user to perform the calibrations of hardness reference blocks. 

Furthermore, it is intended that the implementation of this procedure is machine-inde-

pendent so that it can foster better measurement comparability between calibration 

laboratories. 

The next objective is in line with the factors affecting the hardness deviation due to the 

indenter. These factors can be grouped into two categories: geometric and nongeo-

metric. The nongeometric factors, such as the mechanical properties of indenters are 

to be dealt with from a materials science perspective. The geometric factors such as 

the tip radius and the opening angle are among the largest contributors to the meas-

urement uncertainty [49–51]. In light of these facts, the objective is to investigate and 

determine a suitable correction method that can be used to correct hardness deviations 

as a function of the geometric deviations of indenters. Additionally, the objective is also 

to develop a calibration strategy for the calibration of the spherical tip radius of a Rock-

well diamond indenter. 

The final objective of this work is to reduce the measurement uncertainty of Rockwell 

hardness testing. Furthermore, this work seeks to implement the definitions and ana-

lyze the feasibility of the definitions put forth by the standards, highlighting shortcom-

ings and suggesting improvements for the betterment of the field of material testing 

and also to take a step towards a worldwide unified Rockwell hardness scale. 
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4. Calibration of Rockwell Hardness Reference Blocks 

Hardness reference blocks are means through which the Rockwell hardness scale is 

disseminated from an NMI all the way down to the end user. Besides their use in cali-

bration and verification of a hardness testing machine, they are also used during in-

stallation, maintenance, and as measurands during measurement campaigns between 

NMIs. Since they are key to ensuring traceability in hardness measurements, their cal-

ibration is standardized in a separate part of ISO 6508 [38] with tighter tolerances. 

Principally, hardness reference blocks used in Rockwell hardness testing are blocks of 

metal that are heat treated to attain a particular hardness value. The metals that are 

most used are steel, aluminum, and brass. Hardness reference blocks come in differ-

ent shapes and sizes depending upon the Rockwell hardness scale they need to cater 

to. Desirable properties that a hardness reference block needs to possess are stability 

and longevity of hardness value and a homogeneous hardness over the surface and 

along the depth. 

Measuring the Rockwell hardness value of a hardness reference block is straight-for-

ward. However, calibrating it poses a special challenge. This is because the standard 

[38] states that the indentation speed during the loading phase of a Rockwell hardness 

test cycle after 80 % of the total force F is applied needs to be between 15 µm/s and 

40 µm/s. With regards to the initial speed of indentation up to the exertion of 80 % of 

the total force F on the hardness reference block, no specific information is provided. 

The general effect of the force application rate on the measured Rockwell hardness 

value has been discussed in detail by Low [34]. The justification behind fixing the final 

indentation speed is its strong influence on the measured Rockwell hardness value. It 

has been shown in [34] that changing the final speed of indentation from 0.5 µm/s to 

70 µm/s results in a decrease of the measured hardness by 0.6 HRC for a material 

with a nominal hardness of 50 HRC. This deviation is significant, and hence the stand-

ard [38] steps in to ensure the harmonization of the Rockwell hardness scale. 

To further enhance the agreement between the primary standards of different nations, 

the CCM-WGH of the CIPM has agreed on a fixed value for several parameters of a 

Rockwell hardness test, including the final speed of indentation. For instance, the rec-

ommended final speed of indentation for the scale HR15N is 15 µm/s, whereas 

30 µm/s for the scales HR30N, HR45N, and HRC [35]. 

It is intuitive that the extent of penetration is inversely proportional to the hardness of 

the material. Considering the indentation depth vs. time diagrams of a soft and hard 

material as shown in Figure 12, it is obvious that if the indentation speed v2 is kept 

constant, the indentation speed v1 must vary based on the hardness of the material. 

As the hardness of the material is a quantity that is measured during a hardness meas-

urement and is not known a priori, the information about the value of the initial speed 

of indentation is unavailable. Thus, the setting of the initial speed of indentation during 

a measurement and, in general, the compliance with the standard [38] is complicated. 
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Figure 12: Indentation depth vs. time diagrams for a soft and a hard material 

 

A rudimentary method to ensure compliance with the standard [38] is to perform mul-

tiple pre-measurements and estimate the hardness of the hardness reference block to 

subsequently set the initial speed of indentation. This is a time-consuming method and 

requires an expert user. Moreover, a hardness reference block has limited space on 

its surface where hardness calibrations can be performed. Therefore, pre-measure-

ments lead to wastage of material and increase the overall cost to the customers. 

A novel method that uses the information obtained about the material’s hardness dur-

ing the preload phase of a Rockwell hardness test has been developed and tested at 

the PTB for the Rockwell hardness scale HRA [52]. This method eliminates the need 

to perform pre-measurements and enables the determination of the initial speed of 

indentation during the measurement itself. Principally, a functional relationship is es-

tablished between the indentation depths h0, hmax and the material hardness, which 

are known as characteristic curves. These curves serve as a database for all future 

measurements and help calculate the initial speed of indentation v1. However, this 

method and the characteristic curves are specific to the hardness testing machine with 

which they are determined. 

Some metrology institutes redesigned the load monitoring system to include an exter-

nal force sensor on the screw drive to detect the 80 % of the total force without altering 

the value or the accuracy of the test force being applied [53]. Other institutes use a 

similar approach with a closed loop system to monitor the load signal continuously and 

adapt the indentation speed accordingly [54]. Nonetheless, these methods allow laxity 

to the force application time taa and render its control arduous. 
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4.1. Estimation of the indentation speed 

In order to estimate the indentation speed v1, characteristic curves are required. Fig-

ure 13 shows the steps followed to calculate the indentation speed. Firstly, the inden-

tation depth h0 is measured during a Rockwell hardness measurement. Using this 

measured value an estimate of the material’s hardness is made, followed by the esti-

mation of the indentation depth hmax. 

 

 

Figure 13: Automation concept for estimating the initial speed of indentation 

 

To obtain the ratio of the indentation depths during the application of the additional test 

force, a linear relationship between the force and indentation depth is assumed in [52]. 

Regular work with the hardness testing machine has shown that this assumption is 

inaccurate and leads to variations in the final speed of indentation v2. According to [55], 

the relationship between the test force and the indentation depth is best described 

using a power law, as shown in Equation 7. 

 

𝐹 =  𝑎ℎ𝑏 Equation 7 

 

In Equation 7, a is a material-dependent constant, whereas b is an indenter-dependent 

constant. There exists a class of indenters called self-similar indenters, where the 

shape of the indent remains the same during an indentation process and only the size 

increases with the increasing indentation depth. Berkovich and Vickers indenters be-

long to this class of indenters. It has been proven in [56] that the value of the constant 

b is 2 for self-similar indenters. 

The indenters used in Rockwell hardness testing are either spherical or spheroconical 

in shape. Both these indenters do not belong to the category of self-similar indenters 

since the shape of the indent changes depending on the test force and the mechanical 

properties of the material being tested. 

To determine an analytical relation between the test force and the indentation depth 

when a spherical indenter is used, the indentation depth can be decomposed into elas-

tic he and plastic hp portions as shown in Equation 8 [57]. 
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ℎ =  ℎ𝑒 + ℎ𝑝 Equation 8 

 

The elastic deformation caused by a spherical indenter can be calculated using Hertz-

ian contact theory [58]. For plastic deformation to occur, the maximum contact pres-

sure must exceed 1.6 times the yield stress of the metallic material [59]. Inserting the 

respective deformations in Equation 8, a relation between the indentation depth and 

the test force in terms of the radius of the indenter R, the reduced elastic modulus Er, 

and the yield stress of the material σy is obtained, as shown in Equation 9. 

 

ℎ =  [
9

16 ∙ 𝑅 ∙ 𝐸𝑟
2

]

1
3⁄

∙ 𝐹
2

3⁄  +  
0.058

𝑅 ∙ 𝜎𝑦
∙ 𝐹 Equation 9 

 

From Equation 9, it can be deduced that elastic deformations dominate the total defor-

mation for hard materials if the radius of the indenter is significantly larger than the 

indentation depth. When the indentation depth and the radius of the indenter are of 

similar magnitude, the type of deformation depends on the material properties. In any 

case, the value of the constant b lies between 1 and 2. 

Due to the geometry of the spheroconical indenter, the shape of the indent depends 

on the indentation depth. This complicates the derivation of an analytical relationship 

between the test force and the indentation depth. Hence, measurement data of the test 

force and indentation depth obtained from multiple hardness measurements is fitted 

using a nonlinear least squares method to determine the value of the constants in 

Equation 7. The results of the curve fit for three hardness reference blocks of steel with 

different hardness levels and one hardness reference block of aluminum and brass 

each are presented in Table 3. The maximum test force applied on the material is 

designated using the Rockwell hardness scale. 

From the tabulated results, the following conclusions can be drawn. Firstly, the value 

of the constant a depends on both the material and the test force. When a material is 

tested with a larger test force, the value of the constant a decreases. This could indi-

cate differences in material properties with increasing indentation depth, also called 

the indentation size effect [60]. Secondly, the average value of the constant a increases 

with an increase in the hardness of the material. 

Observing the behavior of the constant b reveals that it is bound between the values 

of 1 and 2. Furthermore, the results of testing a soft material with high test forces indi-

cate that the value of the constant b tends towards the value of 2. This is because the 

spherical tip of a spheroconical indenter can be neglected when the indentation depths 

are very large compared to the height of the spherical tip, which results in the sphero-

conical indenter behaving like a self-similar indenter. 
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Nominal value of hardness 
reference block 

Maximum test force 
w.r.t Rockwell scale 

Constants 

a b 

20 HRC 

(steel) 

HRA 0.76 1.38 

HRD 0.50 1.48 

HRC 0.30 1.58 

40 HRC 

(steel) 

HRA 1.80 1.29 

HRD 1.24 1.38 

HRC 0.77 1.48 

65 HRC 

(steel) 

HRA 3.75 1.23 

HRD 2.79 1.31 

HRC 2.03 1.38 

110 HV 

(aluminum) 

HRA 0.20 1.55 

HRD 0.14 1.62 

35 HRA 

(brass) 

HRA 0.14 1.56 

HRD 0.10 1.64 

Table 3: Values of constants a and b for different materials and hardness obtained by describ-

ing the test force and indentation depth data using a power law function as shown in Equa-

tion 7 

 

Equation 7 can be rearranged to express the test force and the constants in terms of 

the indentation depth, as shown in Equation 10. 

 

ℎ =  (
𝐹

𝑎
)

1
𝑏⁄

 Equation 10 

 

Let c be the proportion of the total indentation depth associated with 80 % of the total 

test force (see Figure 6). Thus, the ratio α, which is the ratio of the indentation depth 

when the test force is between 80 % and 100 % of the total test force to the indentation 

depth when the additional test force is applied, is given by Equation 11. 
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𝛼 = (1 − 𝑐) ∙
ℎ2

ℎ𝑚𝑎𝑥
 Equation 11 

 

Assigning the respective test forces and inserting Equation 10 in Equation 11, the ratio 

α can be rewritten as shown in Equation 12. 

 

𝛼 = (1 − 𝑐) ∙
𝐹

1
𝑏⁄

𝐹
1

𝑏⁄ − 𝐹0

1
𝑏⁄
 Equation 12 

 

The amount of time in which the final part of the additional test force must be applied 

with a constant speed v2 is given by the Equation 13. 

 

𝑡2 =  
𝛼 ∙ ℎ𝑚𝑎𝑥

𝑣2
 Equation 13 

 

Likewise, the initial speed of indentation v1 for the application of the additional test force 

is given by the Equation 14. With the help of the machine-specific characteristic curves, 

an estimate of the variable hmax can be obtained. Thus, every variable in Equation 14 

is known, and this enables the estimation of the indentation speed during the preload 

phase of a Rockwell hardness test. 

 

𝑣1 =  
[(1 − 𝛼) ∙ ℎ𝑚𝑎𝑥]

[𝑡𝑎𝑎 − 𝑡2]
 Equation 14 

 

4.2. Universal automation approach 

The estimation of the initial speed of indentation described in the previous subsection 

uses characteristic curves, which are unique to a hardness testing machine. A univer-

sal and machine-independent approach to automation is attractive due to the ease of 

transfer of the characteristic curves to any computerized Rockwell hardness testing 

machine. In this subsection, the critical parameters that affect the characteristic curves 

are addressed, and methods to determine these are described. 

4.2.1. Surface detection 

In most hardness testing machines, the occurrence of the force signal exceeding a 

predefined threshold is taken to indicate the initial contact between the indenter and 

the material. Another technique to determine the detection of the surface involves the 

https://doi.org/10.7795/110.20250619



 

 

 

31 

 

monitoring of the speed of the indenter. An abrupt deceleration of the indenter is indic-

ative of the detection of the initial contact. Since the Rockwell hardness value is calcu-

lated using the differential depth with the indentation depth at the preliminary test force 

as the reference, most methods of surface detection are effective and do not affect the 

hardness measurement. In contrast, establishing universal characteristic curves re-

quires the absolute values of indentation depths h0 and hmax. 

Therefore, an appropriate force threshold must be chosen such that the surface detec-

tion error is insignificant compared to the measured value of the indentation depth h0. 

The finite deformation Δx as a result of the threshold force acting on the material can 

be estimated using the Equation 9 and corrected accordingly. 

4.2.2. Machine compliance 

The indentation depth measured by a displacement measurement system during a 

hardness test consists of the deformation due to the material-indenter interaction and 

the deformation of the machine. The extent of the deformation in the machine depends 

on the test load and the design of the machine frame. For instance, a C-shaped ma-

chine frame is more prone to deformation during loading in comparison to a rigid ma-

chine frame. Since the indentation depths for the calculation of the Rockwell hardness 

value are measured while the preliminary test force is acting, the contributions of the 

machine deformation cancel each other out. However, machine-independent absolute 

values of the indentation depths h0 and hmax are required for the establishment of uni-

versal characteristic curves. Therefore, the accurate determination of the machine 

compliance is crucial. 

Different methodologies could be used to measure the machine compliance. The ISO 

standard [37] outlines a method to minimize the scattering of measurement results 

caused by the hysteresial flexure of the testing machine. Due to the mechanical con-

struct of the machine, there is an inevitable presence of elastic air gaps in addition to 

the elastic deformation of machine parts. Thus, the standard [37] states that multiple 

hardness tests with the highest test force using a spherical indenter having a radius 

larger than 5 mm are to be performed on a hard material with a hardness of at least 

60 HRC before beginning with hardness testing. Consequent indentations are per-

formed on the same location, which leads to the local hardening of the region of inden-

tation. With every indent, the hardness of the material increases. Performing ten in-

dents and averaging the results of the final three indents, the hardness value must be 

within 1 HR unit of the value of the constant N (Equation 4) to ascertain the successful 

completion of the machine hysteresis verification. 

Although the undertaking of the machine hysteresis verification is pivotal to ensure that 

no offset errors creep into the characteristic curves, it does not determine the absolute 

value of the machine compliance. Furthermore, it does not account for the deformation 

of the indenter, the indenter holder and most crucially the deformation of material 
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placed under the test piece. One potential solution is to utilize a length measuring sys-

tem such as an interferometer to quantify the machine deformation. If the machine 

design and the material properties of the machine frame are available, a finite element 

simulation could also be performed. Both of these methods are cumbersome and not 

the most feasible. 

In this work, the machine compliance is determined using the method described in [25]. 

This approach is generally used to determine the machine compliance in IIT. The total 

compliance is assumed to be the sum of the contact compliance between the indenter 

and the material and the compliance of the machine frame, like two springs acting in 

series. After choosing a suitable material, Rockwell hardness measurements for three 

levels of test force, such as the Rockwell scales HRA, HRD, and HRC, are performed. 

The slope of the unloading curve for each of the measurements is extracted to obtain 

the total machine stiffness. The inverse of the total stiffness gives the total compliance. 

The contact stiffness between the indenter and material is calculated using Sneddon’s 

equation [61]. By making the assumption that the hardness of the material and the 

reduced elastic modulus are independent of the indentation depth, Sneddon’s equation 

can be rearranged to express it in terms of the maximum test force Fmax. Thus, the total 

compliance Ct is given by the Equation 15, where k is a constant and Cf is the machine 

compliance. 

 

𝐶𝑡 =  
𝑘

√𝐹𝑚𝑎𝑥

+ 𝐶𝑓 Equation 15 

 

Since Equation 15 is a linear equation with Ct as the dependent variable and 𝐹𝑚𝑎𝑥
−0.5 as 

the independent variable, the y-intercept gives the machine compliance Cf. With the 

known value of the machine compliance, the machine-independent value of the inden-

tation depth hmax can be obtained from its machine-dependent measured value using 

Equation 16, where F is the total test force of the respective Rockwell scale. 

 

ℎ𝑚𝑎𝑥 = ℎmax (𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑) − 𝐹 ∙ 𝐶𝑓 Equation 16 

 

Likewise, the universal value of the indentation depth h0 is given by the Equation 17, 

where F0 is the preliminary test force of the respective Rockwell scale. 

ℎ0 = ℎ0 (𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑) − 𝐹0 ∙ 𝐶𝑓 + ∆𝑥  Equation 17 
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4.2.3. Velocity corrections 

Having established the universal characteristic curves and estimated the initial speed 

of indentation, the next step is to ensure that both the indentation speeds v1 and v2 are 

adhered to during the indentation process. Figure 14 shows the difference between 

the measured indentation speed (output) and the set indentation speed (input) for dif-

ferent hardness levels of Rockwell scale HR45N. The initial and final indentation 

speeds are both affected, and deviate from the input indentation speeds, based on the 

hardness of the material being tested. The extent of the deviation is larger for the in-

dentation speed v1 than v2, due to the longer range the indenter traverses during a 

hardness test. Moreover, the output of the indentation speed for v1 is much larger for 

softer materials than harder materials because of the lack of resistance to penetration 

in a softer material. 

 

Figure 14: Difference between the measured indentation speed and the assigned indentation 

speed for different hardness levels 

 

The deviation between the input and output indentation speeds is unique to the in-

denter and the Rockwell scale. Given the need for precise and repeatable indentation 

speeds, the speed of the motor must be manipulated based on the hardness of the 

material and the Rockwell scale to fulfill the criteria set by the standard [38] on the 

indentation speeds. These modifications are termed here as velocity corrections. 

Utilizing hardness reference blocks of different hardness levels, the input indentation 

speed for both v1 and v2 is incremented stepwise and the resulting output indentation 

speed is recorded. Figure 15 presents the results of this analysis performed for two 
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sets of input and output indentation speeds. The output to input ratio differs for the 

indentation speeds v1 and v2 but varies linearly for both indentation speeds.  

 

Figure 15: Output to input ratio for different sets of indentation speeds with respect to hard-

ness 

 

As an estimate of the hardness value is made during the preload phase of a Rockwell 

measurement, it can be used to assign the respective output to input ratios for the 

indentation speeds v1 and v2, respectively, and the motor speed adjusted accordingly. 

Additionally, the velocity corrections must be determined for each of the Rockwell hard-

ness scales individually. 

4.3. Validation of universal characteristic curves 

The characteristic curves determined for the Rockwell hardness scale HRC by two 

independent laboratories, Lab A (project partner) and Lab B (PTB), are presented to 

validate the concept of universal automation. Considering the machine capabilities of 

both laboratories, a force threshold of 0.5 N is chosen to detect the contact between 

the indenter and the material. The measurement of the machine compliance is carried 

out on 12 hardness reference blocks, with 10 indentations for each of the three test 

force levels. Irrespective of the choice of the material or hardness, consistent values 

of machine compliance are measured. The machine compliance for the hardness 

tester of Lab A is measured to be 75 nm/N. In contrast, a machine compliance of only 

9.8 nm/N is measured for the hardness tester of Lab B. The appreciably greater ma-

chine compliance for Lab A is attributed to its C-shaped machine frame. Figure 16 

visualizes the raw data of the force vs. displacement curves for three levels of test 

force (HRA in black, HRD in blue and HRC in red) and the force vs. displacement 
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curves after accounting for the machine compliance of the Lab A. When the test force 

is close to 1500 N, the contribution of the machine deformation to the total measured 

indentation depth exceeds 100 µm. 

 

Figure 16: Effect of machine compliance correction on force vs. displacements curves for 

measurements on Rockwell scale HRA, HRD and HRC 

 

The required Rockwell hardness tests for the establishment of machine-dependent 

characteristic curves are performed on 15 hardness reference blocks consisting of 

three industry-typical materials, namely steel, aluminum, and brass. The hardness val-

ues of these blocks are chosen in such a way that they span across the hardness 

range of every Rockwell scale. Unavoidably, the nominal hardness value of a few of 

these blocks falls below or exceeds the applicable range of some of the Rockwell 

scales. Hence, data points from hardness values that lie far beyond the applicable 

range are duly rejected. 

Ten hardness measurements are performed on every hardness reference block to ob-

tain a good statistical distribution of the data set and to reduce the influence of hard-

ness outliers. The average of the hardness values and the indentation depths h0 and 

hmax is exported into the database to automate the calibration process. 

The machine-specific functional relationship between the HRC values and the inden-

tation depth h0 obtained by Lab A and Lab B is shown in Figure 17. The curves from 

the two labs differ noticeably across the full range of indentation depths. Accounting 

for the surface detection error and the respective machine compliances, the individual 

universal characteristic curves for Lab A and Lab B are shown in Figure 18. A clear 
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improvement in the agreement between the curves is seen. To incorporate this char-

acteristic curve into the database, a logarithmic function can be used. For the Rockwell 

scales that use a spherical indenter, a linear functional relationship best describes the 

characteristic curve. Furthermore, the different materials investigated in this study did 

not yield any substantial differences from the findings presented here. 

 

Figure 17: Machine-dependent characteristic curves to estimate the hardness value 

 

Figure 18: Machine-independent characteristic curves to estimate the hardness value 
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Likewise, Figure 19 and Figure 20 present the machine-dependent and machine-inde-

pendent characteristic curves for the estimation of the indentation depth hmax from 

Lab A and Lab B. These universal characteristic curves are also in close agreement, 

indicating the successful determination of the influencing parameters. A linear function 

can be used to describe these curves for every Rockwell scale. The results for the 

machine-dependent and machine-independent characteristic curves for the Rockwell 

scale HRA and HRD are provided in the Appendix 1 and Appendix 2. 

 

Figure 19: Machine-dependent characteristic curves to estimate the indentation depth hmax 

 

Figure 20: Machine-independent characteristic curves to estimate the indentation depth hmax 
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Similar universal characteristic curves are also obtained for every other standardized 

Rockwell scale. Given the good agreement between the machine-independent char-

acteristic curves obtained from two independent laboratories that use different hard-

ness testing machines, the universal automation approach can be considered vali-

dated. The differences in the universal characteristic curves of the laboratories are 

minor and could be attributed to the differences in the geometry of the indenter used. 

According to [34], the indenter geometry is the largest source of uncertainty in Rockwell 

hardness testing. Hence, the correction of the measured hardness value based on the 

geometry of the indenter is separately dealt with in the following chapter. 

4.4. Implementation 

The indentation speeds during the application of the additional test force are measured 

after the implementation of the automated approach. The results of the hardness and 

indentation speed measurement for the Rockwell scale HRC are presented in Figure 

21. 

 

Figure 21: Measured indentation speeds during the application of the additional test force for 

different hardness levels 

 

Irrespective of the material hardness, a constant final speed of indentation (v2) of 

(27 ± 1) µm/s is maintained over the entire range of the HRC scale. The measured 

indentation speed meets the criteria set by the standard [38]. Naturally, the initial speed 

of indentation (v1) depends on the hardness of the material and decreases with the 

increase in the material hardness. 

The implementation and verification of the indentation speeds for Rockwell scales that 

use a diamond indenter are unproblematic. For Rockwell scales that use a hard metal 
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spherical indenter, it is noticed that the measured Rockwell value is extremely sensitive 

to the change in indentation speeds. This effect is exacerbated in combination with 

lower test forces, such as for the Rockwell scale HR15T. The functional relationship 

between the hardness value and the indentation depths h0 and hmax changes with a 

change in the indentation speed. This poses a special challenge in establishing the 

characteristic curves for the Rockwell scale HR15T. 

Another important aspect to consider during the implementation process is the surface 

roughness of the material. Failure to do so would result in the underestimation or over-

estimation of the indentation depth h0. Consequently, the estimation of the hardness, 

indentation depth hmax, and eventually the initial speed of indentation v1 is directly af-

fected and results in the mismeasurement of the hardness value. Since hardness ref-

erence blocks are used in this study and due to the restriction placed by the standard 

[38] on the roughness value Ra of hardness reference blocks, it can be safely said that 

the roughness value does not exceed 0.3 µm. 

As an inevitable consequence of fixing the final speed of indentation v2, the under-

shooting or overshooting of the test force is observed in some cases. For softer mate-

rials, the indentation speed v1 is larger than the indentation speed v2. This deceleration 

causes a minimal undershooting of the test force. Similarly, for harder materials, the 

indentation speed v1 is smaller than the indentation speed v2. This accelerates the 

indenter towards the end of the loading process, causing a slight overshooting of the 

test force. Both of these circumstances can be avoided by programming a third inden-

tation speed after 99 % of the test force is applied, giving the testing machine enough 

time to stabilize before coming to a stop. 

Finally, it must be reiterated that assuming a linear relationship between the test force 

and the indentation depth is not accurate. Assuming a linear relationship implies that 

the value of the constant b in Equation 7 is 1. Thus, the change in the indentation 

speed from v1 to v2 occurs at 80 % of the indentation depth h2. Considering the value 

of the constant b to be 2 (quadratic relation), the change would occur at 89 % of the 

indentation depth h2. For values of the constant b listed in Table 3, the range for the 

change in the indentation speed lies between 85 % and 87 % of the indentation depth 

h2. Therefore, the discrepancy arising from the incorrect assumption for the relation 

between the test force and the indentation depth results in the initial indentation speed 

being sustained for a longer duration than prescribed. This adversely affects the final 

indentation speed by varying it from the specified value, contingent on the estimated 

value of the initial indentation speed. 
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5. Development of Indenter Geometry Correction 

The simplicity of the Rockwell hardness definition comes at a cost. This is especially 

true when the influence of the preliminary load, main load, tip radius or the opening 

angle of the indenter on the Rockwell hardness test result needs to be investigated. 

This is a direct consequence of Rockwell hardness being solely defined based on the 

permanent depth of indentation. On the contrary, other definitions of hardness, such 

as Vickers or Brinell, include the test force and some indenter geometry parameters, 

which facilitate the estimation of the measurement uncertainty using Monte Carlo sim-

ulations [62–64]. 

Another important aspect besides the estimation of measurement uncertainty is the 

correction of the measured hardness values that are obtained through indenters that 

deviate from the ideal geometry. To shed some light upon this problem, the Rockwell 

hardness value of hardness reference blocks for five levels of hardness in the HRC 

scale is measured using three different indenters (see Table 4). 

 

Nominal HRC 
values 

Measured HRC values 
with Absolute Difference 

between PTB in-
denters 

Largest differ-
ence between 
PTB and EDKx 

PTB indenters 
EDKx 

EDK2 EDK3 

20 19.3 19.5 20.9 0.2 1.6 

30 30.1 30.6 31.2 0.5 1.1 

40 40.4 41.0 42.5 0.6 2.1 

50 50.1 50.7 50.5 0.6 0.4 

65 63.8 64.1 64.2 0.3 0.4 

Table 4: Rockwell hardness scale HRC test results using different indenters 

 

The indenters EDK2 and EDK3 belong to the PTB, whereas the indenter EDKx belongs 

to a calibration laboratory. The presented result is the average of 5 measurements. A 

maximum difference of 0.6 HRC units is observed in the results between the PTB in-

denters and up to 2.1 HRC units between the PTB and the calibration laboratory re-

sults. 

Although the hardness reference blocks have the same nominal value and originate 

from the same batch and a single manufacturer, the test pieces were different. Thus, 

the results between the PTB and the calibration laboratory differ not only due to the 
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indenter geometry but also due to the test piece, testing machine, testing location, etc. 

Furthermore, no correction factors have been applied to any of these measurement 

results. It must be mentioned that it is a common practice in the industry and endorsed 

by the standard [36] to apply correction factors to reduce the bias or offset from the 

PTB calibrated hardness values. 

The indenter tip radius and the opening angle of the indenters EDK2, EDK3, and EDKx 

have been calibrated using the HRTS, and the results are shown in the Table 5. No 

quantitative or qualitative information about the transition zone is available. 

 

Indenter geometry 

Indenter name 

EDK2 EDK3 EDKx 

Tip radius 193.2 µm 197.1 µm 195.0 µm 

Opening angle 119.99° 120.04° 120.44° 

Table 5: Geometric properties of three Rockwell diamond indenters measured by the HRTS 

with a stylus tip radius of approximately 2 µm 

 

The results presented in the Table 4 can be interpreted based on the geometric prop-

erties of the indenters listed in Table 5. Since the tip radius and the opening angle of 

the indenter EDK3 are larger than those of EDK2, the hardness values measured with 

the indenter EDK3 are also always larger than those measured with the indenter EDK2. 

This is because an increase in tip radius or opening angle increases the area of the 

indenter in contact with the sample. As the applied force on the sample is a predefined 

constant, the indentation depth reduces consequently. A reduction in indentation depth 

implies that the measured hardness is larger. Similarly, the measured hardness using 

EDKx for nominal values of 20 HRC, 30 HRC, and 40 HRC is much larger than the 

PTB indenters due to the significantly larger opening angle of EDKx. Another important 

observation is that for harder blocks such as 50 HRC and 65 HRC, the measured value 

with EDKx is comparable with results of the PTB indenters. This can be explained by 

the relatively good agreement between the calibrated tip radii values of the indenters. 

Intuitively, the tip radius has a larger effect on harder materials than the opening angle. 

For softer materials, the opening angle of the indenter is critical. 

Unfortunately, ideal hardness values measured using an ideal indenter do not exist. 

Hence, there exists a need to correct the presented hardness values based on their 

deviation from the ideal geometry of a Rockwell indenter. Currently, the method pub-

lished in [65], which is based on the determination of the indenter area function for a 

group standard of Rockwell indenters, is used at the PTB. The idea of a group standard 
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was conceived by R. S. Marriner [66] and F. Petik [17] but realized by D. Schwenk et 

al. in [67]. Another promising method to correct the measured Rockwell hardness val-

ues based on a modelling approach was presented by D. Schwenk et al. in [68]. Since 

this work is published solely in the German language, it has not attracted international 

attention. Furthermore, this method has never been compared to other available meth-

ods for hardness correction, nor has it been validated. 

5.1. Derivation of an equivalent Rockwell hardness number 

In this subsection, the derivation of an equivalent Rockwell hardness number is pro-

vided. This is followed by the application of the Schwenk’s method [68] on the results 

of Table 4 and a systematic comparison with the group standard method. 

The idea behind this method is the modelling of a functional relationship between the 

Rockwell hardness value (HR) and a theoretical permanent depth of indentation (hth) 

based on empirical and regression analysis. The physical process during a Rockwell 

hardness test can be described in terms of the ratio of the applied force to the inden-

tation area by the Kick’s law of proportional resistances [69]. Thus, two hardness val-

ues for the preliminary force and the total force, 𝐻𝑅𝐹0
 and 𝐻𝑅𝐹 respectively, can be 

determined during a single Rockwell hardness test cycle. If the testing conditions are 

kept unchanged, these two hardness values would be constants. It can then be as-

sumed that small variations in the indenter geometry or the testing forces alter neither 

the hardness values nor the stress distribution in the indentation zone. For simplicity, 

the elastic relaxation of the material after removal of the additional force, the differ-

ences in the elastic relaxation of the indentation boundary at different force levels and 

the pile-up of material is not considered. 

Mathematically, the hardness can be expressed using the Equation 18 and Equa-

tion 19, where F0 is the preliminary test force, F is the total test force, 𝐴𝐹0
is the inden-

tation area when F0 is applied and 𝐴𝐹 is the indentation area when F is applied. 

 

𝐻𝑅𝐹0
=  

𝐹0

𝐴𝐹0

 Equation 18 

 

𝐻𝑅𝐹 =  
𝐹

𝐴𝐹
 Equation 19 

 

From the model, the theoretical permanent depth of indentation is given by the Equa-

tion 20, where ℎ𝐹0
is the indentation depth corresponding to the preliminary test force 

F0 and ℎ𝐹 is the indentation depth corresponding to the total force F. 
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ℎ𝑡ℎ =  ℎ𝐹 − ℎ𝐹0
 Equation 20 

 

Now, consider the 2D profile of an ideal Rockwell diamond indenter as shown in Fig-

ure 22. Depending on the hardness of the material being tested, different regions of 

the indenter come into contact with the material during the application of the prelimi-

nary test force and the additional force. The possible scenarios are: 

1. Contact only with the spherical region during the application of the preliminary 

test force and the additional test force. This would be the case if the tested 

material is extremely hard. 

2. Contact with the spherical region during the application of the preliminary test 

force, whereas a contact with the conical region when the additional test force 

is applied. This would indicate that the tested material is moderately hard. 

3. Contact with the spherical and the conical region during the application of the 

preliminary test force and the additional test force. This would occur for a rela-

tively soft material. 

 

 

Figure 22: 2D sketch of an ideal Rockwell diamond indenter 
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Therefore, for Case 1, the theoretical depth of indentation hth_1 is given by the Equation 

21. 

 

ℎ𝑡ℎ_1 =  ℎ𝐹 − ℎ𝐹0
=

𝐹

2𝜋𝑅 ∙ 𝐻𝑅𝐹
−

𝐹0

2𝜋𝑅 ∙ 𝐻𝑅𝐹0

 Equation 21 

 

The indentation depths in Equation 21 are calculated using the Equation 22 (area of a 

spherical cap AK), where h is the indentation depth. 

 

𝐴𝐾 =  2𝜋𝑅ℎ Equation 22 

 

For Case 2: 

The indentation depth at the preliminary force is the same as that as Case 1. However, 

the indentation depth at the total load is given by the Equation 23, where hKE is the 

indentation depth until the end of the sphere and hc is the indentation depth from the 

beginning of the conical section, as shown in the Figure 22. 

 

ℎ𝐹 = ℎ𝑐 + ℎ𝐾𝐸 Equation 23 

 

From the triangle OED, 

 

sin 𝜃 =
𝑂𝐸

𝑂𝐷
=

𝑅 − ℎ𝐾𝐸

𝑅
 Equation 24 

 

Hence, 

 

ℎ𝐾𝐸 = 𝑅(1 − sin 𝜃) Equation 25 

 

From the section of the conical frustum ABCDE, we calculate hc. 

Area of the conical frustum, Ac is given by the Equation 26, where s is the length of the 

cone flank and ra and rb are the radii of the cross-sections at the beginning and end of 

the conical region. 
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𝐴𝑐 = 𝜋𝑠(𝑟𝑎 + 𝑟𝑏) Equation 26 

 

From the Figure 22, Ac can be rewritten using Equation 27. 

 

𝐴𝑐 = 𝜋
ℎ𝑐

cos 𝜃
(𝑅 cos 𝜃 + (𝑅 cos 𝜃 + ℎ𝑐 tan 𝜃)) Equation 27 

 

Multiplying the terms gives Equation 28. 

 

𝐴𝑐 = 2𝜋𝑅ℎ𝑐 +
𝜋ℎ𝑐

2 tan 𝜃

cos 𝜃
 Equation 28 

 

This is a quadratic equation in hc. Thus, it can be expressed as shown in Equation 29 

and Equation 30. 

 

ℎ𝑐 =
−2𝜋𝑅 ± √4𝜋2𝑅2 +

4𝜋𝐴𝑐 tan 𝜃
cos 𝜃

2𝜋 tan 𝜃
cos 𝜃

 Equation 29 

 

ℎ𝑐 = −
𝑅 cos 𝜃

tan 𝜃
± √(

𝑅 cos 𝜃

tan 𝜃
)

2

+
𝐴𝑐 cos 𝜃

𝜋 tan 𝜃
 Equation 30 

 

Now, the theoretical depth of indentation hth_2 is given by the Equation 31. 

 

ℎ𝑡ℎ_2 =  ℎ𝐹 − ℎ𝐹0
= ℎ𝑐 + ℎ𝐾𝐸 −

𝐹0

2𝜋𝑅 ∙ 𝐻𝑅𝐹0

 Equation 31 

 

Using Equation 23, Equation 25 and Equation 30, the theoretical depth of indentation 

hth_2 is given by Equation 32. 

 

ℎ𝑡ℎ_2 = −
𝑅 cos 𝜃

tan 𝜃
± √(

𝑅 cos 𝜃

tan 𝜃
)

2

+
𝐴𝑐 cos 𝜃

𝜋 tan 𝜃
+ 𝑅(1 − sin 𝜃) −

𝐹0

2𝜋𝑅 ∙ 𝐻𝑅𝐹0

 Equation 32 
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Since Ac is given by Equation 33,  

 

𝐴𝑐 = 𝐴𝐹 − 𝐴𝐾𝐸 =  
𝐹

𝐻𝑅𝐹
− 2𝜋𝑅ℎ𝐾𝐸 =  

𝐹

𝐻𝑅𝐹
− 2𝜋𝑅2(1 − sin 𝜃) Equation 33 

 

Equation 32 can now be rewritten as Equation 34, 

 

ℎ𝑡ℎ_2 = 𝑅 (1 − sin 𝜃 −
cos 𝜃

tan 𝜃
)

+
√

(
𝑅 cos 𝜃

tan 𝜃
)

2

+
(

𝐹
𝐻𝑅𝐹

− 2𝜋𝑅2(1 − sin 𝜃)) cos 𝜃

𝜋 tan 𝜃

−
𝐹0

2𝜋𝑅 ∙ 𝐻𝑅𝐹0

 

Equation 34 

 

For Case 3: 

Both ℎ𝐹 and ℎ𝐹0
 are given by the sum of ℎ𝐾𝐸 and ℎ𝑐. 

Therefore, the theoretical depth of indentation hth_3 is given by the Equation 35. 

 

ℎ𝑡ℎ_3 =
√

(
𝑅 cos 𝜃

tan 𝜃
)

2

+
(

𝐹
𝐻𝑅𝐹

− 2𝜋𝑅2(1 − sin 𝜃)) cos 𝜃

𝜋 tan 𝜃

−
√

(
𝑅 cos 𝜃

tan 𝜃
)

2

+

(
𝐹0

𝐻𝑅𝐹0

− 2𝜋𝑅2(1 − sin 𝜃)) cos 𝜃

𝜋 tan 𝜃
 

Equation 35 

 

The next step is to obtain a functional relationship between the HRC values and 

𝐻𝑅𝐹0
and 𝐻𝑅𝐹. For this purpose, the entire geometry of the indenters is measured using 

the HRTS. Both the tip radius and the opening angle are expressed in terms of their 

measured cross-sectional diameters by fitting a suitable polynomial. Using the same 

indenters, five indents are made on each of the reference hardness blocks listed in 

Table 5 with a load of 98.07 N. This is followed by five indents with a load of 1471 N. 

The holding time at the maximum load was set to be five seconds. After unloading, the 

diameters of the produced indents are optically measured, and the mean value is cal-

culated. For any given load, if the indentation diameter is smaller than 0.2 mm, it indi-

cates that the contact was only in the spherical region. However, if the indentation 
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diameter is larger than 0.2 mm, the region of contact extends into the conical region.  

Subsequently, the indentation area is determined depending upon the region of contact 

with the indenter, followed by the calculation of the hardness values 𝐻𝑅𝐹0
and 𝐻𝑅𝐹. The 

indentation area for the spherical region is given by the Equation 36, whereas for the 

combination of the spherical and conical region it is given by the Equation 37, where 

𝑟𝐼 is the indentation radius in mm. 

 

𝐴𝐼 =  2𝜋𝑅2(1 − √1 − (
𝑟𝐼

𝑅
)

2

) Equation 36 

 

𝐴𝐼 =  2𝜋𝑅2(1 − sin 𝜃) +
𝜋(𝑟𝐼

2 − 0.01)

sin 𝜃
 Equation 37 

 

Both R (in mm) and θ are obtained from the fitted polynomials expressed in terms of 

the cross-sectional diameters. Inserting the hardness functions 𝐻𝑅𝐹0
and 𝐻𝑅𝐹 in terms 

of HRC in the Equation 21, Equation 34 and Equation 35, the theoretical permanent 

depth of indentation can be computed as function of HRC value. Since, the determina-

tion of the inverse function is not straightforward, a regression analysis is performed. 

In this way, three equations for the three cases expressing the HRC value in terms of 

the tip radius, opening angle, preliminary force value, total test force value and the 

measured HRC value are obtained. With the help of these equations, individual pa-

rameters can be varied one at a time or in combinations and their influence on the HRC 

value can be determined. Likewise, the deviations arising from these parameter varia-

tions can be corrected if the true values of the input parameters are known. 

In [68], the authors have determined the hardness deviations when the geometric prop-

erties and the test forces are set at the extreme ends of the permissible tolerances 

stated in the standard [37]. Performing this analysis with the data presented in the 

paper while using the formulae derived in this work, a comparison of the results can 

be undertaken. Calculating the hardness deviations for the tip radius of 190 µm and 

210 µm yields the same results (see Appendix 3). The results of the comparison for 

the opening angle at 120.35° and 119.65° are shown in Figure 23. The red lines indi-

cate the results in [68], whereas the black lines represent the newly calculated values. 

It can be seen that the shape of the curves is similar, but there is an offset of about 

0.2 HRC between the previously published [68] and newly calculated values in this 

work. Comparing both these results with the hardness deviations calculated by [68], it 

can be concluded that the previously published results underestimate the effect of a 

± 0.35° variation in the opening angle. The newly calculated deviations from the equa-

tions derived in this work agree well with the results published in [70]. 
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It was possible to reproduce the exact results shown in [68] for the variation of the 

preliminary test force at 99.5 N and 96.6N and the total test force at 1486 N and 

1456 N. Therefore, the inconsistency in the calculation seems to be tied to the opening 

angle. 

 

Figure 23: Hardness deviations arising from the deviations in the indenter geometry from the 

nominal values 

 

Likewise, the combined variations of the opening angle and tip radius are affected, as 

shown in Figure 24. 

 

Figure 24: Hardness deviations arising from the deviations in the indenter geometry from the 

nominal values 
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The maximum difference increases from 1.2 HRC to 1.6 HRC. The minor difference in 

the shape of the curve as seen in [68] and that shown here must be due to the differ-

ences in the input HRC values in the respective equations. Thus, the formula obtained 

by the derivation shown in this work is used for the further analysis. 

5.2. Comparison of hardness correction methods 

Since the geometric parameters of the indenters EDK2, EDK3, and EDKx are known, 

the hardness deviations from the ideal Rockwell hardness scale HRC can be calcu-

lated, assuming the test forces are maintained at the standard defined values. Simi-

larly, the hardness corrections derived from the established group standard of indent-

ers at the PTB for the indenters EDK2 and EDK3 can be computed. The results are 

presented in Figure 25. 

 

Figure 25: Hardness deviations arising from the deviations in the indenter geometry from the 

ideal geometry using two methods of correction (GSM: group standard method, SM: 

Schwenk’s method) 

 

As the indenter EDKx does not belong to the group standard, it cannot be corrected 

using the group standard method (GSM). However, the entire procedure to calculate 

the hardness deviations using the Schwenk’s method (SM) has been performed for it. 

As a consequence of the opening angle of the indenter EDKx being 0.44° larger than 

the nominal value, the hardness deviation is also the largest among the three indent-

ers. This deviation is almost constant up until the hardness value of 40 HRC, after 

which it reduces consistently with the increase in hardness. Generally, when the tip 

radius is smaller than the nominal value, it is expected that the measured hardness for 

harder materials would be smaller than the real hardness, which would result in the 
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hardness deviation being less than zero. However, this is not the case for the indenter 

EDKx because the positive hardness deviation due to the larger opening angle curtails 

the negative deviation due to the smaller tip radius. The combined influence of the tip 

radius and opening angle also explains the larger absolute deviation in hard materials 

represented by the curve EDK3-SM for the indenter EDK3 than the EDKx, despite its 

tip radius being 2.1 µm larger. This further indicates that the Case 1, where only the 

spherical region of the indenter comes in contact with the material during the applica-

tion of both the test forces, is redundant unless the tip radius and the material hardness 

are exorbitantly large. 

The deviations computed using Schwenk’s method for the indenter EDK2 are always 

below the deviations of EDK3 because both the deviations of the geometric parameters 

of EDK2 are smaller than that of EDK3. The minimal deviation in the opening angle 

from the nominal value for the indenters EDK2 and EDK3 leads to a slight negative 

and positive deviation in softer materials, respectively. With the increase in material 

hardness, the absolute deviations also increase. In conclusion, the hardness correc-

tions derived from Schwenck’s method can be explained in entirety by considering the 

geometric deviations of the indenter from the ideal shape. 

On the other hand, the method of group standard corrects the measured hardness for 

the indenter EDK2 more or less with a constant value of -0.2 HRC. Given both the 

geometric properties are smaller than the nominal values, this is acceptable. For the 

indenter EDK3, the deviations begin with a small positive value, which is in alignment 

with the slightly larger opening angle of the indenter. At greater hardness, the devia-

tions increase, peaking at 0.2 HRC for a hardness value of 55 HRC, followed by a 

gradual decrease until around 0 HRC for a hardness value of 70 HRC. This betokens 

the statistical nature of the GSM correction method, since no correlation with the tip 

radius of the indenter EDK3, which is about 3 µm smaller than the ideal value, is seen. 

The largest discrepancy between the methods is observed to be 0.3 HRC at 60 HRC 

for the indenter EDK3. Overall, there is a good agreement between the hardness de-

viation curves of both methods with an average absolute deviation of under 0.14 HRC. 

Another way to determine the effectiveness of the Schwenk method is to correct the 

measured hardness values for the hardness reference blocks shown in Table 4. After 

correction, if the hardness values obtained from different indenters are the same or at 

least comparable, the method of correction can be deemed to be successful. The re-

sults of this analysis have been presented in Figure 26. For reference, the uncorrected 

measured value is depicted in gray, and the corrected value according to the group 

standard method for the PTB indenters EDK2 and EDK3 is represented by black dotted 

lines. To ease the visualization of the magnitude of correction, the length of the y-axis 

is set at 2 HRC (except for the hardness reference block with hardness 40 HRC), with 

a spacing between the major horizontal gridlines set at 0.4 HRC. 
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Figure 26: Hardness deviations arising from the deviations in the indenter geometry from the 

nominal values (gray: measured values, black line: corrected values using Schwenk method, 

black dotted line: corrected values using group standard method) 
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Firstly, it is clear that the application of any of the two correction methods improves the 

harmonization of the test results. In the case of the indenter EDKx, the corrected results 

move towards the PTB results for 20 HRC, 30 HRC, and 40 HRC hardness reference 

blocks, thereby reducing the large gap between the measured hardness values. Un-

fortunately, this reduction does not appear to be sufficient. As mentioned previously, 

the measurements were performed on different hardness reference blocks having the 

same nominal value. This, along with the differences in the measuring instrument, 

could justify the remainder in the hardness deviation. Nonetheless, an excellent agree-

ment after the corrections is seen for the 65 HRC block. This could be understood in 

light of the skewed effect variations in test cycle parameters such as hold time have 

on softer materials. Additionally, the hardness of harder materials tends to be more 

stable over long periods of time. They also have lower non-uniformity of hardness 

across their surface and are far less prone to hardening with the increase in the number 

of indentations on them [71]. Perhaps the most plausible explanation for the higher 

variation in softer hardness reference blocks is the sensitivity of the Schwenk’s method 

towards the input value of the opening angle and the accuracy of its measurement. 

Nevertheless, the standard deviation of the corrected hardness values for the combi-

nation of the three indenters is lower than the uncorrected hardness values for every 

test block. Also, the average of the largest difference for every test block between a 

PTB indenter and EDKx reduces by thirty percent. 

Considering the PTB indenters solely, the average of the absolute difference for all the 

blocks reduces from 0.44 HRC to 0.30 HRC after the application of Schwenk’s method, 

whereas it reduces to 0.17 HRC when the group standard method is applied. The best 

agreement between the corrected hardness values is obtained for the hardest block 

followed by the softest block for the Schwenk’s method and vice versa for the group 

standard method. The performance of both methods is mediocre for medium hardness 

blocks. This could be ascribed to the lack of knowledge about the geometry of the 

transition zone. In addition, it is difficult to determine if the tested material belongs to 

the previously mentioned Case 2 or Case 3, which eventually leads to the mismatch of 

the corrected values. 

In essence, Schwenk’s method’s greatest strength is the direct relation to the geometry 

of the indenter. The direction of correction can always be justified based on the physics 

of indentation. Furthermore, this method could be used for the determination of sensi-

tivity coefficients for the estimation of measurement uncertainty according to GUM. A 

Monte-Carlo simulation can also be performed using the derived equations for the es-

timation of the measurement uncertainty. It could further be used to create a virtual 

device. Moreover, this modelling approach can be applied to other Rockwell hardness 

scales that use a spheroconical diamond indenter. 

On the downside, this method is extremely cumbersome and requires laborious hard-

ness measurements along with the topography measurements of the indenter and 

measurements of the diameter of the indentation. Although unlikely, changes in the 
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indenter shape would require the entire procedure to be repeated. Another drawback 

of this method is that it does not include the material properties of the indenter nor the 

sample. Other influencing factors on the HRC results, such as the indentation velocity 

or the holding time during the application of force, are also not considered in this 

method. 
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6. Calibration of the Spherical Tip Radius of Rockwell Hard-

ness Diamond Indenters 

This chapter deals with the calibration of the diamond spherical tip of Rockwell hard-

ness testing indenters using confocal laser scanning microscopy. In the previous chap-

ter, it has been shown that the geometric deviation of an indenter results in deviations 

in the calculated hardness values. The geometric deviation is also typically the largest 

contributor to the measurement uncertainty in hardness testing [72–74]. Some NMIs 

claim as much as 50 % of the total measurement uncertainty in Rockwell hardness 

testing arising from the uncertainty in the calibration of the radius of the Rockwell hard-

ness diamond indenter [75]. For this reason, the relevant standards for the various 

hardness tests clearly define the indenter geometry and the permissible tolerances for 

deviations from the ideal shape, which are generally due to manufacturing difficulties 

or limitations, damage, or wear during daily usage. Thus, it is important to ensure that 

the geometric properties of the indenter are within the permissible tolerances and 

equally important to correct these minor deviations from the ideal shape so that they 

do not lead to mismeasurement of the hardness value. 

A procedure known as tip area calibration is used in IIT to take into consideration the 

non-ideal shape of an indenter [7]. This is made possible since instrumented indenta-

tion hardness is defined in terms of the test force and the projected area of contact. 

Nevertheless, such calibrations are not possible in the case of Rockwell hardness test-

ing, as no geometric parameters are present in its definition. Numerous studies have 

employed empirical approaches [68], finite element methods [76], regression analysis 

[77] or a group standard of indenters [65] to get around this issue. Regardless, as 

demonstrated in the previous chapter, each of these methods relies on knowing the 

true radius of the indenter in order to account for the hardness deviations. 

Indenter calibration can be accomplished via a variety of measuring instruments, as 

detailed by Germak et al. [78]. Li et al. [79] developed a custom-made, non-imaging 

optical device that uses confocal position sensing to measure the tip radius. The radius 

in this system is calibrated by measuring the relative shift of two confocal curves. Ger-

mak et al. [80] investigated the feasibility of calibrating the tip radius using a commer-

cial confocal laser scanning microscope (CLSM) by evaluating the 2D axial profile sec-

tions of indenters. This approach shows great promise because it extracts the com-

plete 3D geometry of the indenter in a simple and quick manner, reducing the overall 

calibration cost of an indenter. Additionally, a CLSM is a multifaceted instrument and 

can be utilized for other calibration tasks, making it a good return on investment for 

calibration laboratories in comparison to a dedicated instrument that can only measure 

the indenter’s radius. 

Despite its advantages, a detailed study investigating the factors affecting a CLSM 

measurement must be undertaken, followed by the establishment of a traceability 

chain to the primary standards and the determination of the measurement uncertainty. 

Only then can reliable radii calibrations be performed with it. 
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6.1. Description of the measurand and the measuring instrument 

The measurement of the regular Rockwell hardness value for the scales HRA, HRD, 

and HRC and the superficial Rockwell hardness value for the scales HR15N, HR30N, 

and HR45N is performed using a spheroconical diamond indenter. The standard [36] 

states that this indenter should have a tip radius of 200 µm and an opening angle of 

120°. Figure 27 (a) illustrates the geometry of such an indenter, with the spherical re-

gion highlighted in red and the conical region highlighted in blue. For an ideal indenter, 

the blend point at which both these regions meet is located at a height of 26.8 µm from 

the apex of the indenter tip. An image of an indenter lying down and another indenter 

in an indenter holder, along with a coin for scale, is shown in Figure 27 (b). 

 

 

 

(a) (b) 

Figure 27: (a) Front view of an ideal Rockwell diamond indenter geometry; (b) Image of an in-

denter lying down and an indenter in a holder 

 

The standard [37] mandates that an indirect verification and a direct calibration of the 

indenter be carried out before performing hardness measurements with it. It is speci-

fied that the spherical and conical diamond surfaces must be defect-free and polished 

to a depth of 300 µm from the tip apex. A smooth transition from the sphere to the cone 

at the tangent is necessary and required. 

Based on the application of the indenter, the tolerances vary. If the indenter is used for 

calibrating a hardness reference block, the mean radius must be within 195 µm and 

205 µm and every single measurement of the radius must be within 200 µm ± 7 µm. 

For industrial or everyday use, the radius can range between 190 µm and 210 µm and 

every value must be within 200 µm ± 15 µm. Both calibration grade and working grade 

indenters should have a local deviation of the profile from the true radius of no more 

than 2 µm. In addition, it is necessary to perform hardness tests on hardness reference 
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blocks and compare the results with those obtained using calibration grade indenters 

to indirectly verify the performance of working grade indenters. 

In this work, used Rockwell diamond indenters abbreviated as EDK (e.g. EDK1, EDK2, 

EDK3, etc.) are analyzed using an industrial CLSM that is commercially available and 

called CLSM-1. The indenter to be measured is placed inside an indenter holder (see 

Figure 27 (b)) and then cleaned thoroughly. Then, the indenter holder along with the 

indenter is placed on the x-y stage of the microscope. Using the camera function, it is 

seen if the surface is free from dirt and other contaminations. This is followed by the 

centering of the measurement object. During the calibration of an indenter, 8 measure-

ments are generally performed. This is followed by rotating the measurand by 90°and 

performing 8 more measurements. The 8th measurement is chosen for the calculation 

of the tip radius. 

The CLSM-1 instrument is housed inside an isolation chamber and the chamber sits 

on a passively damped pneumatic table, thereby minimizing the influence of environ-

mental noise. The temperature in the laboratory in which the instrument is placed is 

(21.1 ± 0.2) °C. The operational principle of the instrument can be summarized as 

follows. The CLSM-1 takes several intensity images in equally spaced vertical focus 

steps. To generate an image for each z-focal position, a laser beam with a wavelength 

of λ = (405 ± 5) nm is scanned across the surface pixel by pixel. Two fixed pinholes 

along the beam provide confocality. At the receiver plane, only the "in-focus light path" 

produces the strongest peak. The height mathematically assigned to each pixel is de-

rived from the intensity distribution per pixel across the vertical stack. 

For most of the measurements, unless stated otherwise, a 50x objective lens with a 

numerical aperture (AN) of 0.95 is used with a zoom factor of 1x. This guarantees that 

the entire spherical tip of the Rockwell diamond indenter and a small portion of the 

conical region are captured in a single measurement, eliminating the need for stitching 

of images. The number of pixels in the captured images is 1024 x 1024, which amounts 

to an image size of 256 µm x 256 µm, with a spatial sampling of 0.25 µm in both x- and 

y-axis. In this configuration, the height of the indenter from the tip is approximately 

70 µm. 

The vertical resolution of the instrument is below 10 nm. With a fine scanning meas-

urement mode, a vertical stack distance of 60 nm is achieved, and a total of roughly 

1.1 million data points are extracted per z-scan in about 7 minutes. The maximum 

detectable slope as stated by the manufacturer is 85 °. However, the maximum meas-

urable slope of the 50x objective lens without selective intensity adjustment has been 

determined by [81, 95] to be 60°. Theoretically, in the case of a Rockwell indenter, the 

tilt angle of the surface varies from 0° at the tip apex up to 30° at the transition region 

to the cone (see Figure 27 (a)). These surface slopes are well within the measuring 

capacity of the instrument CLSM-1. 

In addition to the color data and the 3D height data, the CLSM-1 also generates a 

combined 3D intensity image. Figures 28(a) and Figure 28 (b) illustrate the intensity 
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images of two Rockwell indenters, EDK4 and EDK5. The black marks observed in the 

images may be indicative of one or more of the following factors: the presence of dirt 

particles on the surface, defects resulting from abrasion, minor cracks in the diamond, 

or an absence of reliable surface data points in that region due to mismeasurement. 

From the intensity images, the spherical and conical regions can be distinguished on 

the basis of the color contrast. It is of particular significance that the notable disparity 

in the characteristics, as exemplified by the near-spherical shape of the indenter in 

Figure 28 (a) and the four distinct edges on the indenter in Figure 28 (b), serves as a 

compelling indicator of the considerable difference between different indenters. This 

difference could be attributed to the orientation of the crystal axes during the mounting 

of the diamond into the indenter and the overall manufacturing and polishing process 

of the diamond indenter. It can be reasonably assumed that even if all other variables 

during a Rockwell hardness measurement are maintained, the measured hardness 

value would differ if these two indenters were employed [82]. 

 

  

(a) (b) 

Figure 28: (a) Intensity image of indenter EDK4; (b) Unexpected edge-like features on the inten-

sity image of indenter EDK5 

 

6.2. Spherical fit 

The poor traceability in characterizing indenters stems not only from the type of meas-

uring instrument used but also from the way the extracted data is evaluated [83]. Math-

ematically, there are multiple ways in which the radius can be determined. The stand-

ard [37, 38] does not explicitly prescribe a method to follow. In this work, a superior yet 

simple method to evaluate the measurement data of a Rockwell indenter topography 

is proposed. 

The evaluation of the measured data of the geometry of an indenter, be it a point cloud 

of 3D coordinates or a 2D profile, is generally carried out by fitting a circle to singular 
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profiles to obtain the radius value. This procedure is carried out at four or eight equally 

spaced angles (0°, 22.5°, and so forth) in accordance with the specific application of 

the indenter (e.g.: working-grade or calibration-grade). In the novel approach pre-

sented here, the complete 3D point cloud of the indenter topography in the spherical 

region is employed for the calculation of the radius. Therefore, the measured radius is 

a better representative of the spherical tip of an indenter. 

Beginning from the tip apex (h = 0 µm), the measurement data is evaluated in incre-

mental cross-sections along the height axis (z-axis) until the blend point. The data from 

each section is fitted stepwise with a sphere to determine the center and the respective 

3D cap radius. Figure 29 provides a schematic representation of this process. The col-

lection of the radii from each section then yields an effective 3D radius plot with respect 

to the height h (R-h curve). 

 

 

Figure 29: Proposed method of evaluating the 3D radius with respect to the height of the meas-

ured 3D spherical cap 

 

During the sequential fitting process, the center of the fitted spheres is subject to shift 

due to the optical aberrations of the instrument and due to the quality of the measured 

sphere (deviation from the ideal sphere topography). These shifts are recorded and 

serve as an indicator that can be used to estimate the measurement uncertainty. 

This procedure has been carried out for the indenters EDK1, EDK2, and EDK3, and 

the resulting R-h curves are presented in Figure 30. The nominal value of 200 µm and 

the location of the theoretical blend point are indicated on the graph. The R-h curves 

for three additional indenters (EDK6, EDK7, and EDK8) along with their intensity im-

ages are provided in the Appendix 4 and Appendix 5, respectively. 

Similar to intensity images shown in Figure 28 (a) and Figure 28 (b), Figure 30 provides 

a compelling illustration of the distinct geometric characteristics exhibited by the in-

denters. At the outset of the R-h curve, the fitted 3D radii for the indenters EDK1 and 

EDK2 are less than the standard requirement of 200 µm. In the case of the indenter 

EDK3, the fitted radii in the vicinity of the indenter tip apex are observed to exceed the 

nominal value. This suggests that the indenter EDK3 has a flatter tip in comparison to 

EDK1 and EDK2, which could be considered to be relatively sharper. The calculated 
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radii are found to be comparable between heights of 15 µm and 26.8 µm. Heights 

exceeding 26.8 µm are excluded as they lie in the region of the cone. In the case of 

nonideal indenters, the blend point is subject to variation, contingent on the true radius 

and true opening angle of the indenter in question. Heights below 3 µm have not been 

included in this analysis, given that the indenter surface at this height is in close prox-

imity to the vertical axis and the available data points are insufficient for a reliable 

spherical fit. 

 

Figure 30: 3D radius vs. height for EDK1, EDK2, and EDK3 

 

The principle of least-squares minimization, in which the residuals between the fit and 

the data are minimized, is typically the method of choice for fitting a sphere to a 3D 

data set [84]. Although methods such as minimum zone sphere, maximum inscribed 

sphere, and minimum circumscribed sphere do exist, they are not the focus of this work 

and therefore will not be discussed further. In this study, a particular form of lineariza-

tion is employed in place of non-linear least squares techniques. Following is a brief 

derivation of the evaluation. 

In a Cartesian coordinate system, a sphere of radius R centered at (xc, yc, zc), with data 

points on its surface at coordinates (x, y, z) is given by the Equation 38. 

 

(𝑥 − 𝑥𝑐)2 + (𝑦 − 𝑦𝑐)2 + (𝑧 − 𝑧𝑐)2 = 𝑅2 Equation 38 

 

Following a topography measurement, the coordinates x, y, and z are known. Regroup-

ing and expanding the above equation gives Equation 39. 
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(𝑥𝑐
2 + 𝑦𝑐

2 + 𝑧𝑐
2 − 𝑅2) − 2𝑥𝑥𝑐 − 2𝑦𝑦𝑐 − 2𝑧𝑧𝑐 = − (𝑥2 + 𝑦2 + 𝑧2) Equation 39 

 

Let 𝑑 = 𝑥𝑐
2 + 𝑦𝑐

2 + 𝑧𝑐
2 − 𝑅2 and 𝐵 = − (𝑥2 + 𝑦2 + 𝑧2). 

Equation 39 can be simplified, as shown below in Equation 40. 

 

−2𝑥𝑥𝑐 − 2𝑦𝑦𝑐 − 2𝑧𝑧𝑐 + 𝑑 = 𝐵 Equation 40 

 

In matrix form, this equation can be denoted using Equation 41. 

 

[−2𝑥 −2𝑦 −2𝑧 1] [

𝑥𝑐

𝑦𝑐

𝑧𝑐

𝑑

] = 𝐵 Equation 41 

 

Equation 41 is of the form 𝐴𝑋 = 𝐵, and can be solved as a set of linear equations for 

every data point to determine the center and radius of the sphere. A minimum of four 

data points is required to apply this method of fit. A comprehensive account of this 

linearization method can be found in [85]. This technique is most frequently employed 

to estimate the initial parameters for algorithms such as the Levenberg-Marquardt or 

Gauss-Newton algorithms. The use of an iterative method is precluded by the consid-

erable number of data points associated with each sphere fit, as well as the number of 

fits that emerge from incremental stepwise evaluation increasing the computational 

time substantially. Furthermore, consistent results are obtained by the linearization 

method and in contrast to an iterative approach do not vary based on the number of 

iterations or the input value of the initial fit parameters. Nonetheless, to select the most 

appropriate algorithm in the instance of an indenter, a comprehensive investigation is 

still essential. An initial investigation demonstrated that the outcomes of this method 

are satisfactory and comparable to those obtained through iterative methods. 

Moreover, this algorithm has been tested for artificially generated data sets of an ideal 

sphere of radii 200 µm with data points ranging from a thousand to a million. For every 

data set, the fit determines the exact radius value of 200 µm. In view of the potential 

for CLSM-1 measurement data to include some degree of noise, synthetic noise is 

incorporated into the data set of an ideal sphere with the software Gwyddion [86]. Fig-

ure 31 shows the close-up of a 2D profile of an ideal sphere with the addition of the 

noise signals using a gaussian distribution with root mean square (RMS) values of 

0.1 µm, 0.5 µm and 1 µm. 
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Taking the same approach as that detailed to obtain an R-h curve, followed by the 

subtraction of the ideal radius value of 200 µm from the fitted radii, generates a devia-

tion plot over the height of the sphere. The deviation of the fitted radius is a mere 1 µm, 

even when the noise has an RMS value of 5 µm, which is a very promising result. The 

deviation decreases to 0.1 µm when the noise has an RMS value of 2.5 µm. The vari-

ance for lower RMS values of noise is in the nanometer range. 

 

Figure 31: Close-up of a 2D profile of a hemisphere of radius 200 µm with synthetic noise 

(black: 2D profile without noise, blue: noise of 0.1 µm, red: noise of 0.5 µm, green: noise of 

1.0 µm) 

 

Given that the Rockwell indenter's transition point lies below 30 µm, a more detailed 

examination of the radii deviation in this height range is provided in Figure 32. The fit 

is found to be effective up to an RMS noise level of 0.1 µm. A minor deviation of ap-

proximately 0.5 µm is observed at the outset of this curve, which then dies down above 

a height of 10 µm. 
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Figure 32: Radii deviation vs. height plot for noisy data 

 

For noisy data beyond an RMS value of 0.1 µm, the fitted radii exhibit a convergence 

to the true radius value with increasing height. However, deviations up to 0.5 µm at 

smaller heights are observed. It is important to note that such significant discrepancies 

amounting to tens of micrometers arising due to the combination of noise and fitting 

algorithm can be misleading when comparing results obtained through different meas-

urement instruments. One possible way to mitigate the impact of noisy data is to em-

ploy filtering techniques. On the negative side, this increases the number of post-pro-

cessing steps. Therefore, it has been deliberately excluded in this work. 

Moreover, user experience indicates that CLSM-1 images of smooth surfaces some-

times show randomly positioned singular points above the surface, such as that shown 

in Figure 33 (a). These outliers result from erroneous data acquisition as opposed to 

instrument noise. It is recommended that this is left untreated because the abundance 

of data points eventually diminishes the influence of these singular points on the fit. 

However, it is essential to ensure that the highest point of the measurement data is on 

the surface of the measurand and not above it, as is the case illustrated in Figure 33 

(b). This is critical, as the chosen algorithm commences the fit from the highest point 

of the data. Other moderately noisy images can be treated with a median filter, which 

did not affect the fitted radius. 
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(a) (b) 

Figure 33: (a) CLSM-1 height image with singular points over its surface; (b) CLSM-1 height im-

age with noisy edges 

 

6.3. Evaluating a 2D profile vs. 3D point cloud 

To enable a systematic comparison between the conventional method of evaluation 

and the method proposed in this work, eight distinctive and equidistant axial 2D profiles 

from the CLSM-1 measurement data of three indenters (EDK1, EDK2, and EDK3) are 

extracted. Figure 34 depicts an image of indenter EDK2 with its 2D profiles. A circle is 

fitted to each of these profiles for the individual indenters by considering the height 

data from the indenter tip apex until the blend point (h = 26.8 µm). Similar height data 

is used to perform a 3D sphere fit on the same measurement data. The results of fitted 

radii, the mean, and the standard deviation are presented in Table 6. 

 

 

Figure 34: 2D profile-based conventional method of measuring the radius of a Rockwell dia-

mond indenter 
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              Indenters 

Profiles 
EDK1 EDK2 EDK3 

0° 190.51 189.22 195.33 

22.5° 192.67 186.20 197.23 

45° 192.22 188.43 196.80 

67.5° 189.28 193.02 193.86 

90° 188.43 191.85 193.39 

112.5° 190.95 190.12 194.97 

135° 192.20 191.49 198.13 

157.5° 191.35 194.66 196.07 

Mean of 

2D-Radius 
190.95 190.62 195.72 

Standard deviation 

of 2D-Radius 
1.49 2.69 1.65 

3D-Radius 192.30 190.89 195.22 

Table 6: 2D radius evaluation of profiles of three indenters in comparison to 3D radii (radii val-

ues are in µm) 

 

The 2D mean radius values for EDK1 and EDK2 are 1.35 µm and 0.27 µm smaller 

than the true 3D radius, respectively, while EDK3 shows a value that is 0.5 µm greater. 

A discrepancy of 1 µm in the radius measurement can alter the probability of an in-

denter meeting or failing the criteria of a calibration grade indenter by 10%. Therefore, 

it can be inferred that 8 profiles are not always sufficient to obtain an accurate estima-

tion of the true radius of the spherical tip. This effect could become more pronounced 

for working grade indenters, given that the mean value is based on only 4 profiles. 

This effect can be clearly seen for the two orthogonal profiles (0° and 90°) of the in-

denter EDK2 (see Figure 35). It can be observed that there is a notable discrepancy 

between the top section of the 0° profile and the 90° profile, which ultimately leads to 

the difference of 2.6 µm in the fitted radii. The residuals of the fit are within the permit-

ted local deviation limit of 2 µm. The magnitude of the form errors for indenters EDK1 

and EDK3 are also of similar order. 
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Figure 35: 0° and 90° profiles of indenter EDK2 and the residuals of the circle fit 

 

Along with the Rockwell indenters, a well-polished ruby sphere is also measured with 

the instrument CLSM-1 and evaluated in a similar fashion to the indenter to compare 

the form errors. The 2D profiles and the residuals are shown in Figure 36. The residual 

plot for both the 0° and 90° profiles is nearly flat, with only a few minor spikes likely 

caused by surface irregularities. 

In Mohs scale, diamond has a hardness of 10, whereas ruby a value of 9. However, 

this does not justify the stark contrast in the peaks and valleys as seen in Figure 35 

and Figure 36, implying the indenters need to be polished better. To highlight the pos-

sibility of a better finished product, a diamond spheroconical indenter, which is used to 

perform nanoindentation, is analyzed in a similar fashion. This indenter has a nominal 

radius of 100 µm and an opening angle of 120°. Figure 37 shows the 2D profile of this 

indenter and the residuals of the fit. 
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Figure 36: 0° and 90° profiles of a calibrated sphere and the residuals of the circle fit 

 

 

Figure 37: 0° and 90° profiles of a spheroconical diamond indenter used to perform nanoinden-

tations and the residuals of the circle fit 

 

The residuals shown in Figure 37 exhibit minimal variation, with peaks and valleys 

within 0.2 µm, indicating superior polishing of this indenter. Although a smaller indenter 

is more difficult to manufacture, the overall form deviation of the indenter used to per-

form nanoindentations is approximately five times smaller than that observed for the 
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indenter EDK2. Consequently, it can be stated that the local deviation from the true 

radius permitted by the standard for Rockwell indenters is significantly larger than the 

attainable local deviation. Restricting this tolerance would enhance the overall compa-

rability of a Rockwell hardness test. 

An important aspect to consider during the extraction of the 2D profiles is the determi-

nation of the highest point on the surface. During a CLSM measurement, the image is 

centered with the help of the largest fully measurable diameter of the geometry within 

the respective field of view of the objective lens. In an ideal geometry, the midpoint of 

the image would be the highest point on the surface. However, here it was often ob-

served that the highest point of the geometry is at an offset from the image center. 

Therefore, the 2D profiles need to be extracted through this point and not the image 

center. It must also be stated that it is assumed that the tip of the indenter is in line with 

the vertical axis of the indenter. 

6.4. Window size effect 

The results of both the conventional method of evaluation and the proposed method 

of evaluation in the previous section take into consideration a height of 26.8 µm from 

the tip apex of the indenter which corresponds to a cross-sectional diameter of 200 µm 

in an ideal indenter. However, the standard [38] states that the region between the 

cross-sectional diameter of 180 µm and 220 µm should not be considered for both the 

radius and the angle measurement to avoid including the blending region. The permis-

sible window sizes for the evaluation of the radii are ± 40 µm, ± 60 µm or ± 80 µm. The 

selection of the window size is at the discretion of the calibration agency. The corre-

sponding heights of the indenters from the tip apex at these window sizes assuming 

an ideal spheroconical geometry are approximately 4.0 µm, 9.2 µm and 16.7 µm re-

spectively. Figure 38 exhibits the window sizes and their respective heights. 

 

 

Figure 38: Schematic representation of the window sizes for radii evaluation and the respective 

indenter heights 

The effect of the choice of the window size on the calibration of the radius is reviewed 

by applying the proposed 3D point cloud evaluation method on the indenters EDK4 

and EDK5. Figure 39 presents the R-h curves for the aforementioned indenters. The 
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red lines in the figure represent the heights of the window sizes, whereas the transition 

zone or blending region as defined by the standard [37] is shaded grey. As with the 

intensity images, the contrasting shapes of the indenters are readily apparent upon 

initial observation of the R-h curves, particularly at lower heights. The radius of the 

indenter EDK4 near the tip apex is much larger than that of the indenter EDK5, rein-

forcing the sharpness of the indenter EDK5 as seen in the intensity images. With pro-

gressing height, the radii of the indenters intersect at window sizes ± 60 µm and ± 80 

µm and are close to the perfect radius value of 200 µm. Hence, it is highly plausible 

that both of these indenters would be calibrated to have the same radii value, despite 

the stark differences in their geometric shapes. Least to say, this finding is very odd 

and unlikely to be serendipitous. Inevitably, the comparability of the measurement re-

sults suffers because the focus is solely on the conformity to the standard. 

 

Figure 39: 3D radius vs. height curves for two different indenters 

 

Previous studies [82, 87, 88] have demonstrated that indenters with the same tip radius 

and opening angle value may yield disparate hardness measurements when form er-

rors such as those observed here are present. Thus, it is more suitable to calibrate the 

radius over a range of heights, and the window size used for the evaluation needs to 

be explicitly mentioned in the calibration certificate. Moreover, emphasis should be 

placed on the behavior of the radius between the window sizes and not just at its value 

at the window sizes. Additionally, window sizes greater than ± 90 µm may also be 

considered, as the radii at these heights have been observed to be stable with no 

discontinuities being observed in the R-h curves. 

There are many advantages to analyzing the topography of the spherical region using 

an R-h curve. Firstly, the development of the indenter radius from the time of contact 
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during an indentation process up until its completion can be elucidated with greater 

precision, rather than restricting the spherical region of the indenter to a single value 

of radius, as is the case with the majority of the calibration certificates currently. Sec-

ondly, a deeper understanding of the spherical region can be gained, encompassing 

aspects such as the tip sharpness or bluntness and the type of diamond crystal used. 

Finally, enumerating the methods through which the evaluation has been carried out 

assists and encourages comparability of results. Unfortunately, the details pertaining 

to the type of fit, the evaluation algorithm, or the window size are rarely found in the 

literature. This is to the detriment of the wider material testing community. 

6.5. Comparison of radii obtained from tactile and optical method 

Thus far in this study, the measurement data obtained from the CLSM-1 instrument 

have been taken at face value. In this section, a systematic comparison between the 

measurement results of CLSM-1 and a traceable stylus instrument is undertaken. The 

reference measurements for the verification are given by the high-resolution topo-

graphic scanner (HRTS). A frequent comparison and verification of the performance of 

tactile instruments is carried out using various material measures, such as roughness 

standards, depth-setting standards, and calibrated spheres. This increases the metro-

logical credibility of the reference measurement used in this study. 

In light of the variations in the operational principles of CLSM-1 and the reference 

measurement from HRTS, a conscious initiative has been undertaken to enhance the 

comparability of the measurements. To guarantee that the diamond indenters remain 

unaltered in terms of their geometry and volume, no hardness tests are conducted prior 

to and between their topographical measurements. To prevent sample tilt, the same 

indenter holder is utilized for both CLSM-1 and HRTS measurements. The indenters 

and the indenter holder are stored in the laboratory for an adequate period of time 

before performing the measurements to ensure a temperature equilibrium in the test 

samples. 

A raster scanning style with the same pixel size, measurement area, and sampling 

distance is selected for both instruments unless otherwise specified. The most crucial 

step is the erosion of the stylus tip of the HRTS from the raw data, which is achieved 

by using the known geometric properties of the stylus tip. Only after this process is 

complete can the two measurement results be compared. 

The first set of measurements is performed on the indenters EDK1, EDK2, and EDK3. 

The R-h curves obtained from CLSM-1 and HRTS measurements using the proposed 

3D point cloud-based method are presented in Figure 40. Upon cursory examination, 

the overall shape of the R-h curves for the respective indenters from the two measure-

ment methods appears to be similar for the entire height range. 
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Figure 40: R-h curves for indenters EDK1, EDK2 and EDK3 obtained from HRTS and CLSM-1 

measurements 

 

However, upon closer inspection, it becomes manifest that the CLSM-1 and HRTS 

results are offset from each other. In the vicinity of the indenter apex, no discernible 

distinction is evident between the observed measurement outcomes. At larger heights, 

it becomes evident that the radii measured by CLSM-1 are consistently smaller in mag-

nitude than those determined by HRTS. 

To facilitate the absolute subtraction of the measured radii obtained from the two meas-

urement instruments at the same heights, the evaluation program is modified. The 

stepwise fitting of the point cloud data obtained from CLSM-1 is performed by utilizing 

the array of heights at which the HRTS evaluate the 3D radii. The outcome of this 

procedure results in a deviation plot of the measured radii with respect to the indenter 

height, as shown in Figure 41. 

The deviations for the three indenters are irregular until they reach a height of 6 µm, 

exhibiting no discernible trend. Beyond a height of 6 µm, the deviations appear to sta-

bilize and converge. The variation in deviation for each indenter also reduces beyond 

this height. Additionally, a slight upward trend in the deviations with progressing height 

is observed. It is noteworthy that the CLSM-1 measures the radii for each indenter to 

be approximately 3 µm smaller than the reference HRTS at heights where the indenter 

is conventionally calibrated. 

Further observations from Figure 41 indicate a large deviation in the radii of indenter 

EDK3 at lower heights. This may be attributed to the indenter EDK3 possessing a flat-

ter tip in comparison to the other two indenters. It is also observed that the deviation 

plot of the indenter EDK2 is not a smooth curve. This is due to the mismatch of the 
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number of data points in the measurement data of the HRTS and CLSM-1. The dis-

tance between the data points in x and y directions for this indenter is 1 µm for the 

HRTS measurement and 0.25 µm for the CLSM-1 measurement, consequently result-

ing in the sawtooth pattern on the R-h curve. 

 

Figure 41: Deviation of the 3D-radii measured using CLSM-1 from the reference instrument 

HRTS for indenters EDK1, EDK2 and EDK3 

 

The deviation of the measured radii using CLSM-1 from the reference value is signifi-

cant and must be accounted for. Based on the similar trend observed for each of the 

indenters in the deviation curves, it is hypothesized that the cause of the deviation is 

due to an offset error resulting from the form measurement of the CLSM-1. The minor 

differences in the observed trends of the deviation curves could be arising from the 

different geometric properties of the indenters. 

To test this hypothesis, calibrated high quality spheres with radii of 150 µm and 500 µm 

are measured using the CLSM-1 instrument. The difference between the measured 

radii and the nominal values at a height of 25 µm from the tip apex is found to be 1.7 µm 

and 7.5 µm respectively. The deviation is proportional to the size of the measured 

sphere. The larger the radius of the sphere, the greater the deviation in the measured 

radii. 

A review of the literature reveals that confocal microscopes are generally prone to er-

roneous measurements when measuring objects such as spheres, whose surface 

slopes change constantly across the field of view [89]. By performing topographic 

measurements on spheres of varying radii using a 20x objective lens of a confocal 

microscope, a constant offset of 1.22 % from the reference value is reported by [90]. 

Conversely, the results obtained from CLSM-1 are lower than the reference values and 
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moreover exhibit a size-dependent deviation. Given the significance, the influence of 

the size of the measurand is studied in detail in the following subsection. 

In an attempt to investigate the differences between the reference HRTS and the 

CLSM-1 measurements, the following analysis is performed. Firstly, the HRTS data of 

the indenter EDK1 is resampled in a way that it matches the CLSM-1 data set. Then, 

using the features on the indenter, the CLSM-1 data is rotated and mirrored. To under-

take a sub-pixel position adjustment, a cross-correlation algorithm is implemented, fol-

lowed by the point-by-point subtraction of the data points of the two measurements. A 

visualization of the arithmetic difference of the images is provided in Figure 42 along 

with the height difference of a singular horizontal profile. 

 

 

Figure 42: Height deviation plot across the surface and a height difference plot for an individ-

ual profile between the CLSM-1 and HRTS measurements for the indenter EDK1 

 

Indicated by the blue color in Figure 42, the least amount of error in the height meas-

urement of the CLSM-1 is observed at the center of the image, which corresponds to 

the tip apex of the indenter. The dashed circle in the figure outlines the approximate 
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location of the spherical region of the indenter EDK1. The flow of the color gradient is 

smooth and outwardly from the center to the boundaries of the image in a concentric 

circular pattern, indicating that the error increases as the local surface slope increases. 

Thus, it can be assumed that the deviation in the measured radius by CLSM-1 pertains 

to the error in the height measurement caused by optical aberration in the instrument. 

To gain a deeper understanding of the observed deviation, three additional commer-

cially available confocal microscopes (CM) at the PTB are used to extract the topogra-

phy of the indenter EDK2 and measure its radius. The respective 50x objective lens of 

each CM is used to perform the measurements. 

The instrument CLSM-2 is from the same manufacturer as the instrument CLSM-1, but 

they are different models. The numerical aperture of the instruments CLSM-1 and 

CLSM-2 is 0.95, whereas the instruments CM-3 and CM-4 have a numerical aperture 

of 0.8 for their 50x objective lenses. The instrument CM-3 is a spinning disc CM. On 

the other hand, the operation principle of the instrument CM-4 is based on structured 

light illumination. Before the commencement of the measurements, it is ensured that 

the instruments are operational and in a basic calibrated state with regards to the lat-

eral and vertical axes. The deviation of the computed radii from the reference values 

of the HRTS as a function of the height is plotted in Figure 43 (see Appendix 6 for the 

results of indenters EDK1, EDK2, and EDK3 using CLSM-1 and CM-3). It is evident 

that each instrument measures the radii differently at different heights compared to the 

reference value. The similar shape of all the deviation curves could be ascribed to the 

reference measurement from HRTS. 

 

Figure 43: Deviation plot of the measured radii from the reference instrument HRTS using dif-

ferent confocal microscopes 
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Deviations from the tip apex up to a height of 5 µm are distributed randomly and do not 

follow a discernible pattern. Beyond a height of 5 µm, the deviations flatten out and 

approach a fairly constant value for all instruments. The radii measured by CM-3 ex-

hibit both the largest and least absolute deviations from the reference values at heights 

proximate to the indenter tip apex and the blend point, respectively. This may be at-

tributed to the acquisition of the indenter topography with 50% fewer pixels in compar-

ison to the other instruments, which could subsequently result in a change in height 

data within every pixel. 

Furthermore, it is anticipated that the deviation curves obtained from the instruments 

CLSM-1 and CLSM-2 would be very similar since they are of the same make. Although 

the deviations are in close proximity to each other, their deviation curves do not inter-

sect. The dissimilarity between the two could be attributed to the distinct aberration of 

the instruments, as evidenced by the scanning of marginally different x and y positions 

and the scanning of facing and averted surfaces. 

Since this work focuses on applied metrology, further investigations are restricted to 

the correction of the deviation from the reference value by studying the factors affecting 

the CLSM-1 measurement exclusively and creating a measurement uncertainty 

budget. The determination of the physical cause behind the deviation is beyond the 

scope of this study. The method of correction of the deviation for CLSM-1 can be easily 

transferred to other instruments. While the underlying causes of the deviation have 

been discussed here, they remain inconclusive due to the diverse operational princi-

ples inherent to a CM. Moreover, the intricate inner workings of commercial instru-

ments, which often involve proprietary technologies, render them challenging to fully 

comprehend. 

6.6. Factors affecting confocal microscope measurements 

To investigate the sources of error in the CLSM-1 measurement of the tip radius of the 

Rockwell hardness diamond indenter and to explore the limits and capabilities of the 

CLSM-1, further measurements and analyses are carried out. Henceforth, the instru-

ment CLSM-1 is referred to as CLSM. In addition to Rockwell diamond indenters, op-

tically smooth precision spheres made of ruby are used as measurands to investigate 

certain factors affecting the CLSM. The reasoning behind this is that indenters inher-

ently possess form deviations, which could lead to exaggeration or underestimation of 

the factors under investigation. Naturally, the acquired knowledge about the factors is 

transferrable to Rockwell diamond indenters. 

The ruby spheres used in this study are mounted on a shaft and embedded into a 

sample holder. Figure 44 shows an image of one of these samples designated as 

PTB2. From left to right, the spheres are arranged in descending order of size. The 

nominal radii of the spheres are 1000 µm, 500 µm, 350 µm, 250 µm, 200 µm, 150 µm, 

125 µm and 60 µm. The nomenclature assigned to each of the spheres in this study is 

based on their nominal diameter (e.g.: D2000, D1000, and so forth). 
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Figure 44: Image of the sample PTB2 containing ruby spheres of varying radii 

 

6.6.1. Instrument calibration 

Basic calibration of any instrument is paramount to obtaining meaningful and compa-

rable results. Typically, individual axes are calibrated using lateral and height stand-

ards to correct for geometric errors. The lateral calibration of the CLSM is carried out 

with the help of a lithographic cross-grid and a 3D landmark-based calibration standard 

called the Ritter pyramid [91]. This 3D pyramidal calibration artefact consists of multiple 

reference marks on the x-y plane and on the stepped pyramids. All three axes can be 

calibrated simultaneously by the optical detection of these markers in a single meas-

urement. Furthermore, this artefact facilitates the correction of shearing between the 

coordinate axes. Both the flatness and the residual flatness error for the CLSM instru-

ment have also been accounted for [92]. 

The calibration of the Ritter pyramid itself is undertaken using PTB’s metrological large-

range AFM (Met. LR-AFM). This instrument has three laser interferometers for the 

measurement of position along each axis. Through the calibration of the optical fre-

quency of these interferometers with the frequency standards of the PTB, the tracea-

bility to the definition of a meter is established [93]. 

A comprehensive uncertainty budget for the reference structure is unavailable and is 

still under active research. Besides this method, various other ways to calibrate a 

CLSM exist and have been described in [94]. 

6.6.2. Objective lens 

Most optical instruments come with multiple objective lenses. Some that are fixed on 

a revolving nosepiece that can be changed with a click of a button, and some that need 

to be manually screwed into position. Likewise, the CLSM used in this study can ac-

quire images in different magnifications. The numerical aperture, working distance, 
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magnification, size of the measurand, and optical aberrations are a few factors that 

must be considered before choosing an objective lens. For Rockwell hardness dia-

mond indenters, the maximum height of the indenter that can be captured within the 

field of view by the objective lens is also decisive. 

Neglecting the surface slopes arising due to roughness on the indenter, the surface 

slope of the Rockwell indenter at a macroscopic level varies from 0° at the tip apex up 

to 30° at the transition point. Therefore, a numerical aperture greater than 0.5 (sin 30°) 

is required for the acquisition of the surface topography of the indenter. The objective 

lenses available at the CLSM’s disposal are listed in Table 7, along with the numerical 

aperture and the field of view. With the exception of the 10x objective lens, the remain-

ing objective lenses have a numerical aperture greater than 0.5. 

 

Objective lens Numerical aperture Field of view 

10x 0.3 1.28 mm x 1.28 mm 

20x 0.6 640 µm x 640 µm 

50x 0.95 256 µm x 256 µm 

100x 0.95 128 µm x 128 µm 

Table 7: The objective lenses of the CLSM with their numerical apertures and fields of view 

 

Given the field of view of the 100x objective lens, the maximum measurable height for 

an ideal Rockwell hardness diamond indenter is 21.65 µm. Restricting the cross-sec-

tional diameters of the indenter to be completely within the field of view, the evaluable 

height is a mere 10.52 µm. This is inadequate to characterize the entire spherical re-

gion of the indenter. Therefore, only the 20x and 50x objective lenses can be consid-

ered. 

In [95], Gao et al. recommend the criterion given in Equation 42 to characterize meas-

urable local slopes using spheres of diameter D, where 𝑥𝐹𝑂𝑉 is the length of the field 

of the view along the x-axis and 𝐴𝑁 is the numerical aperture of the objective lens. 

 

1

3
𝑥𝐹𝑂𝑉 ≤ 𝐷 ∙ 𝐴𝑁 ≤ 𝑥𝐹𝑂𝑉 Equation 42 

 

For the indenter’s case, the 20x objective lens satisfies this criterion. The 3D represen-

tations of the surface of the indenter EDK2 using the height data as acquired by the 

20x and 50x objective lenses are shown in Figure 45. With its larger field of view, the 
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20x objective lens captures a much larger portion of the indenter, extending well into 

the conical region. 

 

  

20x objective lens 50x objective lens 

Figure 45: 3D surface depiction of the indenter EDK2 as captured by the 20x and 50x objective 

lenses of the CLSM 

 

A smooth surface is obtained using the 50x objective lens, whereas disturbances on 

the surface are seen in the image captured by the 20x objective lens. This is due to 

the inevitable presence of form deviations and microscopic roughness on the surface 

of a real indenter. As the local slopes across the indenter surface exceed the theoreti-

cal capability of the maximum measurable slope of a 20x objective lens, which is limited 

to 36.87°, such measurement artefacts are seen in the image. 

Therefore, the use of a 50x objective lens for the purposes of calibrating the tip radius 

of a Rockwell hardness diamond indenter is justified. Additionally, much better resolu-

tion of the spherical region of the indenter can be achieved using the 50x objective lens 

due to the smaller pixel size in comparison to the 20x objective lens. 

Generally, it is assumed that the performance of a microscopic objective is the most 

accurate when the sample to be measured is centrally located in the field of view. The 

performance reduces and the capabilities of an objective lens cannot be fully utilized 

at the borders along the field of view. However, if the centrally located sample is much 

smaller than the field of view, the accuracy of the captured image is also negatively 

affected because of the increased pixel size to measurable radius ratio [95]. To ac-

commodate these two opposing characteristics of objective lenses, the field of view 

could be reduced and the different sections of the captured image of a measurand be 

digitally stitched. Since stitching is a time-consuming process and introduces additional 

errors into the measurement, it has not been carried out in this work. 

To characterize the effect that an objective lens has on the acquired point cloud of a 

spherical sample and the overall R-h curve, three spheres (D120, D400 and D2000) 

from the PTB2 sample are chosen. Since the sphere D400 has the same nominal ra-

dius as the spherical region of a Rockwell indenter, the results of this investigation are 

transferrable to the Rockwell indenter. The spheres D120 and D2000 are chosen to 

study the effects for the smallest and largest available sphere. 
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The portion of the spheres within the fields of view of the 20x, 50x, and 100x objective 

lenses are shown in Figure 46. Only small portions around the apex of the D2000 

sphere (in yellow) fit within the field of view of the three lenses, but not the entire sphere 

(see Appendix 7). The D120 sphere (in purple) fits entirely within the field of view of all 

the three objective lenses but does not significantly occupy the field of view of the 20x 

objective lens (see Appendix 8). 

 

 

Figure 46: Sketch of ruby spheres (D120, D400, D2000) within the fields of view of the 20x, 50x 

and 100x objective lenses of the CLSM 

 

The results of the measurements on the D400 sphere are presented using R-h curves 

in Figure 47. The black dotted line in the figure represents the nominal radius of 

200 µm. For every objective lens, the calculated radii vary by about ± 5 µm from the 

nominal value depending upon the height of evaluation. Amongst the three, the 100x 

objective lens measures the largest radii. Furthermore, its radii values are consistently 

larger than the nominal value. Despite the height of the evaluation not being restricted 

to equal cross-sectional diameters in the field of view, no discontinuity is seen in the 

R-h curve. 

Further, the 50x objective lens always measures a smaller radius than the nominal 

value, with the exception being at the start of the curve. At lower heights, the 20x ob-

jective lens measures the radii smaller than the nominal value but converges to it with 

increasing height. The R-h curves for the 50x and 100x objective lenses run parallel to 
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each other and are similar in shape. This could be due to the same numerical aperture 

of the two objective lenses. However, the pixel density of the 100x objective lens is 

higher than that of the 50x objective lens. A lower pixel density results in the smooth-

ening of surface artifacts, which could explain the offset between the two R-h curves. 

A further plausible explanation for the offset could be the differences in the optical 

paths of the objective lenses. 

 

Figure 47: R-h curves for different objective lenses of the CLSM obtained through measure-

ments on the D400 sphere 

 

It must be pointed out that the 3D surface of the D400 sphere captured by the 20x 

objective lens did not contain disturbances and measurement artefacts, such as those 

seen in the image of a Rockwell indenter in Figure 45. This reinforces the understand-

ing that the presence of form errors and roughness influence the measurement capa-

bility of an objective lens. Nevertheless, since the D400 sphere doesn’t fully occupy 

the field of view of the 20x objective lens, noise around the sphere is seen in its cap-

tured image. Additional post-processing is thus required, which reduces the evaluable 

height for the calculation of the radius. 

The R-h curves for the sphere D120 are shown in Figure 48. Both 50x and 100x ob-

jective lenses measure the radii larger than the nominal value of 60 µm. Given the size 

of the D120 sphere, cropping of the captured image from the 50x and 100x objective 

lenses is required, whereas an image filled with noise is obtained with the 20x objective 

lens. Therefore, the R-h curve for the 20x objective lens is not available. At a height of 

35 µm from the apex, a radius of 63.4 µm and 64.6 µm are obtained for 50x and 100x 

objective lenses, respectively. 
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Figure 48: R-h curves for 50x and 100x objective lenses of the CLSM obtained through meas-

urements on the D120 sphere 

 

The R-h curves for the D2000 sphere are shown in Figure 49. Like the other two 

spheres, the radius of the D2000 sphere measured by the 100x objective lens is larger 

than the nominal value and also larger than that obtained with the 50x objective lens. 

Zooming into the R-h curve of the 100x objective lens, a stable radius between the 

heights of 2 µm and the maximum evaluable height of 4 µm is seen. The shape of the 

R-h curves for the 50x and 20x objective lenses resembles the R-h curves of the D400 

sphere for their respective lenses. The minor disturbances present in the captured im-

age with the 20x objective lens are treated with a median filter. No tangible difference 

is seen in the shape of the R-h curve after its application. 

Along with the slope measuring capability of a 50x objective lens and given the overall 

shape of the R-h curve, its use is more feasible for the calibration of the tip radius of a 

Rockwell indenter over a range of heights using a correction factor. When a single 

radius value at the transition point (h = 26.8 µm) needs to be calibrated, the 20x objec-

tive lens could be considered. 

In summary, the differences in the measured radii for the objective lenses are most 

likely due to their individual aberrations, which vary based on the distribution of light at 

the point of focus, the lateral position of the sphere inside the field of view, and the 

partial surface slopes and their orientations. 
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Figure 49: R-h curves for different objective lenses of the CLSM obtained through measure-

ments on the D2000 sphere 

 

6.6.3. Reproducibility and repeatability 

Multiple repetitions of a CLSM measurement one after the other for a given sample 

and at the same position on the sample using a 50x objective lens do not show any 

significant variation in the calculated radii results. Typically, a measurement begins 

after positioning the indenter under the CLSM. During the course of this study, each 

measurement is repeated on an average about eight times. This is followed by rotating 

the sample holder by 90° in the x-y plane and performing eight more measurements. 

Table 8 presents the mean and standard deviation of the calculated radii for the eight 

measurements on the indenters EDK1, EDK2, and EDK3 and evaluated at a height of 

26.8 µm from the tip apex of the indenters. 

 

Indenters Mean [µm] 
Standard 

deviation [µm] 

EDK1 192.19 0.11 

EDK2 190.80 0.11 

EDK3 195.20 0.05 

Table 8: Statistics of 3D evaluation of three indenters measured by CLSM with 50x objective 
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The low standard deviation indicates that the results are precise. A randomly chosen 

magnified section of the R-h curve for the indenter EDK2 is shown in Figure 50 for the 

eight repeated measurements. The order of the measurement has been indicated on 

the right side of the figure. A clear rise in the radii can be seen in the first six measure-

ments. The results appear to stabilize and converge after the sixth measurement. This 

could mean that a thermal equilibrium had not been reached in the CLSM instrument 

before the start of the series of measurements. The maximum increase of 0.3 µm in 

the calculated radius between any two repeated measurements cannot be assigned to 

the volumetric expansion of the diamond indenter. Given the linear thermal expansion 

of diamond at room temperature is 0.7 x 10-6 K-1 [96], an increase in temperature of 

about 2000 °C is required to attain a 0.3 µm increase in the radius. Therefore, the 

increase in radius seen in the R-h curve can be claimed to be thermal drift of the meas-

urement instrument. 

 

Figure 50: A zoomed-in section of the R-h curve for eight measurements on the indenter EDK2 

measured by CLSM with 50x objective 

 

The extent and impact of the thermally induced drift on the measurement have also 

been investigated. This is performed using a D400 sphere. The CLSM instrument is 

turned off for more than five hours prior to the beginning of this investigation to ensure 

that the heat from the system has entirely dissipated. The series of measurements are 

performed overnight and take a total of 13 hours, with each measurement taking 

roughly 12 minutes. A 50x objective lens is used, and a height of approximately 100 µm 

from the apex is measured. The stage drift in x and y is determined using target track-

ing. Marks on the surface of the sphere as seen on the intensity image are used as 

fiduciary markers. 
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The stage drift in the x and y directions with respect to the measurement number is 

shown in Figure 51. Between the first and second measurements, a stage drift of about 

800 nm is recorded in both the x and y directions. Subsequently, the amount of drift 

between the measurements consistently reduces. From the seventh measurement on-

wards, the drift between measurements is less than 250 nm. Considering the entire 

measurement series, the largest drift recorded in the x and y directions is 4.2 µm and 

3.5 µm, respectively. The drift rate in the x direction stabilizes much later in comparison 

to the stage drift in the y direction, which is relatively constant from the tenth measure-

ment onward. 

 

Figure 51: Stage drift in the CLSM instrument along the x and y directions 

 

Analyzing the R-h curves obtained from these 69 measurements, it is noticed that the 

radius grows with the increase in the number of measurements. A trend similar to that 

seen in Figure 50 is noticed. Post the fortieth measurement, the maximum difference 

in the calculated radius between any two measurements is below 0.1 µm. 

Although these results are important for form measurements, they do not play a deci-

sive role in the calibration of the radius of the Rockwell hardness diamond indenter. 

This is because it is ensured that the instrument has reached a thermal equilibrium 

before performing important measurements. Additionally, a translational shift in the po-

sition of the indenter during the measurement in the order of a few micrometers does 

not affect the 3D evaluation since the algorithm searches for the highest point on the 

indenter and evaluates the radii accordingly. 

To investigate the reproducibility of the CLSM instrument, some measurements on the 

Rockwell hardness diamond indenters have been performed after a period of about 

2.5 years. A deviation of 0.5 µm in radius from heights of 7 µm from the apex onwards 

https://doi.org/10.7795/110.20250619



 

 

 

84 

 

is observed in the R-h curves of the previously measured and newly measured data, 

although the measurement conditions, sample preparation and evaluation procedure 

have been kept unchanged. In the meantime, the indenter had been used for calibrat-

ing hardness reference blocks. Nevertheless, a deviation of 0.5 µm cannot be due to 

the deformation of the diamond, given its robustness. Physical damage such as break-

age, cracks, etc. would be visible in the intensity image and in the shapes of the R-h 

curves. The CLSM had been repaired due to a collision with a measurand. This could 

explain the deviation in the results and signify the importance of recalibration. Post 

recalibration, no significant differences in the R-h curves were observed. 

In conclusion, the results obtained from the CLSM have been proven to be precise. 

However, the comparison of these obtained results with a traceable tactile instrument 

indicates a systematic deviation and challenges the accuracy of the results. 

6.6.4. Sample cleaning 

Cleaning indenters in and of itself is a challenging task, and no one size fits all formula 

exists in the literature. In this study, the cleaning is undertaken as follows. Firstly, com-

pressed carbon dioxide is blown over the surface to knock off large dirt particles along 

with other solid contaminants. This is followed by cleaning the indenter with a combi-

nation of ethyl alcohol and isopropanol solutions using a microfiber cloth. Finally, the 

indenter is pressed multiple times by hand into an acrylic sheet. After inspecting the 

indenter using the intensity image of the CLSM, it can be concluded if the surface is 

sufficiently clean or not. Typical reasons that require the repetition of the cleaning cycle 

include the presence of dust corns, cloth fibers, and smudge marks from the evapora-

tion of alcohol. Figure 52 shows the intensity images of an indenter before and after 

cleaning. The dirt tracks on the uncleaned indenter originate from the pushing of dirt 

by the stylus tip during the tactile measurement. Inspecting the R-h curves for both 

these measurements reveals that the cleaning of the indenter does not play a crucial 

role in the calibration of the radius of the indenter. Nevertheless, it still belongs to good 

practice to undertake it, as the surface otherwise does not accurately represent the 

true surface of the indenter. 

     

Figure 52: Intensity images of an uncleaned and cleaned indenter 
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6.6.5. Sample orientation and tilt 

Rotating the indenter by 90° in the x-y plane and comparing the resulting R-h curves, 

it can be observed that the results are consistent. Thus, the orientation of the indenter 

during its radius calibration is irrelevant. This result also implies that the lateral calibra-

tion in x and y of the CLSM is apt. 

Furthermore, the influence of sample tilt is investigated by tilting the indenter by 1° 

increments up to 4°. The resulting R-h curves are shown in Figure 53. Up to a height 

of 12 µm from the indenter apex, the fitted radii differ significantly from one another. 

This is due to the shifting of the tip of the indenter. Thereafter, the curves converge 

and begin to diverge again at heights greater than 20 µm. Taking a closer look at the 

radii near the blend point, for every degree of tilt, the radius increases by 0.1 µm, 

0.5 µm, 1 µm, and 2 µm, respectively. The apparent flattening of the indenter tip, as 

indicated by the increase in the radius at the beginning of the R-h curve, is due to the 

displacement of the highest point on the indenter and the eventual unsymmetric distri-

bution of the transition region of the indenter in the acquired CLSM image. 

 

Figure 53: Effect of sample tilt on the R-h curve of an indenter 

 

For this analysis, it has been assumed that the indenter axis is perfectly aligned with 

respect to the axis of the indenter holder. During the manufacturing of the diamond 

indenter, perfect alignment of the indenter in its holder is difficult to achieve. Hence, 

the standard [38] restricts the inclination of the axis normal to the mounting surface to 

be within 0.3°. From the above analysis, it can be said that this is a good threshold, as 

1° tilt amounts to an increase in only 0.1 µm in radius value. Nevertheless, the stress 

fields in the material and the overall indentation process could differ due to a tilt of 1°. 

This requires further investigations. 
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6.6.6. Type of material and surface roughness 

During this study, materials such as diamond, ruby, and sapphire have been measured 

using the CLSM. The radii of all the materials could be measured without any difficul-

ties. To ensure that the true 3D surface of the measurand is captured and not optical 

reflection artefacts, the diamond indenter is coated with 80 nm of pure gold using a 

sputtering device. This is performed since diamond is a transparent material known to 

exhibit total internal reflection. A coating of 80 nm is chosen as this is sufficient to 

completely opacify the indenter and not alter its geometric shape significantly [97]. Fig-

ure 54 (a) shows the intensity image of the gold coated indenter EDK2. A large particle 

of dust can also be seen in this image. Figure 54 (b) presents the R-h curves of the 

coated and uncoated indenter, along with the R-h curve of the gold coated indenter 

with the dust particle on it. 

 

 
 

(a) (b) 

Figure 54: (a) Contamination on the indenter; (b) Effect of sample coating on the radius vs. 

height plot 

 

The R-h curves of the coated and uncoated indenter overlap almost perfectly. The 

curve representing the dust particle deviates from the other two at heights between 

8 µm and 18 µm, which is exactly where the dust particle sits. Further along the height 

axis, the radii converge again due to the vast number of data points. This further illus-

trates the advantage of a 3D point cloud evaluation of an indenter in comparison to a 

2D profile evaluation. Assuming a 2D profile is extracted over the dust particle and a 

conventional 2D evaluation is performed, a good indenter would fail to meet the criteria 

of the standard relating to permissible form error. 

It is interesting to note that the fitted radius for the coated indenter is greater than the 

uncoated indenter only at smaller heights. This could be due to the uneven sputtering 

of gold on the surface of the indenter. A deviation of around 0.2 µm is recorded near 
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the heights at which the indenter is generally calibrated. Thus, it can be concluded that 

a diamond indenter need not be coated and can be measured using a CLSM without 

worrying about its transparency. 

The presence of surface roughness on an indenter adversely affects hardness meas-

urements. This fact is corroborated by the standard [37], yet no form of quality control 

measure is proposed therein. The standard for IIT [25] suggests that the average 

roughness (Ra) value be under 1/20th of the indentation depth, also known as the 5 % 

rule. Adopting this into Rockwell hardness testing, where the indenter is polished for 

indentation depths up to 300 µm, results in a tolerable Ra value of 15 µm. A study 

conducted within the PTB on a generic Rockwell diamond indenter measured a mean 

Ra value of 10 nm with a standard deviation of 1.1 nm and an RMS value of 12 nm. 

This measurement is based on 40 linear profiles extracted from the conical region of 

the indenter. 

Since surface roughness affects the evaluation procedure in a similar fashion to instru-

ment noise, it can be said that its effect is minimal on the fitting procedure. However, 

care must be taken that the combined influence of the surface roughness and the in-

strument noise does not hamper the evaluation process. 

6.6.7. Sample size and shape 

In the previous sections, it was alluded to the fact that the discrepancy between the 

tactile and optical measurement must be stemming from the shape of the measurand. 

In this subsection, a more detailed examination of the various sample shapes is con-

ducted. Measurement samples such as depth-setting standards are measured and 

calibrated on a regular basis using the CLSM. Furthermore, dimensional measure-

ments of nano-pillars etched on silicon wafers have also been measured [98]. In addi-

tion, capacitive displacement sensors with etched gold and aluminum have been char-

acterized using the CLSM and validated using a metrological AFM [99]. These are a 

few among various other calibration procedures that are undertaken using the CLSM. 

A common factor among these samples is that they are 2-D coordinate measurements 

coupled with height information. More importantly, they are flat areal surfaces. None of 

these samples have posed a problem to the CLSM. 

Pyramid-shaped hardness testing indenters such as Vickers and Berkovich indenters 

are excellent choices for flat surfaces with a slope. As a test for the capability of the 

CLSM for measuring slopes, a Berkovich indenter is examined. The primary use of this 

indenter is in the determination of nanohardness in GPa units. Hence, the projected 

contact area is the primary quantity of interest. Prior to the evaluation of the instrument 

indentation testing data, indenter tip area calibration is performed. This accounts for 

the non-ideal shape of the indenter. Figure 55 presents the tip area function of an 

indenter VB124 measured using three different measurement methods. The state-of-

the art or the reference measurement in this case is the AFM. This is followed by the 

indirect determination of the tip area function using multiple indents on a fused quartz 
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sample with known mechanical properties. For reference, the ideal tip area function is 

also plotted. Regardless, the true tip area function will always be greater than the ideal 

function due to tip rounding. 

 

Figure 55: Tip area calibration of a Berkovich indenter (VB124) using direct measurement 

method (AFM and CLSM) and indirect measurement method 

 

An excellent agreement between the results of the AFM reference measurement and 

the CLSM is seen. The difference in the projected contact area at a height of 0.75 µm 

is a mere 0.14 µm2 (< 1 %). Since the elastic radial displacements have not been con-

sidered, the indirect calibration differs from the direct reference calibration method. The 

absolute percentage deviation of the indirect calibration at the same height with respect 

to the reference value is approximately 5 %. 

Applying a spherical fit to the 28 data points of the CLSM from the tip apex of the 

indenter until a height of 10 nm, a radius of 440 nm is obtained. Likewise, for 61 data 

points from the tip apex until a height of 21 nm, a radius of 498 nm is obtained. With 

increasing height, the radii increase linearly. The determination of the height of transi-

tion from the rounded tip onto the pyramid is not trivial. To estimate a consolidated 

value for the tip radius, the Bei-Pharr method can be used [100]. The Bei-Pharr method 

expresses the tip area function of the indenter using a quadratic and a linear term with 

respect to height. From the constants of the equation, the tip radius and an equivalent 

cone angle can be calculated. The radius calculated using the Bei-Pharr method is 

484 nm, which is comparable to the two fitted radii obtained from the spherical fit. 

The corresponding radius value for the reference measurement using the Bei-Pharr 

method is 412 nm. The radius calculated using CLSM is 17.5 % larger than that calcu-

lated using the reference measurement. Per contra, the projected contact area at 
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0.75 µm is just 0.9 % larger for the CLSM in comparison to the reference value. This 

disparity can be justified on the basis of the negligible size of the tip rounding in com-

parison to the overall area of the indenter at a height of 0.75 µm. Thus, it can be said 

that flat surfaces and slanted surfaces could be measured with sufficient accuracy and 

precision using the CLSM. Nonetheless, further research using additional measure-

ment objects is still required to confirm these findings. 

However, on spherical surfaces such as the indenter tip of the Rockwell hardness dia-

mond indenter, the slope changes continuously over the surface, starting from 0° at 

the tip apex until 30° at the transition point (for an ideal indenter). Therefore, the 

spheres from the sample PTB2 are measured using the CLSM and compared with the 

reference values obtained from PTB’s nano-measuring machine (NMM) using a stylus 

sensor with a 2 µm spherical radius with an opening angle of 90°. 

The reference measurement results obtained from the NMM contain the dilated point 

cloud data. Since the type of scan for the NMM and CLSM is different (radial scan and 

grid scan respectively), a deviation plot has not been presented. However, the devia-

tion between the fitted radii as a function of height from the tip apex of the sphere can 

be compared. It must be noted that the heights at which the radii can be measured and 

compared depend upon the measurement capability of the instrument and the re-

strictions due to the sample size and shape. This includes factors such as noisy edges 

in the CLSM image due to steep slopes, field of view of 50x objective lens, mechanical 

difficulties, etc. Therefore, the presented results only show the radii at heights where 

both the instruments can measure completely and reliably. 

The point clouds obtained from both the instruments are fitted with a sphere, and the 

percentage deviation of the CLSM radius from the reference radii value is shown in 

Figure 56. Prior to interpreting the results in the figure, it must be mentioned that for all 

the spheres the CLSM results are close to but not the exact nominal values specified 

by the manufacturer with no exceptions. On the contrary, the NMM results match the 

nominal values almost exactly except for the spheres D400 and D120. This is rather 

unfortunate, since D400 is the sphere that resembles the ideal shape of the Rockwell 

indenter tip. The radius of D400 as determined by the NMM is 192.8 µm, which is 

around 7.2 µm smaller than the nominal value. After thorough investigation of the raw 

data and the fitting algorithm, the deviation between the NMM and the nominal value 

is attributed to the surface quality of the measured sphere. Since the measured surface 

exhibits form deviations coupled with a few defects, the evaluated results are impacted 

profoundly in the case of the NMM measurement. Hence, the results of D400 and D120 

are not presented in Figure 56. The quality of the spheres has been inspected using 

intensity images obtained from the CLSM, and it can be confirmed that the quality of 

D400 and D120 do in fact differ significantly from the other spheres in the PTB2 sam-

ple. 
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Figure 56: Percentage deviation of the fitted radii for the spheres in the sample PTB2 with re-

spect to the height of the sphere 

 

The results of the comparison for the remainder of the spheres are counterintuitive. 

Typically, the least amount of error is expected for the largest sphere D2000 because 

less than 2 % of the surface area of its hemisphere is captured within the field of view 

of the objective lens. Hence, the surface slopes in this segment of the sphere are gentle 

and well below 10°. However, the largest amount of percentage deviation from the 

tactile measurements of -1.7 % is observed for the D2000 sphere. One possible expla-

nation for this could be the spherical fit on the measured point cloud data. Since a 

smaller portion of the sphere is available for the fit, the uncertainty associated with the 

fitted radius is larger. Nevertheless, the same fitting procedure is used for both the 

reference measurement and the CLSM measurement. Given the reference measure-

ment captures the sphere’s topography at much greater heights, the fitted radii must 

be significantly different at greater heights if the largest amount of percentage deviation 

in the D2000 sphere is to be attributed to the fitting procedure. This is however not the 

case. The fitted radii of the reference measurements at greater heights are comparable 

to those at lower heights, and the center of the fitted sphere is also consistent over the 

height. Therefore, the spherical fit is most likely not the cause for the largest amount 

of percentage deviation in the D2000 sphere. 

Furthermore, with the decreasing size of the sphere, the absolute deviation decreases 

gradually. The shape of the deviation curves is similar for all the spheres. When the 

height increases, a steep increase in the absolute percentage deviation is observed, 

which is followed by a fairly constant absolute deviation. For some spheres, a further 

change in the shape of the deviation curve is observed between the height at which 

the cross-sectional diameters of the sphere are the same and the theoretical maximum 
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measurable height. This could be due to both the position of the sphere in the field of 

view and the larger surface slopes in this region of the sphere. 

Principally, the radius of every sphere is measured smaller than the reference with the 

CLSM except for the sphere D250. Although the shape of the curve for this sphere is 

like the others, it lies separated from the rest of the curves. Assuming the nominal 

value of the sphere D120 to be accurate, a positive deviation larger than five percent 

is calculated for the difference between the CLSM and the nominal value. The com-

plete reversal of the deviation trend for spheres with radii smaller than 125 µm is pe-

culiar, especially because at lower heights the differences in the surface slope for the 

spheres D300 and D250 are not so drastic. Perhaps spheres that do not fully occupy 

the field of view of the 50x objective lens trigger the reversal of the deviation trend. 

A summary of the results evaluated at a height of 30 µm (except for D2000) from the 

pole of the spheres has been presented in Table 9 along with the nominal radii Rn, the 

reference value of the radii Rr, and the measured radii using the CLSM RCLSM. The 

theoretical height at which the cross-sectional diameters of the spheres have the same 

length is given by hs, whereas the theoretical surface slope at the height hs is listed 

under θ. 

 

Sample 
name 

Rn [µm] Rr [µm] RCLSM [µm] hs [µm] θmax 

D2000 1000 1000.5 983.7 8.2 7.5° 

D1000 500 500.1 492.6 16.7 15° 

D700 350 350.1 345.0 24.2 22° 

D500 250 250.0 246.5 35.3 31° 

D400 200 - 197.2 46.3 40° 

D300 150 150.5 148.9 71.8 60° 

D250 125 124.0 124.6 125 90° 

D120 60 - 63.4 60 90° 

Table 9: Measurement values of spheres of varying radii evaluated at height of 30 µm 

 

The percentage deviation of the measured radii using CLSM from the reference radii 

values for spheres with radii greater than 125 µm is plotted in Figure 57. Along with 

these results, the results of measurement of spheres from the literature [90] are shown 

in the figure. In [90], the authors state that the percentage deviation is a constant offset 
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of +1.2 %. However, it can be seen that the absolute percentage deviations increase 

with the increase in the size of the sphere for both sets of measurements. Despite this 

observation being counterintuitive, the fact that two independent sets of measurements 

using different measuring instruments come to the same conclusion is an indication of 

its correctness. 

 

Figure 57: Plot of percentage deviation in measured radii for spheres of varying radii with re-

spect to its size 

 

6.7. Correction of the indenter radius measured using CLSM 

It is evident that a number of factors contribute to the overall discrepancy in the meas-

ured radii obtained from the CLSM, such as the surface slope of the measurand, the 

rate of change of surface slope, the precision of the tip dilation process in tactile meas-

urements, the surface roughness of the measurand, the position of the measurand in 

the field of view, and numerous additional factors. A simple recalibration of the z-axis 

would be ineffective and also impede the measurement of objects with different 

shapes. If spheres whose nominal radii are known a priori are to be measured with the 

CLSM, the obtained values can be corrected using the results shown in Figure 57. 

However, in the case of an unknown object with a combination of different geometric 

features, this is not a viable option. One illustrative example is that of an object with a 

rough surface, which may be conceptualized as a combination of discrete convex and 

concave spherical caps of varying sizes. 

Given the large magnitude of the deviation in the measured radii between the CLSM 

and the reference tactile measurement for a Rockwell diamond indenter, it is incum-

bent upon the calibration agency to correct it, prior to undertaking official calibration 

work with the CLSM. Multiple strategies to correct this error could be considered. The 
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simplest of which is to measure a large number of Rockwell diamond indenters with 

the CLSM, followed by performing traceable reference measurements on it. The quality 

of the obtained topography from the CLSM in comparison to the topography obtained 

from the reference measurement, and in general, the performance of the CLSM in 

measuring the form of an indenter is ignored. The focus is placed solely on the end 

result, which is the fitted radius at a height of 26.8 µm from the tip apex of the indenter 

obtained from both the measurement instruments. The data points of the measured 

and the reference values can be plotted on a scatter plot as shown in Figure 58, which 

considers the measurement of six indenters (EDK1, EDK2, EDK3, EDK6, EDK7, and 

EDK8). Fitting a line through the data helps establish a relationship between the meas-

ured value and the traceable reference values, which can be used to correct the sys-

tematic errors. 

 

Figure 58: Linear regression correction method for indenter tip radii measured using the CLSM 

 

Irrespective of the trustworthiness of the reference values, a major drawback of this 

method is its dependence on the geometry of the indenter. In case a set of indenters 

with skewed geometric properties are used to determine the calibration factor, a fixed 

bias persists in every future calibration. The application of this method resulted in the 

reduction of the absolute average percentage deviation of the measured radii from the 

reference value from 1.3 % to 0.2 %. 

To eliminate the effect of the variation in the indenter shape from its ideal shape and 

also to rule out the effect of skewness of the geometric properties of the indenter on 

the linear calibration factor, the D400 sphere is measured using a traceable tactile 

coordinate measuring machine (CMM). Following a successful calibration, the D400 

sphere can be used as a transfer standard. 
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The calibrated diameter for the D400 sphere is 399.91 µm ± 0.50 µm. This is obtained 

by performing three measurements on the surface of the sphere from the pole to the 

equator, with each measurement comprising of 32 data points. The topography of the 

upper hemisphere of the D400 sphere is acquired with a sphere of diameter 125 µm 

and a probing force of 1 mN. 

The transfer standard is then measured using the CLSM with a 50x objective lens. 

Evaluating the CLSM measurement data at a height of 27 µm from the apex of the 

sphere gives a radius of 197.13 µm. Considering the data points from the CMM only 

till a height of 27 µm yields a corresponding reference radius of 199.38 µm. Therefore, 

the correction factor that must be incorporated for the CLSM when measuring a sphere 

with a radius of 200 µm is 1.13 %. Applying this correction factor to the 6 aforemen-

tioned Rockwell diamond indenters, the absolute average percentage deviation of the 

measured radii using CLSM from the reference value of HRTS reduces to 0.3 %. The 

slight increase in the percentage deviation in comparison to the linear calibration 

method is most likely due to differences in the reference measurements. Although it is 

assumed in this work that the tactile reference measurements are equivalent, there will 

certainly be minor discrepancies between them. 

The advantage of using a transfer standard is the establishment of a robust traceability 

chain for the calibration of the Rockwell indenter tip radius. Implementation of this 

method is straightforward, and it can easily be performed even by a novice user. Fur-

thermore, the correction factor assigned to the D400 sphere closely aligns with the 

mean of the correction factors for the spheres D300 and D500 as obtained from NMM, 

which is 1.19 %. This provides a degree of validation for the correction method. The 

drawback of this approach is that it assumes that the indenter exhibits an ideal geom-

etry, similar to the calibrated sphere. Nonetheless, it is safe to assume that the variation 

of the radius of a Rockwell diamond indenter with respect to the height would be well 

within ± 50 µm of the nominal value. 

Methods such as fitting the data set of errors associated with the surface slope and 

position within the field of view with a neural network also show good results [90]. Not-

withstanding the benefits, this method may not be the most suitable from a metrological 

perspective. Self-calibration techniques such as the random ball test have also been 

applied to calibrate slope-dependent errors in optical measurements [101]. Since the 

spherical region is only a small portion of the indenter tip, the application of this method 

is not feasible, especially due to the physical constraints in rotating an indenter in every 

axis. However, the transfer standard (sphere D400) could be calibrated with such a 

method. 

6.8. Estimation of measurement uncertainty 

Before proceeding with the estimation of the measurement uncertainty, it is important 

to clearly define the measurand, measuring instrument, and the measurement condi-

tions. The object being measured is a Rockwell hardness diamond indenter and the 
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region of interest is the spherical tip of the indenter. The 3D radius evaluated at a height 

of 27 µm from the tip apex is the measurand. The measurement is performed using 

the CLSM with a 50x objective lens, which has a numerical aperture of 0.95. The zoom 

factor is set at 1x. 

The largest standard deviation of the measured 3D radius as stated in Table 8 is 

0.11 µm. The uncertainty associated with the variation in the measured value is given 

by the Equation 43, where s is the standard deviation and n is the number of measure-

ments. 

 

𝑢 = 𝑠/√𝑛 Equation 43 

 

Assuming a twofold uncertainty which follows a t-distribution, an uncertainty value of 

0.08 µm is obtained. 

The second source of uncertainty is the resolution of the instrument. This source fol-

lows a rectangular probability distribution. The manufacturer of the instrument states 

that the resolution in any given axis is 10 nm. Due to the surface of the indenter being 

extracted in three dimensions, a threefold uncertainty is assumed. Therefore, the esti-

mated uncertainty value is 0.02 µm. 

The third source of uncertainty is from the transfer standard used to calibrate the meas-

uring instrument. As described in the previous subsection, the transfer standard is a 

sphere with an uncertainty of 0.5 µm in its diameter. The same value of uncertainty is 

assumed for the radius and for its evaluation at a height of 27 µm from the apex. As-

signing a normal distribution to this source of uncertainty, a standard uncertainty value 

of 0.25 µm is obtained. 

Due to the deviation of the measured radius between the CLSM and the reference 

tactile measurement, a correction factor must be applied to obtain the best estimate of 

the measurand. For a sphere of radius 200 µm, the correction factor is 1.13 %. The 

uncertainty associated with this is assumed to be 0.5 µm, which follows a rectangular 

probability distribution. 

The final source of uncertainty that is considered in this study is the uncertainty asso-

ciated with the tilting of the measured object during a measurement. Assuming a max-

imum tilt of 1°, the increase in radius has been shown to be 0.1 µm. Since no further 

information is known, a rectangular distribution is assigned to this source. 

The sensitivity coefficients are assumed to be 1 for all the considered sources. To 

determine the effective degrees of freedom, the Welch-Satterthwaite equation [102] 

can be used as follows: 
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𝜈𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 =
𝑢𝑐

4(𝑦)

∑
𝑢𝑖

4(𝑦)
𝜈𝑖

=
0.404

0.084

7 + 0 + 0 + 0 +
0.064

7

= 3323 

 

An appropriate coverage factor for a t-distribution with effective degrees of freedom 

larger than 100 and a confidence interval of 95 % is 2. Therefore, the expanded meas-

urement uncertainty for the 3D radius of a Rockwell hardness diamond indenter meas-

ured using the CLSM is 0.80 µm. The measurement uncertainty budget is presented 

in Table 10. 

 

Uncertainty 
source 

Standard 
uncertainty 

u(xi) 

Sensitivity 
coefficient 

ci 

Contribution 
to combined 

standard 
uncertainty 

ui(y) 

Degrees of 
freedom νi 

Average of 
repeated 

value 
0.08 µm 1 0.08 µm 7 

Instrument 
resolution 

0.01 µm 1 0.01 µm Inf 

Transfer 
standard 

0.25 µm 1 0.25 µm Inf 

Correction 
factor 

0.3 µm 1 0.3 µm Inf 

Sample tilt 0.06 µm 1 0.06 µm 7 

Combined standard uncertainty uc(y) 0.40 µm 

k-factor (95 % level of confidence) 2 

Expanded uncertainty U 0.80 µm 

Table 10: Measurement uncertainty budget for the measurement of the 3D radius of the spheri-

cal tip of a Rockwell hardness diamond indenter using the CLSM with a 50x objective lens 
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7. Measurement Uncertainty Budget for Rockwell Hardness 

In this section, the existing and improved measurement uncertainty budgets for Rock-

well hardness scale HRC are presented. Naturally, the measurement uncertainty cal-

culations are transferable to other scales with the proper consideration of the sensitivity 

coefficients. For better resolution of the hardness levels, the scale HRC is subdivided 

into three groups: 

• Soft (20 HRC to 25 HRC) 

• Medium (40 HRC to 45 HRC) 

• Hard (60 HRC to 65 HRC) 

 

The sensitivity coefficients are obtained from [103] and listed in Table 11. 

 

Uncertainty source Symbol Unit 
Sensitivity coefficients 

Soft Medium Hard 

Preliminary test force F0 N 0.12 0.07 0.05 

Total test force F N -0.04 -0.03 -0.02 

Indenter cone angle θ ° 1.6 0.8 0.4 

Indenter radius R µm 0.015 0.03 0.05 

Indentation depth h µm -0.5 -0.5 -0.5 

Indentation velocity v µm s-1 -0.02 0 0.03 

Preliminary force duration t0 s 0.01 0.005 0.004 

Total force duration t s -0.07 -0.04 -0.03 

Table 11: The sensitivity coefficients of the sources of uncertainty 

 

The uncertainty budgets for the existing and for the improved HRC measurements are 

presented in Table 12 and Table 13, respectively. The respective units for the esti-

mated values in the tables are the same as those listed in Table 11. In light of the work 

carried out, the uncertainty contributions of the indenter radius, indentation speed and 

holding times have been reduced. For soft and medium-hardness materials, the reduc-

tion in measurement uncertainty is 0.06 HRC, whereas for hard materials the reduction 

is 0.2 HRC. This indicates that the improvement in the calibration of the tip radius is 

successful. It must be mentioned that the dispersion due to the inhomogeneity of the 

hardness of the material is not included in this budget. Furthermore, the uncertainty of 
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the average of repeated hardness measurements is omitted, as this is specific to every 

hardness reference block.  In conclusion, the new measurement uncertainty of Rock-

well hardness testing for HRC at PTB is 0.2 HRC. This, however, must be validated 

through comparison measurements and a subsequent corresponding Calibration and 

Measurement Capability (CMC) entry. 

 

Sources 
Estimated 

value 

Standard 
uncertainty 

u(xi) 

Uncertainty contribution ui(y) 

Soft 

(20 HRC – 
25 HRC) 

Medium 

(40 HRC – 
45 HRC) 

Hard 

(60 HRC – 
65 HRC) 

F0 0.2 0.12 1.4×10-2 8.1×10-3 5.8×10-3 

F 1.5 0.87 3.5×10-2 2.6×10-2 1.7×10-2 

θ 0.1 0.06 9.2×10-2 4.6×10-2 2.3×10-2 

R 4 2.31 3.5×10-2 6.9×10-2 1.2×10-1 

h 0.05 0.03 1.4×10-2 1.4×10-2 1.4×10-2 

v 5 2.89 5.8×10-2 0.0×100 8.7×10-2 

t0 1.5 0.87 8.7×10-3 4.3×10-3 3.5×10-3 

t 1 0.58 4.0×10-2 2.3×10-2 1.7×10-2 

Combined standard uncertainty uc(y) 0.13 0.09 0.15 

Expanded uncertainty U 0.26 0.18 0.30 

Table 12: Current measurement uncertainty budget for Rockwell hardness HRC 
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Sources 
Estimated 

value 

Standard 
uncertainty 

u(xi) 

Uncertainty contribution ui(y) 

Soft 

(20 HRC – 
25 HRC) 

Medium 

(40 HRC – 
45 HRC) 

Hard 

(60 HRC – 
65 HRC) 

F0 0.2 0.12 1.4×10-2 8.1×10-3 5.8×10-3 

F 1.0 0.58 2.3×10-2 1.7×10-2 1.2×10-2 

θ 0.1 0.06 9.2×10-2 4.6×10-2 2.3×10-2 

R 1 0.58 8.7×10-3 1.7×10-2 2.9×10-2 

h 0.05 0.03 1.4×10-2 1.4×10-2 1.4×10-2 

v 1 0.58 1.2×10-2 0.0×100 1.7×10-2 

t0 0.5 0.29 2.9×10-3 1.4×10-3 1.2×10-3 

t 0.2 0.12 8.1×10-3 4.6×10-3 3.5×10-3 

Combined standard uncertainty uc(y) 0.10 0.06 0.05 

Expanded uncertainty U 0.20 0.12 0.10 

Table 13: Measurement uncertainty budget for Rockwell hardness HRC after improvements 
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8. Future Work and Conclusion 

In alignment with the overarching aims and objectives of this research work, three main 

aspects of Rockwell hardness testing have been identified and addressed. Firstly, a 

universal automated approach for calibrating Rockwell hardness reference blocks has 

been introduced. This calibration method has been shown to be user-friendly, time and 

cost-efficient, and it importantly advances the development of a unified Rockwell hard-

ness scale by strictly adhering to the internationally accepted measurement recom-

mendations. Key parameters influencing the universal characteristic curves that are 

required for the automation have been identified, and methods for their determination 

have been proposed. Interlaboratory comparisons demonstrated that this technique is 

compatible with any computerized Rockwell hardness testing machine. Future efforts 

pertaining to this work must be concentrated on improving the characteristic curves for 

Rockwell scales, which use a spherical indenter and lower test forces. 

Secondly, the correction of measured Rockwell hardness values as a function of the 

indenter’s geometry considering the hardness level of the material is investigated. A 

handful number of correction methods exist. An improvement on one such empirical 

method has been undertaken, and it has been compared to the statistical based cor-

rection method (group standard method) that is currently in use. The results of the 

comparison are satisfactory. Additionally, the efficacy of the modified empirical method 

is verified by implementing it on three different indenters. The method has been de-

monstrably effective in correcting the deviations in hardness values of soft and hard 

materials. However, the extent of correction is inadequate in cases of medium-hard-

ness materials. It has also been identified that accurate geometric properties need to 

be inserted into the correction functions to get reliable hardness corrections. Future 

work in this regard must focus on incorporating the properties of the blending region 

into the derivation. Moreover, an iterative approach to correct the hardness values 

based on the inclusion of the radii and opening angle as a function of the indenter’s 

height could yield better correction results. Improvements in the definition of this 

method would also facilitate the estimation of measurement uncertainty of Rockwell 

hardness testing using a Monte-Carlo simulation. 

Finally, an exhaustive study has been conducted to enhance the calibration of the tip 

radius of a Rockwell diamond hardness indenter. In light of the high volume of calibra-

tion requests and the pivotal role the indenter tip radius plays in the Rockwell scale, it 

is imperative that a harmonious balance between calibration cost and metrological 

quality be attained. This is equally applicable to the selection of the measurement in-

strument and the method of evaluation of the acquired measurement data. Given the 

circumstances, a confocal laser scanning microscope (CLSM) has been chosen as the 

primary measuring instrument. This is due to the instrument's fast measurement capa-

bility, acquisition of the entire surface topography and its non-contact mode of meas-

urement. 
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A systematic comparison of the measurement data and the measured radius value of 

indenters between CLSM and well-established, traceable tactile instruments reveals a 

substantial disagreement. This discrepancy persists despite the CLSM having been 

calibrated. The source of the discrepancy between the measurement results has been 

identified as the shape of the measurand. It has been demonstrated that measurands 

whose surface slope varies within the field of view of the objective lens result in a 

distortion of the extracted point cloud data, which subsequently introduces a deviation 

in the measured radius value. The percentage deviation between the measured radii 

obtained from the CLSM (50x objective lens) and the tactile methods for spheres of 

different sizes has been quantified. It has been shown for the very first time that the 

error is proportional to the size of the sphere. 

For the purpose of calibrating the radius of a Rockwell diamond indenter, a calibration 

strategy has been presented that utilizes a transfer standard (grade 3 ruby sphere with 

a radius of 200 µm). In addition to the determination of the correction factor for the 

CLSM, the factors that influence the measured radius value from a CLSM have been 

studied. Crucially, the amount of error depends on the type of confocal microscope and 

the chosen objective lens, in some cases exceeding 3 µm. The remainder of the factors 

have been investigated for a specific CLSM and objective lens. Utilizing the quantifica-

tion of these factors, a measurement uncertainty budget specifically for the Rockwell 

diamond indenter is created. From this point moving forward, the radius of a Rockwell 

diamond indenter can be calibrated with an uncertainty of 0.8 µm, which amounts to a 

four-fold improvement. 

A novel method of evaluation of the radius measurement data of the Rockwell diamond 

indenter has been proposed. This method capitalizes on the 3D point cloud data ex-

tracted by the CLSM and calculates a 3D radius in contrast to the conventional 2D 

radius based on the average of individual radii of 2D profiles. It has been substantiated 

that a 3D radius is a better representation of the spherical region than a 2D radius. In 

addition, this method of evaluation is used to describe the spherical region of the Rock-

well diamond indenter in terms of the 3D radius as a function of the height (R-h curve). 

With the help of R-h curves, the overall shape of the Rockwell diamond indenter can 

be compared in a single observation. It has been revealed that the spherical region of 

Rockwell diamond indenters can exhibit remarkable dissimilarities and yet be cali-

brated with the same radius value. This indicates that the quality of the Rockwell dia-

mond indenters must be improved and also that the standards must elaborate on the 

evaluation procedure of the radius calibration, such as the height of evaluation. Both 

of these are prerequisites for fostering overall measurement comparability. 

Much work has gone into the research of the characterization of the indenter tip radius. 

The characterization and measurement of the opening angle of the Rockwell indenter 

is recommended for future work. Utilizing the results from this work, the measurement 

uncertainty of Rockwell hardness testing at the PTB for the HRC scale has been re-

duced from 0.3 HRC to 0.2. 
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Appendix 1: Characteristic curves for the Rockwell scale HRA 

 

Machine-dependent characteristic curves to estimate the hardness value 

 

 

 

 

Machine-independent characteristic curves to estimate the hardness value 
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Machine-dependent characteristic curves to estimate the indentation depth hmax 

 

 

 

 

 

Machine-independent characteristic curves to estimate the indentation depth hmax 
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Appendix 2: Characteristic curves for the Rockwell scale HRD 

 

Machine-dependent characteristic curves to estimate the hardness value 

 

 

 

 

Machine-independent characteristic curves to estimate the hardness value 
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Machine-dependent characteristic curves to estimate the indentation depth hmax 

 

 

 

 

 

Machine-independent characteristic curves to estimate the indentation depth hmax 
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Appendix 3: Hardness deviations arising from the deviations in the indenter geometry (tip radius) 

from the nominal values 
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Appendix 4: Intensity images of indenters EDK6, EDK7, and EDK8 
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Appendix 5: R-h curves for indenters EDK6, EDK7, and EDK8 

 

 

 

 

Appendix 6: Deviation plot of the measured radii from the reference instrument HRTS using two 

confocal microscopes 

 

Three Rockwell hardness diamond indenters EDK1, EDK2, and EDK3 are used as 

measurands 
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Appendix 7: 3D surface depiction of the sphere D2000 as captured by the 10x, 20x, 50x, and 100x 

objective lenses of the CLSM 
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50x 100x 
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Appendix 8: 3D surface depiction of the sphere D120 as captured by the 10x, 20x, 50x, and 100x 

objective lenses of the CLSM 

10x 20x 

50x 100x 
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