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13th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Braunschweig, GERMANY – July 27-31, 2020 
 

Greetings from the President of PTB, the host organization 

 

Dear participants,  

Welcome to the "13th international Symposium on Hazards, Prevention and Mitigation of Industrial 

Explosions" hosted by the Physikalisch-Technische Bundesanstalt in Braunschweig.  

As Germany’s National Metrology Institute, PTB is the nation’s highest authority when it comes to 

correct and reliable measurements. Since its foundation in 1887 by Werner von Siemens and Hermann 

von Helmholtz, PTB has supported industry with the precise realization of units and with knowledge of 

how to measure appropriately and precisely. Over the years, PTB and its scientists have contributed 

many important metrological achievements to society and industry. The safety-related tasks, as one 

important area, were added “only” 70 years ago to PTB’s portfolio. Like in any technical area, safety 

technology fundamentally relies on correct and reliable measurement results. With the efforts of PTB, 

the industry gets both from a single source.  

Your major concern as a scientist is to understand the underlying physics of safety and to use this 

knowledge for a safe implementation of industrial processes. Looking at its international economic 

relevance, this undertaking is certainly also a worthwhile goal on a global scale. New technologies 

generally create new potential hazards and we should have an answer to these safety challenges. In 

my view, hydrogen technology poses a very recent and prominent example of such a challenge. It has 

left the laboratory environment and large-scale applications are being set up in Germany to tackle 

climate change. Apart from the technological aspects, social acceptance may be at stake in the event 

of serious accidents causing massive individual tragedies and possibly also the entire hydrogen 

technology along with the associated climate targets.  

These prospects are compelling reasons for an exchange of knowledge throughout the world. 

Unfortunately, a conference held in person is not possible this year due to safety considerations of a 

different kind. We are thus happy to see that the PTB organization team has quickly set up a virtual 

discussion forum instead, which enables an appropriate scientific discussion of the articles that have 

already been completed.  

PTB is proud to offer the forum for this as a host. Well over 550 participants from all over the world 

are registered for the virtual event. In my view, this is a great success for bridging the gap between 

science and industry. It shows that this type of conference is important and willingly accepted. Thank 

you for your interest and participation in this symposium.  

I wish all authors and the organizers fruitful and enlightening discussions. We are very much looking 

forward to hosting the next symposium and hope to welcome you all in Braunschweig in 2022.  

 

Joachim Ullrich  

President of the Physikalisch-Technische Bundesanstalt 
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13th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Braunschweig, GERMANY – July 27-31, 2020 
 

Address from the International Organizing Committee  

10th August 2020 

 

 

Due to the situation with the COVID-19 pandemic, the 13th International Symposium on Hazards, 

Prevention and Mitigation of Industrial Explosions (ISHPMIE) was organised as an online event on 

27-31 July 2020. The Local Organising Committee did a tremendous job putting together a virtual 

event with an online forum where a record number of 575 registered participants could discuss the 

87 peer-reviewed papers in the technical program. 

The 13th ISHPMIE symposium was hosted by the Physikalisch-Technische Bundesanstalt (PTB), 

with support from the Otto-von-Guericke-Universität Magdeburg (OVGU). The same organisations 

will organise the 14th ISHPMIE, scheduled for 11-15 July 2022 in Braunschweig. The International 

Organising Committee would like to congratulate the Local Organising Committee with the 

successful completion of 13th ISHPMIE. 

We look forward to meeting you at 14th ISHPMIE in Braunschweig in 2022. 

 

Yours sincerely, 

Trygve Skjold 

 

On behalf of the International Organising Committee: 

Isabelle Sochet 

Jérôme Taveau 

Masaharu Nifuku 

Michael Pegg 

Michael Beyer 

Paul Amyotte 

Ritsu Dobashi 

Rolf Kristian Eckhoff 

Sergey Frolov 

Trygve Skjold (Chair) 

Ulrich Krause 

Wei Gao 
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13th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Braunschweig, GERMANY – July 27-31, 2020 
 

Greetings form the Local Organizing Committee Chair 

July 27, 2020 

Dear participants,  

I welcome you to the 13th international Symposium on Hazards, Prevention and Mitigation of Industrial 

Explosions. The host is the Physikalisch-Technische Bundesanstalt in Braunschweig together with the 

Otto von Guericke University Magdeburg in the week from July 27 to 31, 2020. 

The series of International Symposia on Hazards, Prevention and Mitigation of Industrial Explosions has 

a long tradition. 12 symposia could be held undisturbed and as planned. For the first time and because 

of the corona pandemic, this year’s symposium cannot take place as a face-to-face conference. We are 

very sorry, because all aspects of the conference were already organized when we had to stop the 

invitation to Braunschweig. 

We have now endeavored to create a replacement with the ISHPMIE 2020 Forum, which at least 

makes it possible to appreciate the completed articles and put them up for discussion in the 

community. Please apologize that it is not perfect and that there may arise problems in some places. 

As in the previous symposia, selected articles will be proposed for publication in a special volume of 

the Journal of Loss Prevention in the Process Industries. 

In contrast, many elements of our symposia had to be left behind: the personal presentations and 

discussions in the sessions, the plenary lectures, the 'industry meets science' session, the social events 

such as the welcome reception and the farewell reception, the young researchers 's night, the 

banquet, the experimental demonstrations, the best paper awards and last but not least the most 

important thing of all, the many personal contacts and conversations. Now we must wait another two 

years. I would like to thank the International Organizing Committee for giving us the opportunity to do 

this at the 14th ISHPMIE 2022 in Braunschweig. 

I am now looking forward to discussing the topics in our ISHPMIE 2020 Forum. 575 registered 

participants are a great success and I and believe that it was the right decision to hold the symposium 

in this form. It allows all participants in the different time zones to contribute to the discussion at a 

time that is comfortable for them. Please note also the podcasts of the authors. Most of the authors 

followed our request and present their papers in less than 5 minutes. 

Finally, I would like to thank all my colleagues for their support. Without them, the preparation and 

holding of such a symposium would not be possible: first of all the ISHPMIE 2020 Organization Team, 

the ISHPMIE 2020 Forum Team and the many helping hands from PTB and Otto von Guericke 

University Magdeburg, my co-chair Detlev Markus, the program chairs Ulrich Krause and Holger 

Großhans together with the authors, reviewers and session chairs, the supporting organizations of the 

symposium mentioned on the website as well as Trygve Skjold and the International Organizing 

Committee. Thank you very much! 

I wish all participants an interesting conference week. 

 

Michael Beyer 

Local Organizing Committee Chair 
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13th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Braunschweig, GERMANY – July 27-31, 2020 
 

Foreword of the Proceeding Editors 

 

 

It is our pleasure to present the proceedings of the 13th International Symposium on Hazards, 

Prevention, and Mitigation of Industrial Explosions (ISHPMIE). The publication of these 

proceedings was heavily affected by the global situation. We received many messages from 

authors who were not able to submit their manuscripts in time because they could not enter their 

laboratories for months. Also, the reviewers faced the situation of not having full access to their 

scientific infrastructure. 

In light of these challenges, we are happy to compile proceedings consisting of 84 high-quality 

papers that reflect the scientific state-of-the-art. All articles in this volume have been subject to a 

peer review process administered by the proceeding editors. We are thankful to the 71 expert 

referees who guaranteed the professional and scientific standards expected of ISHPMIE. After the 

conference, Elsevier will publish selected papers from 13th ISHPMIE in a special issue of the 

Journal of Loss Prevention in the Process Industries. 

Overall, we firmly believe that the special format of this year’s conference continues the tradition 

of ISHPMIE in benefiting all participants in many ways. 

 

Prof. Ulrich Krause 

University of Magdeburg 

Dr. Holger Grosshans 

Physikalisch-Technische Bundesanstalt 
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Abstract 

U.S. Code of Federal Regulations 30 CFR 75.402 and 75.403 require 80% total incombustible content 

to be maintained within 40 feet of the coal mine face via the liberal application of rock dust. 

Unfortunately, this application of rock dust limits miners’ visibility downwind and can increase the 

miners’ exposures to a respirable nuisance dust. Wet rock dust applied as a slurry is, at times, used to 
negate these negative effects. Although this aids in meeting the total incombustible limits, the slurry 

forms a hard cake when dried and no longer effectively disperses as needed to suppress a coal dust 

explosion. As a result, a dry rock dust must be reapplied to maintain a dispersible layer. Therefore, 

researchers from the National Institute for Occupational Safety and Health (NIOSH) have been 

working towards finding and testing a foamed rock dust formulation that can be applied wet on mine 

surfaces and remain dispersible once dried which minimizes the likelihood of mine disasters, 

including mine explosions. The initial tests were aimed at discerning dispersion characteristics of 

three different foamed rock dusts via the NIOSH-developed dispersion chamber and led to 

identification of a two-part foam with adequate dispersion characteristics. The current study was 

conducted to assess the robustness of the two-part foamed rock dust. Through a series of laboratory-

scale experiments using the dispersibility chamber, the effects of testing conditions and product 

formulations on the foam’s dispersibility was determined. Some of the tested variables include: 

exposing the foam to high humidity, varying the component levels of the foamed rock dust, altering 

the rock dust size distribution, and varying the rock dust types. Further pilot-scale tests examined the 

atmospheric concentrations of dust via personal dust monitors downwind of foamed rock dust 

production and application. Additionally, product consistency was recorded during pilot-scale testing 

at key points in the formulation and application. The results of these experiments will be discussed in 

this paper. 

Keywords: dust dispersibility, foamed rock dust, coal mining, explosion prevention 

 

1. Introduction 

The impetus for developing a dispersible rock dust slurry came from the two requirements placed on 

underground coal mines. The first requirement, from 30 CFR § 75.2 (Mandatory Safety Standards–
Underground Coal Mines) and 30 CFR § 75.403 (Maintenance of incombustible content of rock dust), 

is the application of dispersible rock dust in sufficient quantities. The second requirement, 30 CFR § 

70.100 (Respirable dust standards), is the time-weighted average limit of mine workers’ exposure to 
airborne dust. 

Rock dust acts as a physical heat sink during an explosion (Cybulski, 1975; Richmond, et al., 1975; 

Nagy, 1981) and is the primary technique used to supress the reaction. Therefore, application of rock 

dust in sufficient quantities is essential to inert coal dust and to prevent continued flame propagation. 

Current rock dusts wick moisture, forming a nondispersible wet paste that stiffens to a cake when 

dried, thereby significantly reducing or inhibiting the rock dust’s ability to effectively disperse. Coal 
dust, due to its hydrophobicity, can remain dispersible under these conditions, thereby permitting its 
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involvement in a propagating dust explosion. The presence of moisture in the mine can lead to the 

condition in which the coal dust can be dispersed and participate in the explosion while the rock dust 

becomes ineffectual. 

Additionally, there have been continuing concerns of respirable diseases among coal miners resulting 

in another requirement limiting the total respirable dust to which coal miners are exposed. The 

respirable size fraction of rock dust used to inert a coal dust explosion can contribute to the total dust 

being measured. As a result, some mines have turned to applying a wet rock dust to minimize the 

miner’s exposure to respirable dust. The wet application of the rock dust allows the mine to place 

dust in key locations, such as the roof and ribs, and cover the exposed coal without exposing the 

workers to respirable dust. However, a side effect of the wet application of the rock dust is that the 

rock dust no longer is dispersible due to caking and is subsequently ineffective. Currently, MSHA 

requires an application of dry rock dust on top of the wet-applied rock dust once the wet rock dust 

dries (MSHA, 2015) and becomes caked.  

A possible solution to this problem is a foamed rock dust (FRD). The hope is that the FRD has the 

benefits of a normal rock dust slurry while remaining dispersible when dry. Currently, the ability of 

the FRD to fracture from a passing pressure wave and disperse into individual particles to inert a dust 

explosion is not known. Prior laboratory testing has, however, led to promising results showing 

favourable dispersion characteristics with a few specific formulations. Hierarchically, the resulting 

engineering control of respirable dust through the application of foam dust would foster better health 

for coal miners, while keeping them safe from coal dust explosions. The FRD also has the potentially 

additional benefit of better adherence to elevated surfaces in the mine entry leading to increased 

effectiveness of the inert material. Past studies have shown that rock dust located on the roof, ribs and 

other elevated surfaces is more readily dispersed than dust on the floor (Hartmann, 1957). 

To this end, laboratory experiments were conducted on a previously tested rock dust which 

incorporated a two-part foam (TPF).  Past studies showed promising results when compared to other 

foam products currently on the market (Brown et al., 2018). However, the unique formulation and 

application properties of the TPF with rock dust are still not understood. Therefore, NIOSH 

researchers conducted a series of laboratory-scale experiments using the NIOSH-developed 

dispersibility chamber to examine the effects of testing conditions and product formulations on foam 

dispersibility. The insights gained were then applied during the pilot-scale testing in the Bruceton 

Experimental Mine (BEM) at the Pittsburgh Mining Research Center. Again, a series of tests were 

conducted to investigate the impact of various factors on the dispersion characteristics of the foam. 

Additionally, the airborne dust levels were measured during the production and application of the 

foam dust to confirm the benefits of the wet-applied method. 

 

2. Experiments 

The test series had two main environments where the samples were prepared—in the laboratory at 

the benchtop scale and in the BEM at the pilot scale. The bulk of the sample preparations were 

conducted under laboratory conditions. The main method of discerning the performance of the rock 

dust was its dispersion performance in the NIOSH dispersion chamber (Perera et al., 2016). The 

samples were compared on a relative basis to the reference rock dust used by NIOSH at the Lake 

Lynn Experimental Mine (LLEM) in large-scale explosions testing.  

2.1 Experimental materials 

This section describes the two experimental materials used in the testing.  These materials include the 

various rock dusts and a foam. 

2.1.1 Rock dust  

Several rock dusts were used in these series of experiments, including the reference limestone rock 

dust, a set of classified rock dusts that used the reference rock dust as input, and five other 
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commercially available rock dusts. The reference rock dust has been extensively used in previous 

experiments at the LLEM, most notably in experiments which lead to the implementation of the 80% 

incombustible rule in the United States (Cashdollar et al., 2010). The classified rock dust used the 

same reference rock dust but was sieved through either a 200-mesh or a 400-mesh sieve.  The resulting 

oversized and undersized material was later used in the experiments.  

2.1.2 Foam 

Previous experiments were conducted with various commercially available foams that could 

incorporate rock dust. These tests had the similar aim of creating a wet-applied material which when 

dried was dispersible via a “light blast of air” (30 CFR § 75.2). These experiments showed that the 

use of a TPF in this application provided a promising solution. The TPF used in this series of tests 

consisted of water, a foaming agent, and a stabilizing agent (Brown et al., 2018). 

2.2 Experimental apparatuses 

This section describes three experimental apparatuses used during in the testing. These apparatuses 

allowed researchers to measure the dispersion characteristics, size distribution and airborne dust 

concentrations.   

2.2.1 Dispersion chamber 

The FRD samples produced in the lab or in the BEM were tested in NIOSH’s dispersion chamber. 

The chamber sends a pulse of air across a sample bed of rock dust, dispersing a quantity of the dust 

and sending it across a dust probe as seen in Figure 1.  

 

  

Fig. 1. Dispersion chamber schematic (Perera et al., 2016) 

 

Passage of the dust across the probe causes the obscuration of a light beam which is measured and 

recorded (Cashdollar, et al., 1981). The obscuration caused by these entrained particles is used as a 

means of assessing the dispersibility of the sample. The pulse of air used to initiate the test was based 

on the dynamic pressure measurements of a near-limit propagating coal dust explosion conducted at 

LLEM, as shown in Figure 1 and, as such, provides the reproducible “light blast of air” described in 

30 CFR § 75.2. 
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Fig. 2. Horizontal and vertical components of dust explosion pressures measured during LLEM 

shot #517 

 

The test procedure, notably, does not simulate a shockwave but, rather, creates a similar pressure 

history per the rapid release of the air pulse. Use of this method is described in greater detail by Perera 

et al. (2016).  

As shown from the aforementioned large-scale testing at LLEM in Figure 2, vertical or static forces 

are created due to the passing of a shock wave. The static pressure in Figure 2 is about three times 

greater than the dynamic pressure. It is reasonable to assume that the overpressure may destroy the 

cohesive foam matrix, freeing individual particles or particle agglomerations for dispersion. 

Computational models have observed these vertical forces in addition to reflected compaction waves 

in the dust layer just behind the shockwave (Lai et al., 2018). As a result of these findings, samples 

were tested using the additional 45° nozzle orientation (Figure 3). The change in orientation allowed 

the researchers to add a vertical force component. 

 

 

Fig. 3. 45° nozzle orientation 

 

2.2.2 Particle size 

The particle size distributions of rock dusts were determined using a Beckman-Coulter LS 13 320 

laser scattering size analyser. The Beckman-Coulter instrument measures the scattering of a 780-nm 
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laser beam by the entrained dust at various angles with respect to the beam direction.  The instrument 

returns the particle size distribution in terms of the spherical equivalent via Mie scattering. 

2.2.3 Dust concentration monitor 

Dust concentrations were monitored and measured during the production and application of the foam 

rock dust in the BEM. The gravimetric samples were collected on pre-weighed filters using the 

standard Zefon Escort ELF personal air sampling pumps after the respirable size fraction was 

separated from the oversized dust by a 10-mm Dorr-Oliver cyclone. Additionally, a continuous 

personal dust monitor from Thermo Scientific, the PDM 3600, was used to monitor dust 

concentrations during the test via a tapered element oscillating microbalance (Page et al., 2008). 

2.3 Experimental sample preparation 

This section describes the process of sample preparation in the lab and in the pilot-scale test facility. 

In addition this section details the changes made to the sample variables. 

2.3.1 Laboratory sample prep  

The dry rock dust samples, used for the relative comparison, were prepared in accordance with the 

standard operation procedures of the NIOSH-developed dispersion chamber (Perera et al., 2016). To 

prepare the FRD samples, the TPF was prepared first by combining 300 g of water and 15 g of the 

foaming agent. This solution was whipped with a mixer until a consistent foam matrix was 

established. A stabilizing agent was then slowly added to the foam matrix. Once blended, the 

stabilized TPF was combined with the rock dust. The samples were then placed under two drying 

conditions. The fast-drying condition was the ambient lab environment. The slow-drying condition 

placed the samples in sealed chambers with high humidity and no airflow. After a week in the 

chamber, the samples were taken out and allowed to dry under ambient lab conditions. All samples 

were dispersed using a 45-degree nozzle. 

Initial rounds of testing examined the effects of changing the amount of stabilizer and the amount of 

rock dust used in the formulation. The amounts of stabilizer tested were 10 g and 21 g. The amounts 

of rock dust tested were 600 g, 900 g, and 1,500 g. 

Other FRD samples were made by adding water to the rock dust prior to being mixed with a different 

blend of foam. The TPF in these cases kept the ratio of stabilizer and foaming agent at 1:1. The 

stabilizer levels were 6.5 g, 5 g, and 3.5 g per batch while keeping the rock dust mass at 1,500 g and 

the additional water at 400 g. The amount of pre-wet rock dust also varied, but the ratios of rock dust 

to water and the amounts of stabilizer and foaming agent (5 g) remain the same.  

Five total sample sets were run with different commercially available rock dusts using the same FRD 

formulation. The formulation consisted of 300 g of water, 5 g of foaming agent, 5 g of stabilizer, 

1,500 g of rock dust, and 400 g of water to pre-wet the rock dust. 

The final sample set produced in the lab used the same previous formulation except with four 

classified batches of the reference rock dust. The reference rock dust was sieved through either a 200-

mesh or a 400-mesh sieve. In both cases, 1,500 g of the oversized or undersized material was used in 

the FRD, keeping all other ingredients the same. Each combination of drying condition and 

formulation tested a total of five samples. A tabulation of the various sample sets is shown in Table 

1 below. 

 

Table 1: Laboratory tests examining the impact of various components on the dispersibility of 

foamed rock dust 

Sample 

set 

FOAM ROCK DUST 
Drying 

Conditions 
Water 

(g) 

Foaming 

Agent (g) 

Stabilizer 

(g) 
Base rock dust 

Amount 

(g) 

Water 

(g) 
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1 300 15 10 Reference 600 - Fast & Slow 

2 300 15 21 Reference 600 - Fast & Slow 

3 300 15 10 Reference 900 - Fast & Slow 

4 300 15 21 Reference 900 - Fast & Slow 

5 300 15 10 Reference 1500 - Fast & Slow 

6 300 15 21 Reference 1500 - Fast & Slow 

7 300 6.5 6.5 Reference 1500 400 Fast & Slow 

8 300 5 5 Reference 1500 400 Fast & Slow 

9 300 3.5 3.5 Reference 1500 400 Fast & Slow 

10 300 5 5 Reference 1275 340 Fast & Slow 

11 300 5 5 Reference 1725 460 Fast & Slow 

12 300 5 5 Commercial RD 1 1500 400 Fast 

13 300 5 5 Commercial RD 2 1500 400 Fast 

14 300 5 5 Commercial RD 3 1500 400 Fast 

15 300 5 5 Commercial RD 4 1500 400 Fast 

16 300 5 5 Commercial RD 5 1500 400 Fast 

17 300 5 5 - 400 mesh Reference 1500 400 Fast 

18 300 5 5 - 200 mesh Reference 1500 400 Fast 

19 300 5 5 + 400 mesh Reference 1500 400 Fast 

20 300 5 5 + 200 mesh Reference 1500 400 Fast 

 

2.3.2  BEM sample preparation 

Anemometers were placed upwind and downwind of the test area to monitor airflow velocities.  

Additionally, the dust sampling equipment was placed 100 ft downwind of the test area. The mortar 

mixer used to blend and apply the FRD was turned on and allowed to run to collect a baseline level 

of diesel particulate matter (DPM). The test matrix is tabulated in Table 2. 

 

Table 2: Test matrix for pilot-scale testing two-part foamed rock dust in the BEM 

Test Conditions 
Test 

Number 
Dust, kg Water, l Amount of foam 

Triplicate 1 45.4 11.4 40 second of foam 

Triplicate 2 45.4 11.4 40 second of foam 

Triplicate 3 45.4 11.4 40 second of foam 

+15% rock dust 4 52.2 11.4 40 second of foam 

-15% rock dust 5 38.6 11.4 40 second of foam 

-15% water 6 45.4 9.7 40 second of foam 

+15% water 7 45.4 13.1 40 second of foam 

 

All the tests used the reference rock dust as the base inert material. The first three tests were a set of 

triplicates that emulated the laboratory formulations. The following four tests looked at variations of 

the formulation to see how the foam would be impacted if a mine worker would improperly mix the 

inputs to the system. The first two tests changed the amount of rock dust by ±15%, and the other two 

tests varied the water used to pre-wet the rock dust by ± 15%. The parameters for the foam generator 

would be initially set and not altered by the machine operator. Once the instrumentation was in place, 

a premeasured amount of dust was placed into the mixing hopper of the mortar mixer. The 

premeasured amount of water was then added to the rock dust and allowed to mix. At this point, the 
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calibrated foam generator was turned on, and a foam was added to the slurry for a predetermined 

amount of time. This was mixed until the mixture was homogenous. When the mixer was stopped, a 

sample was taken with a 1-qt container and weighed to get a density measurement. Additional 

material was taken from the mixer and used to fill trays for later testing in the dispersion chamber. 

The initial weight of the trays with the fresh samples was taken at this point for use in later 

calculations to determine the FRD density and measured water content. Once the samples were taken 

out of the mixer, the rest of the material was dumped into the hopper and the auger pump was turned 

on. A 1-qt sample was then taken as the material left the application nozzle. This was then weighed 

for a density measurement. Additional material was also taken from the end of the nozzle for the 

dispersion trays. These trays also had their mass recorded. Once the last sample of material was taken, 

the FRD was applied to the roof and ribs of the mine. This continued until there was no more FRD 

left for the pump to move. The area was then marked with spray paint to denote the test number, and 

the application equipment and dust monitoring equipment were then moved to the next testing 

location. The tray samples were kept in the mine under the same drying conditions until the sample 

weights stabilized, just over one week. The dispersion testing in the lab began about 2 weeks after 

the application. 

3. Results and discussion 

3.1 Lab results 

3.1.1 Dispersibility of the reference rock dust (dry powder) 

The relative dispersibility of the dry reference rock dust was tested using the 45° nozzle instead of 

the horizontal nozzle. The resulting average (Figure 4) was used as a benchmark to compare the 

relative dispersibilities of the foamed dusts. The average integral optical densities (IOD) of the FRD 

is compared to that of the dry rock dust powder. After all data was normalized, the relative IOD for 

the reference rock dust was 1 ± 0.11.   

 

 

Fig. 4. Relative average optical density trace of dry reference rock dust 

 

3.1.2 Environmental/testing conditions of the foam 

The effects of high humidity exposure did show a marked negative difference in the dispersibility of 

the foams when comparing the combined averages from sample sets 1 through 11 (Figure 5). 

Although a number of samples did disperse after being placed in the humidity cabinets, it was to a 

lesser extent than when the samples were dried quickly in the laboratory environment.  
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Fig. 5. Relative average IOD of fast and slow-drying FRDs compared to the reference rock dust 

 

In some cases, the bubbles in the slow-drying foams began to agglomerate, which stiffened its lattice. 

These resulting agglomerations remained cohesive enough that when the bulk material broke, the 

agglomerations fell out of suspension very quickly and did not reach the dust probe, resulting in 

poorer performance. 

3.1.3 Variation in formulation 

Using sample sets 1 through 6, researchers found that the increased amount of stabilizer, while aiding 

in the foam’s rigidity during longer periods of high humidity, negatively affected the dispersion 

characteristics by reinforcing the cohesive characteristics of the dust. Conversely, the lower levels of 

stabilizer allowed for a rigid yet friable structure which more readily dispersed. Another important 

note was that few samples collapsed due to insufficient amounts of material being present as the 

samples dried. Conversely, better dispersion characteristics were seen with samples containing 900 g 

or 1,500 g of rock dust per batch. These results may be due to the changing ratio of water to rock 

dust, which, could be affecting the rate of drying per unit volume. The additional material also could 

be simply translating to more material being entrained and, therefore, more obscuration at the dust 

probe. Lastly, the formulations which used higher amounts of rock dust had a decreased ratio of 

stabilizer in the formulation. All these factors may have led to the increases in performance. The 

results of these variations to the formulation under the fast- and slow-drying conditions can be seen 

in Figure 6 and Figure 7, respectively. 
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Fig. 6. Relative average IOD for fast-drying foam formulations from samples 1-6 

 

 

Fig. 7. Relative average IOD for slow-drying foam formulations from samples 1-6 

 

The performance of the foam seemed to be most sensitive to levels of stabilizer in the formulation 

when considering variations to the components of the FRD. Additional efforts were made to keep the 

amount of rock dust high while decreasing the levels of stabilizer further without causing adverse 

effects to the foam. To achieve these aims, water was added to the rock dust before being blended 

into the foam. This practice prevented the rock dust from absorbing too much water out of the foams’ 
lattice, which could have produced negative effects. The results from sample sets 7 through 11 can 

be seen in Figure 8 for fast-drying samples and Figure 9 for slow-drying samples. 
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Fig. 8. Relative average IOD for fast-drying foam formulations from samples 7-11 

 

 

 

Fig. 9. Relative average IOD for slow-drying foam formulations from samples 7-11 

 

The most consistent formulation that performed well in both the fast- and slow-drying conditions 

used 1,500 g of rock dust with 400 g of water, while the stabilizer and foaming agent were held at 5 g 

per batch. This formulation was then compared to the original dry reference rock dust. The 

obscuration traces are shown in Figure 10.  
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Fig. 10. Impacts of environmental conditions on the formulation from sample set 8 compared to the 

dry reference rock dust when dispersed with a 45° nozzle 

 

The robustness of the foam was then tested using samples sets 12 through 16 where the formulations 

were held the same, but the rock dust was replaced using other commercially available rock dusts.  

These tests were conducted to ensure the FRD formulation was applicable with various dusts and that 

the formulation was not over-optimized for the reference rock dust. The test results are shown in 

Figure 11 where the relative average IODs are plotted against their respective specific surface areas 

(SSA). 

 

 

Fig. 11. The impact of various commercial rock dusts on the foam formulation and the relationship 

with the rock dusts’ SSA.  

 

When compared to the reference rock dust, the FRD that used a coarser commercial rock dust, 

commercial rock dusts 1 and 2, did not perform as well as the other rock dusts that had a similar SSA 

to the reference rock dust. It should also be noted that the coarser dusts also have a larger fraction of 

particles that fall out of suspension sooner, leading to a drop in performance. To test this, the reference 

rock dust was classified using a 200- and 400-mesh sieve resulting in the sample sets 17 through 20. 
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The formula ratios were kept the same for all tests, and the results were plotted in Figure 12 along 

with the data from sample sets 12 through 16. 

 

 

Fig. 12. The impact of classified rock dusts on the foam formulation and the relationship with the 

rock dusts’ SSA. 

 

The coarser rock dust size fractions performed as expected with less relative average obscuration at 

the dust probe. The fine size fraction (-200 mesh) closest to the reference rock dust was found to show 

good performance. The poor results for the -400 mesh material was, however, unexpected. The initial 

thought was that the finer size fraction would allow for more particles to be entrained and obscure 

the dust probe. From this initial data set, it looks like the range of SSA for utilizing this formulation 

is about 2,500 – 3,500 cm2/g. The lack of performance from the -400 mesh FRD does not suggest the 

avoidance of fine material in the mixture but, rather, suggests that the formulation should be altered 

to better incorporate the ultra-fine dust. The larger surface area allows the ultra-fine material to adsorb 

more water. This could be alleviated by increasing the amount of water in the formulation that is 

added to the rock dust before the foam is added so that the rock dust does not draw water out of the 

foam matrix. It is, however, unlikely that mine operators would choose to use a cut of dust with such 

a high respirable dust fraction. 

3.2 BEM results 

3.2.1 Respirable content 

During the application of the FRD, the respirable dust content was being recorded. The dust levels 

were so low that the DPM and gravimetric samples were found to be below the limit of detection. 

This can sometimes result in negative dust totals, and therefore the gravimetric samples were 

excluded. The results shown in Table 3 depict the levels during the testing using the personal dust 

monitors (PDMs). The levels ranged from 0.1 to 0.5 mg/m3. These levels include the DPM and could 

be deemed negligible during the production and application of the FRD.  

 

Table 3: Dust concentrations during the production and application of the FRD 100 ft from the test 

location in the BEM using PDMs 
 

Dust Conc. Total, 

mg/m3 

Test #1 0.473 
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Test #2 0.485 

Test #3 0.366 

Test #4 0.100 

Test #5 0.319 

Test #6 0.398 

Test #7 0.386 

 

The PDM, located 100 ft from the FRD application area, shows higher start and stop concentrations 

compared to the totals for each test.  This is due to the PDM’s continuous sampling.  These levels 

accumulated and account for dust that was re-entrained into the mine atmosphere during the activities 

and movement of personnel and equipment, and not during the production and application of the 

foam.  

3.2.2 Tray samples  

During the application process, tray samples were collected and allowed to dry in the same mine 

environment as the material on the mine roof and ribs. The resulting stabilized weights were used to 

calculate the dry bulk density of the foam samples. The dry samples were dispersed in the same 

manner as the lab samples and compared to the reference rock dust.  The results are shown in Table 

4. 

 

Table 4: Bulk density and relative average IOD of samples collected during the pilot-scale testing of 

FRD in the BEM.  

Test  

Sample 

location 

Bulk Density, g/cm3 
Relative Average 

IOD �̅� σ �̅� σ 

1 
Hopper 0.31 0.01 0.82 0.18 

Nozzle 0.46 0.02 0.34 0.07 

2 
Hopper 0.28 0.03 0.52 0.09 

Nozzle 0.36 0.04 1.20 0.10 

3 
Hopper 0.23 0.00 1.88 0.10 

Nozzle 0.36 0.02 1.52 0.13 

4 
Hopper 0.32 0.03 0.86 0.24 

Nozzle 0.44 0.03 0.91 0.21 

5 
Hopper 0.26 0.01 1.29 0.18 

Nozzle 0.40 0.02 0.75 0.26 

6 
Hopper 0.28 0.01 1.38 0.48 

Nozzle 0.42 0.02 1.23 0.24 

7 
Hopper 0.24 0.00 1.31 0.21 

Nozzle 0.24 0.01 1.45 0.17 

 

A discernible trend appears when comparing the dry bulk density of the foam as it moves from the 

hopper to the nozzle. The increase in density is likely due to the shearing effect of the auger pump, 

which would cause the matrix to degrade. The only case where there is no difference in the bulk 

density is the instance where an additional 15% water was added to the rock dust before adding the 

foam. Similar results would have been expected from the samples that received 15% less rock dust, 

but the cause of the improved foam stability in this case is not known.  
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When examining the IOD of the foam samples, no discernible trend is evident. Although the resulting 

average of all hopper or nozzle samples outperform the reference rock dust, the distribution of the 

data is too large to make any conclusions. This is clearly seen in the wide variation of the triplicate 

results. More consideration should be given to selecting the pilot-scale mixing and pumping 

equipment with an emphasis on the repeatability of foam characteristics.  

 

4. Conclusions 

The series of laboratory-produced foamed rock dust (FRD) yielded a wet-applied formulation that 

performed as well as the dry reference rock dust in the dispersion chamber. The foam’s dispersion 
characteristics were satisfactory under both fast- and slow-drying conditions. The formulation yielded 

acceptable results when commercially available rock dusts were used in lieu of the reference rock 

dust. These successes were, however, restricted to rock dusts with a similar specific surface area 

(2,500 – 3,500 cm2/g) of the reference rock dust. The pilot-scale testing yielded mixed results with 

the largest concern being the repeatability of the foams’ performances. Future work should focus on 

selecting more appropriate pumps and mixers to decrease the degradation of the foam during 

application. Additional testing should focus on producing consistent results from the foam before 

variations to the formulation are made. Additional research should be conducted with regards to the 

longevity of the foam. This testing series has shown that degradation occurs in an atmosphere with 

high humidity, but it is unknown how fast the degradation occurs or how long the foam can be left 

before a new application is necessary. Lastly, extensive full-scale testing needs to occur to determine 

the capability of foamed rock dust to suppress a propagating coal dust flame front. Current and future 

tests are aimed at fulfilling these research needs in conjunction with NIOSH’s overarching research 

aims of minimize the likelihood of mine disasters, including mine explosions. 

 

Disclaimer  

The findings and conclusions in this paper are those of the authors and do not necessarily represent 

the official position of the National Institute for Occupational Safety and Health (NIOSH), Centers 

for Disease Control and Prevention. Mention of any company or product does not constitute 

endorsement by NIOSH. 
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Abstract 

Phosphorus oxychloride (POCl3) is a water-reactive and aggressive chemical whose major hazard 

comes from the clouds of hydrogen chloride (HCl) and the phosphorus compound produced when 

they escape from containment and exposed to moisture. In this work, we investigated the application 

of different absorbent for suppressing the fuming from POCl3. A small-scale evaporating chamber 

was used to facilitate the measurement and evaporation of POCl3 liquid with controlled ventilation. 

A Fourier-transform infrared (FT-IR) spectroscopy was employed to measure the gases from the exit 

of the chamber which were then used as an indicator for efficacy of absorbent to suppress the fuming. 

It was found that the suppression efficiency depends on the amount of PetroGuard®. With increase 

quantity, the PetroGuard® covered and isolated the POCl3 liquid from evaporation and reacting with 

moisture. In contrast, neutralization agent Trivorex® will rapidly react with POCl3 releasing excessive 

heat which in turns vaporize POCl3. About 40% of the POCl3 was vaporized or reacted into HCl and 

vented into air. The remaining 60 % of POCl3 was neutralized into solid waste. The results are crucial 

for developing best practices for mitigating the release of water-reactive chemicals. 

Keywords: water-reactive, release mitigation, absorbents  

1. Introduction 

Accidental releases or spill of chemicals have been a major contributing factor for fire, explosion and 

toxic release in chemical process plants and transportation. Effective control and mitigation of the 

release are crucial for minimizing the dispersion impact and reduce potential fire and explosion. 

Frequently, water spray or mist have been used as the common means for release mitigation. This is 

however not a preferred option as added water will increase the final volume of liquid chemical spills. 

Also, water is also not allowed for water-reactive chemicals such as chlorosilanes and phosphorus 

oxychloride. 

POCl3 has been widely used in manufacture of phosphate esters for plasticizers, flame retardants, 

hydraulic fluids and other applications (Muller, 2000; Ullmann et al., 1985). It is an aggressive 

material and described as a skin or sense organ toxicant with the threshold limit value (TLV) of 0.1 

ppm or 0.63 mg/m3 (Barsan, 2007). Additionally, the clouds of hydrogen chloride (HCl) is also a 

major hazard arising from the reaction of POCl3 and water. In reality, liquid pools will be created due 

to the spillage of POCl3 which will react with water and trigger the exothermic reaction. The energy 

produced by the reaction increases thus increases the vapor evolution rate. In the period 1990-1999, 

there were 15 reported incidents in the USA involving spillage of POCl3 causing 144 injuries (Kapias 

et al., 2001). Unfortunately, there are no detailed reports of any accidents relating to spill of POCl3. 
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The ASTM F716-09 and ASTM F726-12 standards have been developed for absorbent/adsorbent 

performance and uptake capacity testing. However, the ASTM standards have some shortcomings 

that make them unattractive for researchers to use (Bazargan et al., 2015). In particular, they all 

focused on the uptake capacity testing without reference to vaporization or fuming from the liquid. 

It is clear that there is a lack of studies conducted to examine the absorbents in suppressing the fumes 

generated from the spill of water-reacting/fuming liquids which may affect human health. Tests were 

conducted in this study by means of a small-scale evaporating chamber and real-time FTIR analysis 

with the goal of evaluating the different forms of absorbents in terms of their capability to suppress 

the fuming. 

2. Experiments 

2.1 Materials  

The phosphorous Oxychloride used in this work was obtained from J. T. Baker Chemical Company, 

Phillips burg, New Jersey with a stated purity of greater than 99.97%. Sorbents with different 

properties were used including PetroGuard® chemical spill absorbent and Trivorex® neutralizing 

absorbent. PetroGuard® is a sponge, soft polymeric materials as shown in Fig.  6 that solidifying 

chemical and oil spill. It is also claimed that with PetroGuard®, most common water reactive 

chemicals, hazardous hydrocarbons and silicone-based chemicals are absorbed, encapsulated, 

solidified, immobilized, and stabilized quickly and effectively absorbent (Guardian Environmental 

Technologies, 2020). Trivorex® is a neutralizing absorbent which may neutralize acids, bases, 

oxidizing agents, reducing agents, and solvents (Prevor, 2020). It is also claimed that the 

neutralization process will help to suppress the emission of hazardous gases from corrosive chemicals. 

There is however no report with quantifying efficacy on both absorbents. 

2.2 Equipment  

The experimental equipment consisted essentially of evaporating chamber and a FTIR spectroscopy. 

Fig.  1 shows the configuration of the small-scale evaporating chamber used in this work to facilitate 

the measurement of vaporization and fuming from a liquid pan with controlled ventilation. This 

chamber is made of stainless steel and equipped with 3 removable sight glasses to facilitate visual 

check. The ventilation rate was controlled by a mass-flow-controlled air stream to a fixed 20 slm with 

a known dew point temperature of 10.2±0.4 °C. A hood was mounted to the exit of the chamber 

having an area of 100 × 100 mm to capture the vented gases for subsequent gas treatment. 

The stainless-steel evaporating pan had an area of 200 × 200 mm and was 20 mm deep. During the 

test, the weight of the pan containing POCl3 liquid and sorbent was recorded by using a precision 

scale; the temperature was monitored by means of a type K thermocouple immersed in the test 

substance.  

A FT-IR instrument with a 10 cm light path gas cell was employed to measure the concentration of 

gasses from the exit of the chamber which was used as the indicator for efficacy of the absorbent to 

suppress the fuming. The wave number range considered was from 600 to 4000 cm⁻¹. Spectra were 

obtained every 2.14 seconds with a resolution of 1 cm⁻¹.  
The chemical functional groups of the sorbents were determined by a Smiths IdentifyIR Attenuated 

Total Reflection (ATR) Fourier transform infrared spectrometer with a scan range of 650–4000 cm⁻¹. 
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Fig. 1. Detail drawing of evaporating chamber 

 

2.3 Experimental procedure 

After the evaporating pan was filled with around 170 g of liquid POCl3, the system was then allowed 

to come to equilibrium. The time required to come to equilibrium in the first stage was usually 10 to 

20 minutes. The system was considered to be in equilibrium when the concentration of the vented 

gases stays constant.  

Once the equilibrium of the first stage had been established, the top sight glass was dismantled and a 

given amount of absorbent was then applied and spread evenly over the surface of the liquid POCl3. 

The sight glass was quickly reassembled. The experiment ended when the system was in equilibrium 

which took 45 to 230 minutes depending on the testing sorbent.  

All tests were performed at room temperature. The temperature and weight of the substance were 

recorded, along with the concentrations of vented gases. The identification and quantification of gases 

were confirmed by IR spectra of gaseous POCl3, HCl and CO2.  

3. Results and discussion 

3.1 The characterization of test sorbents 

According to Fingas and Fieldhouse (2011), styrene-butadiene and related polymers have been the 

most common materials of polymer sorbents. The IR spectrum of  PetroGuard® (Fig. 2) is similar to 

that of butadiene styrene polymer observed in several studies (Liu et al., 2019; Luna et al., 2020; 

Zieba-Palus, 2017) that the band at 697 and 755 cm⁻¹ are attributed to CH deformation vibrations in 

styrene aromatic rings; the weak bands at 1491 and 1599 cm⁻¹ can be assigned to ring vibrations of 

styrene; the weak bands at 745, 963, and 907 cm⁻¹ can be assigned to 1,4 cis-butadiene, 1,4 trans-

butadiene and 1,2-butadiene segment, respectively; the bands at 1377 and 1452 cm⁻¹ can be 

attributable to CH3 deformation vibrations; the bands at 2848, 2917, and 2955 cm⁻¹ can be assigned 

to C-H stretching vibrations; and the bands at 2917 and 2848 cm⁻¹ can also be assigned to elongation 

of CH groups in styrene aromatic rings. The integration of these peaks indicates that PetroGuard® 

contains mainly butadiene styrene polymer. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

30



 

 

Fig. 2. IR spectrum of PetroGuard® absorbent 

Fig. 3 compares the IR spectrum of Trivorex® and sodium bicarbonate (NaHCO3). As a result, 

Trivorex® contains significant amount of sodium bicarbonate due to the obvious similarities at 687, 

829, 1393, 1609, and 1905 cm⁻¹. In addition, the band at 1085 cm⁻¹ may be due to the Si-O-Si 

asymmetric vibrational mode of stoichiometric silica (SiO2) (Tolstoy et al., 2003). These observations 

are in agreement with Mathilde et al. (2019). These peaks confirm that Trivorex® contains mainly 

NaHCO3 which is a common neutralizing agent. 

 

Fig. 3. IR spectra of Trivorex® neutralizing absorbent and sodium bicarbonate (NaHCO3) 

3.2 The efficacy of PetroGuard® 

The effectiveness of PetroGuard® applied to POCl3 was quantitatively judged by performing the test 

with different amount of absorbent. In the first test, 129.59 g of PetroGuard® was applied to 164.92 g 

POCl3. Fig.  4 shows the concentration of POCl3 and HCl of the gases measured at the exit of the 

chamber. It shows that after 6 minutes POCl3 liquid was poured into the pan, the system was in 

equilibrium with the average POCl3 and HCl concentration of 798.5 and 803.3 ppm, respectively and 

the temperature of the liquid increase slightly from 30 to 31.4 °C. During this period, the average 

weight loss is 0.311 g/min.  

Immediately after applying the PetroGuard®, fuming was stopped with no detectable POCl3 or HCl. 

However, HCl appeared again after 2 min and POCl3 also reappear for another 2 minutes. After 50 

minutes of applying PetroGuard® to the pan containing POCl3, the concentration of POCl3 and HCl 

were found to be steady at 447.9 ppm and 967.0 ppm, respectively; the temperature slightly increased 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

31



 

from 30.5 to 33.2 °C. During this period, the average weight loss is 0.166 g/min. According to Fingas 

and Fieldhouse (2011), the disadvantage of this type of solidifier, styrene-butadiene-containing 

absorbent, is that the absorbate can be released, especially under some pressure. Therefore, right after 

coming into contact, POCl3 was quickly absorbed by PetroGuard® that can explain for the period of 

2 minutes without fuming and detectable POCl3 or HCl. POCl3 was then released slowly and reacted 

with moisture to form HCl leading to a significant decrease of 44% of POCl3 concentration (from 

798.5 to 447.9 ppm) while 20% increase in HCl concentration was observed (from 803.3 to 967.0 

ppm). Based on the experimental observation, we presumed that there was no chemical reaction 

between POCl3 and PetroGuard®. Therefore, the hydrolysis reaction of POCl3 and moisture yielding 

HCl is responsible for the temperature rise in this test. Abatement efficiencies based on measured 

drops in POCl3 concentration and weight loss rate are 43.3% and 46.6%, respectively. The same 

reduced weight loss rate and reduced POCl3 concentration suggests that the PetroGuard® helps to 

suppress the vaporization of POCl3 liquid through absorbing the liquid. Nevertheless, the surface of 

the absorbed materials remains continued to emit vapor as well undergo hydrolysis with moisture.  

 

Fig. 4. Results for suppressing 164.92 g of POCl3 with 129.59 g of PetroGuard® absorbent 

In the second test, 251.5 g of PetroGuard® was applied to 168.1 g of POCl3. Fig. 5 shows that after 

35 minutes applying PetroGuard® to POCl3, the average steady concentrations of POCl3 and HCl 

decreased significantly from 813.1 ppm to 196.9 ppm and from 1072.4 ppm to 558.5 ppm, 

respectively with a higher the abatement efficiency of 75.3 % compared to 43.3 % in the first test. 

The steady weight loss rate was decreased from 0.322 g/min to 0.062 g/min, giving an abatement 

efficiency of 80.7% which is comparable to the abatement efficiency based on reduced POCl3 

concentration. Therefore, with increase quantity the PetroGuard® may covered and isolated the POCl3 

liquid from evaporation and reacting with moisture. Fig.  8 shows the POCl3 liquid, POCl3 liquid 

covered with PetroGuard®, and absorbed PetroGuard®. The absorbed PetroGuard® was soft, wet and 

still emitting vapor. Thus, PetroGuard® may provide a rapid vapor suppression of the fuming liquid 

right after the spills. The rapid suppression is useful for evacuating the nearby community but the 

complete removal or abatement still requires other response actions as the absorbed materials remain 

fuming.  

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

32



 

 

Fig. 5. Results for suppressing 168.10 g of POCl3 with 251.1 g of PetroGuard® absorbent.  

 

3.3 The efficacy of Trivorex® 

In this test, 128.24 g of Trivorex® was applied into 172.92 g of POCl3. In the first stage, the system 

was in equilibrium after 15 minutes with a steady weight loss rate of 0.304 g/min. The reaction 

behavior between POCl3 and Trivorex®, however, was much different from that of PetroGuard®. In 

particular, an immediately violent reaction with vigorous boiling took place when Trivorex® and 

POCl3 came into contact. The temperature soared quickly from 32.3 to 108.5 °C in 3 minutes 

accompanied by a large amount of gaseous POCl3, HCl and CO2 as shown in Fig.  6. After around 

210 minutes applying Trivorex®, the temperature then gradually dropped to 34.1°C and the POCl3 

concentration was found to be less than the limit of detection of it to FT-IR (50~60 ppm). Sodium 

bicarbonate containing in Trivorex® as a neutralizing agent which may trigger highly exothermic 

reactions and the evolution of CO2 according to the following schemes: 

 𝑁𝑎𝐻𝐶𝑂3 + 𝐻𝐶𝑙 → 𝑁𝑎𝐶𝑙 + 𝐻2𝑂 + 𝐶𝑂2 (1) 

 3𝑁𝑎𝐻𝐶𝑂3 + 𝑃𝑂𝐶𝑙3 → 𝐻3𝑃𝑂4 + 3𝑁𝑎𝐶𝑙 + 3𝐶𝑂2 (2) 

Fig.  7 shows the real weight of POCl3 and absorbent monitored by the precision scale during the 

experiment. It is clear that the real weight loss was divided into two apparent parts. In the first part, 

after 40 seconds applying Trivorex®, the weight loss was 71.12 g (decreased from 302.62 to 231.5 

g). In the second part, the weight loss continued gradually from 231.5 g to 208.45 g before slightly 

increased again. The total weight loss after applying Trivorex® was 94.16 g.  

The rapid weight loss is accompanied by spikes in CO2 and POCl3 concentration to more than 60,000 

and 30,000 ppm, respectively. The spikes were however dropped quickly in 30 s to less than half of 

these peak values. In addition, CO2 was completely diminished by 8 min after the application. The 

presence of CO2 is a direct evidence of neutralization according to scheme (2). The spikes in CO2 and 

POCl3 concentrations and weight loss confirm that the weight loss is a direct consequence of 

neutralization and vaporization of POCl3. However, the measured concentration of CO2 and POCl3 

are far less than the corresponding weight loss which indicates that the FTIR concentration 

measurement is incapable to cope with such high concentration. The ratio of measured peak 

concentration of CO2 and POCl3 is about 2 which may provide an indication of relative contribution 

of neutralization and vaporization.  The weight fraction of CO2 in the total weight loss can thus be 

calculated to around 0.36 based on molar ratio of CO2 to POCl3. Thus, approximately 25.6 g of the 

weight loss can be attributed to neutralization reactions while the remaining 45.52 g is attributed to 
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the vaporization of POCl3. The second part of the weight loss was purely vaporization which is 23.05 

g. Total vaporization of POCl3 is 45.54+23.05 = 68.59 g which accounts for 40% of the total liquid 

spilled in the pan. Thus, an estimation of the gross efficacy of abatement by Trivorex® is 

approximately 60%.   

 

 

Fig. 6. Results for suppressing 172.92 g of POCl3 with 128.24 g of Trivorex® neutralizing 

absorbent 

 

 

Fig. 7. The weight of liquid POCl3 and absorbent during the experiment 

3.4 Discussions 

Fig.  8 shows the photos of POCl3 liquid, POCl3 liquid covered with PetroGuard®, and absorbed 

PetroGuard®. The absorbed PetroGuard® was soft, wet and still emitting vapor. Thus, PetroGuard® 

may provide a rapid vapor suppression of the fuming liquid right after the spills. The rapid 

suppression is useful for evacuating the nearby community but the complete removal or abatement 

still requires other response actions as the absorbed materials remain fuming.  
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Fig. 8. Photos from left to right: POCl3 liquid, POCl3 liquid covered with PetroGuard®, and 

absorbed PetroGuard®.  

Fig.  9 shows the photos of POCl3 liquid before and after neutralized with Trivorex®. Although the 

neutralized Trivorex® is no longer fuming with very limited HCl detected, care must be taken due to 

the violent exothermic reaction with vigorous boiling leading to a significantly higher evaporation 

rate of POCl3 and evolution of HCl. Without doubt, the vaporization will create a large impact on the 

nearby communities. In fact, it will be a challenging task even for emergency responders in applying 

Trivorex® owing the excessive heat.  

  

Fig. 9. Photos from left to right: POCl3 liquid before and after neutralized with Trivorex®.  

In comparison of the two absorbents, one being temporarily suppressing vaporization while the other 

one provides ultimate abatement through neutralization, both suffer different drawbacks and great 

cares are required for applying both absorbents. More work is certainly needed to develop a better 

material and/or method for abating the spill of water-reactive/fuming chemicals. Finally, the current 

design of chamber provides a consistent and insightful way to assess the risks associated with the 

abatement of chemical spills. 

4. Conclusions 

We have developed a chamber method to investigate the efficacies of different commercial absorbents 

including PetroGuard® and Trivorex® for suppressing the fuming from POCl3 spills. Excessive 

amount of PetroGuard® will absorb and suppress the fuming effectively. In contrast, neutralization 

agent Trivorex® will react violently with POCl3 releasing excessive heat leading to the higher 

evaporation rate of POCl3 and the evolution of HCl gas. The results are crucial for developing best 

practices for mitigating the release of water-reactive chemicals.  
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Abstract 

Explosion isolation systems provide critical protection for interconnected vessels and work areas, 

preventing the spread of explosions through interconnecting pipes and ducts. These systems not only 

prevent propagating events, but also mitigate the elevated explosion hazards of interconnected 

vessels, caused by pressure piling and enhanced turbulence. Explosion isolation systems can, 

however, fail catastrophically if they are not properly designed for a use case. 

Evaluating the performance limitations of explosion isolation systems includes assessing their 

pressure resistance, flame-barrier efficacy, and appropriate installation distances, which typically 

requires extensive testing. To predict the performance of a system for use cases outside the tested 

conditions, models are needed that reliably predict both the explosion dynamics and isolation system 

response. 

In this study, a previously developed physics-based model for explosions in vented vessel-pipe 

systems is further extended and validated. Large-scale validation experiments were performed at an 

8-m3 vessel with attached pipes, varying the pipe dimensions, ignition location, and mixture 

reactivity. It is found that the model captures the effects of the experimentally varied parameters, and 

accurately predicts the time available for isolation systems to form a flame barrier. These results show 

how this model can help predict installation distances as part of the overall performance limitations 

of explosion isolation systems, extending the range of use cases and reducing the number of tests 

needed for system evaluation. 

Keywords: experiments, explosion isolation, modeling, vessel-pipe systems 

Nomenclature 

Symbol Description Units Values 

a Flame cone base radius (m)  

DP Pipe diameter (m)  

h Flame cone height (m)  

kV Calibration parameter for flame advection (-) 0.35 

LP Pipe length (m)  

p Vessel pressure (Pa)  

R Vessel radius (m)  

rf Flame radius (m)  

RV Vent radius (m)  

ux Advection velocity at the leading flame-tip position (m/s)  

X Fuel concentration, by volume (%)  

xf Flame tip position (m)  

xf* Flame tip position in coordinates of the virtual origin (m)  

α Flame cone angle (rad)  

γV Ratio of heat capacities of vented gases (-)  

ρV Density of vented gases (kg/m3)  𝜁 Ignition location parameter (-) 0.25; 1; 2 
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1. Introduction 

Explosion isolation is a key element of explosion protection that mitigates the effects of explosions 

in interconnected vessels (Hattwig and Steen, 2008). Figure 1 illustrates an explosion originating in 

a primary vessel or piece of equipment and propagating through an interconnecting pipe toward a 

secondary vessel. Compared to isolated vessels, interconnected vessels present a more severe 

explosion hazard: As combustion occurs in the primary vessel, pressure increases in both vessels; 

pressure is elevated in the secondary vessel when the flame enters, and the peak explosion pressure 

increases proportionally. This effect is known as pressure piling. In addition, turbulence is enhanced 

in the pipe and in the secondary vessel due to the flow generated ahead of the flame, leading to higher 

rates of pressure rise, which may overwhelm explosion protection designed to protect individual 

vessels. A highly turbulent flame-jet entering the secondary vessel similarly enhances the rate of 

pressure rise. (Bartknecht, 2012; Eckhoff, 2016; Taveau, 2017) 

 

Fig. 1. Illustration of explosion in interconnected vessels. Combustion produces turbulence ahead 

of the flame and elevates pressure, resulting in pressure piling and high rate of pressure rise. 

Explosion isolation valve closes pipe cross-section to prevent flame spread. 

To prevent these hazardous effects, and prevent flame spread, explosion isolation systems are 

installed at interconnecting pipes to form a flame barrier in the event of an explosion. Both active and 

passive systems are commonly used, which activate electronically based on pressure or flame 

detection, or are triggered by pressure waves and flow ahead of the flame, respectively.  

To successfully isolate an explosion, an isolation device must satisfy three criteria, including: 

(i) pressure resistance: the isolation device must withstand the explosion overpressure;  

(ii) barrier efficacy: the flame barrier formed by the device must prevent transmission of flame 

and/or hot gases/material that may cause re-ignition downstream;  

(iii) rapid barrier formation: an effective flame barrier must be formed before the flame arrives at 

the device location and maintained for the duration of the explosion. 

As all isolation systems require some finite time to respond, the third requirement translates into a 

minimum necessary installation distance for an isolation system, the distance along the pipe between 

vessel and isolation device, which allows time for the barrier to develop prior to flame arrival. The 

installation distance depends on the specific use case, determined by parameters such as vessel and 

pipe dimensions, mixture reactivity, ignition location, and the presence of additional explosion 

protection measures such as venting or suppression. To determine installation distances, existing 

testing standards, such as EN 15089, Explosion Isolation Systems, require a significant number of 
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tests. Such tests can only be performed in a narrow parameter range, limited by available experimental 

facilities and cost. As a result, testing in large vessels, representative of installations such as spray 

dryers with volumes of several hundred cubic meters, is typically infeasible. In order to economically 

assess the performance of these devices over a wide range of scenarios, dedicated methods are needed 

to scale the results from tested configurations to practical use cases. Currently, the methods used by 

manufacturers to accomplish such scaling are largely proprietary.  

The objective of the present work is to develop a method that determines the performance limitations 

of explosion isolation systems that can accommodate a wide range of use cases, reducing the number 

of physical tests needed to establish performance limitations compared to current testing standards. 

A combined testing and physics-based modeling approach is pursued: Testing assesses the pressure 

resistance and flame-barrier efficacy of the device, as well as the actuation dynamics of the isolation 

system. A physics-based model is then used to predict explosion dynamics for a wide range of use 

cases. The actuation dynamics measured for a specific isolation system are then combined with the 

model predictions to determine appropriate installation distances. 

This paper extends and validates a previously developed physics-based explosion dynamics model 

(Boeck et al., 2018), using data from large-scale explosion tests in vented vessel-pipe systems. The 

paper describes the experiments performed, reviews the explosion dynamics model at a high level, 

and compares model predictions with experiments, demonstrating the capability of the model to 

determine installation distances. 

2. Experiments 

Experiments and model validation for confined and vented explosions were presented in previous 

work (Boeck et al., 2018; Boeck et al., 2019). The present paper focuses on experiments and modeling 

of vented vessel-pipe systems. The experimental setup used for these tests included an 8-m3 vessel 

and pipes with different dimensions. 

While propane-air, methane-air and dust explosion experiments were performed for this study, this 

paper exclusively focuses on the results of propane-air mixtures. It should be noted that while dust 

explosion mitigation is a primary application of explosion isolation systems, gas mixtures provide 

well-defined initial conditions and can be modeled using intrinsic mixture properties. In contrast, the 

dynamics of dust explosions depend largely on the dust injection parameters of the individual 

experimental setup. In the present study, gas explosions serve as model validation, which will be 

extended in a future study to reproduce dust explosions. 

2.1 Setup 

Figure 2 shows a schematic of the 8-m3 vessel used for the present experiments, with a pipe attached 

to the side-flange of the vessel. Two pipe lengths, LP = 4.88 m and LP = 9.75 m, and three pipe 

diameters, DP = 0.1 m, DP = 0.2 m, and DP = 0.4 m, were examined. 

The vessel was vented through its top flange to prevent deflagration-to-detonation transition and 

excessive overpressure in the experiments, which is consistent with typical explosion protection used 

in practical applications. Aluminum foil with a thickness of 0.076 mm was used as the vent material, 

providing well-defined vent deployment pressures. By varying the number of foil layers, the 

deployment pressure was adjusted to properly vent each test, as will be discussed further in Sec. 4. 
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Non-reactive, quasi-steady pressurization tests were used to determine the static vent deployment 

pressures and associated uncertainties as a function of the number of foil layers, given in Table 1. 

Table 1: Static vent deployment pressure as a function of the number of foil layers. 

Number of foil layers 1 2 3 4 

Static deployment pressure (kPa) 9.5±0.3 17.8±0.5 25.8±0.8 33.5±1.0 

The pipe exit was sealed by a steel plate during mixture preparation, held in place with electro-

magnets, and removed one second prior to ignition. Thus, the pipe exit was fully open at the time of 

ignition. 

A weak electric spark was used to ignite the mixtures at different locations along the horizontal 

centerline of the vessel (y = 0 m).  Ignition was affected at one of three locations in each test: the 

vessel center (x = 0 m); the back-wall opposite of the pipe entrance (x = -0.95 m); or near the pipe 

entrance (x = 0.95 m). 

 

Fig 2. Experimental test setup used, showing 8-m3 vessel and pipe dimensions. The red marker 

depicts the vessel pressure transducer location; green markers depict locations of pipe transducers. 

2.2 Diagnostics 

The diagnostics used to characterize each test included pressure transducers, flame detectors, and a 

high-speed video camera. Three piezoresistive pressure transducers, type Kistler 4260A 0-350 kPa, 

measured pressures in the vessel. The vessel pressure traces reported in this paper were taken from 

the transducer located at the side flange marked in Fig. 2 with a red diamond, and the other two signals 

taken at different flanges were used to verify the measurement. Pipe instrumentation included 

piezoelectric pressure transducers, type Kistler 211B 0-350 kPa, and flame detectors, type Thorlabs 

PDA36A2, connected to the pipe via optical fibers. At each axial location given in Table 2, both a 

pressure transducer and a flame detector were installed, although pressure data from the pipe will not 

be discussed in the present paper. All data was acquired at a rate of 20 kHz, and pressure data was 

post-processed with a low-pass filter (3rd order Butterworth, 2 kHz cut-off, applied forward/backward 

for zero phase shift). A high-speed video camera (Phantom Flex) operating at 1 kHz captured the 

times of vent deployment and flame exit from the vent and the pipe, and high-speed video was used 

to determine the vent deployment pressures in each test, along with the pressure measurements. 
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Table 2: Sensor locations along the pipe, relative to vessel flange. 

Pipe length LP = 4.88 m  

Sensor number 1 2 3 4 5 6 7 8 9  

Sensor location (m) 0.30 0.61 1.22 1.83 2.44 3.05 3.66 4.27 4.57  

Pipe length LP = 9.75 m  

Sensor number 1 2 3 4 5 6 7 8 9 10 

Sensor location (m) 0.30 0.61 1.83 3.05 4.27 5.49 6.71 7.92 9.14 9.45 

A gas sampling and analysis system verified the mixture composition before each test. Samples were 

pulled from the vessel and analyzed using independent speed-of-sound (SRS BGA244) and infrared 

absorption measurements (custom-built system including 3.39 μm laser, chopper wheel, and InAsSb 

detectors for measurement and reference). The measurement accuracy of the combined gas analysis 

system was ±0.05% by volume. 

2.3 Procedure 

The procedure for conducting a test was as follows: (1) vessel and pipe were flushed with dry 

compressed air; (2) the pipe exit was electromagnetically sealed using a steel plate; (3) fuel was added 

to the vessel; (4) gases in both vessel and pipe were mixed using a circulation pump; (5) the mixture 

composition was verified by gas analysis and adjusted by addition of fuel or air as needed; (6) the 

seal plate was released and the mixture ignited. All acquired data was referenced to the time of 

ignition. 

3. Physics-based model 

To capture explosion dynamics in vented vessel-pipe systems, a previously developed physics-based 

model (Boeck et al., 2018) was extended.  As the mathematical model definition was provided in the 

previous work, the present paper will focus on a high-level summary of the physics considered by the 

model, and highlight modifications made to extend its capabilities. 

The model is divided into three parts, corresponding to the components of a vented vessel-pipe 

system: (1) the vessel; (2) the vent; (3) the pipe. For each component, equations are solved that 

describe flame propagation and advection, compression/expansion of gases, and the flow generated 

through openings such as the vent or the pipe. The system of equations is integrated in time using a 

Runge-Kutta method, resulting in a time-resolved solution for pressure, flame position, and flow 

velocities. A brief description is given in the following for each model component: 

1) In the vessel, a mass balance is solved for burned and unburned mixture where combustion, 

venting, and flow through the pipe are considered as sources and sinks. Combustion rates are 

computed from spherical flame propagation theory, including the effects of pressure, 

temperature, and the Landau-Darrieus instability. Isentropic compression/expansion 

determines the time-resolved vessel pressure.  In the presence of openings in the vessel wall, 

such as a vent or a pipe, flame advection is considered toward the opening. There, the leading 

flame tip is advected toward the opening at a rate that satisfies the conservation of mass exiting 

the opening. 

2) The vent deploys at a specified pressure. After vent deployment, the mass flow rate through 

the vent is computed as a function of vessel pressure, where the vent discharge coefficient is 

given as a model constant, and gas inertia is neglected. 
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3) Flow in the pipe is described by the incompressible momentum equation, accounting for flow 

resistance due to wall friction, inlet/outlet losses, and gas inertia. Combustion in the pipe is 

modeled using a turbulent burning velocity relation, which establishes the important feedback 

between the flow generated ahead of the flame, and the turbulent burning rate. 

The model is extended in the present work to consider ignition locations other than the vessel center. 

For ignition at the vessel back-wall or front-wall, hemispherical flame propagation is assumed, and 

the flame surface area is calculated as 

𝐴𝑓 = 0.5 ∗ 4𝜋𝑟𝑓2⏟      ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒 − 2𝜋𝑟𝑓2(1 − cos𝛼)⏟          𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 𝑐𝑎𝑝 + 𝜋𝑎√(𝑥𝑓 − 𝑟𝑓 + ℎ)2 + 𝑎2  ⏟                𝑐𝑜𝑛𝑒 . (1)  

Equation (1) includes terms for the surface area of a conical flame section extending toward an 

opening due to flame advection. The flame volume is determined accordingly: 𝑉𝑓 = 0.5 ∗ 4𝑟𝑓3𝜋/3⏟        ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒 − 𝜋ℎ2(3𝑟𝑓 − ℎ)/3⏟          𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 𝑐𝑎𝑝 + 𝜋𝑎2(𝑥𝑓 − 𝑟𝑓 + ℎ)/3 .⏟            𝑐𝑜𝑛𝑒  (2)  

Equation (3) describes the relation between the mass flow rate exiting through a pipe or vent, �̇�𝑣, 

and the flow velocity at the flame tip in the vessel facing the pipe entrance, 𝑢𝑥, which advects the 

flame toward the opening,  

�̇�𝑣 = 2𝑘𝑣𝑢𝑥𝑥𝑓∗2𝜋𝜌𝑣 (1 − 𝑢𝑥22 𝛾𝑣𝛾𝑣 − 1 𝑝𝜌𝑣)
1/(𝛾𝑣−1), (3)  

where kv is a calibration parameter, equal to 0.35 in present comparisons with experiments, that is 

needed to account for the simplifications made in the description of flame advection. The distance of 

the flame tip from the opening is defined in terms of a distance to a virtual origin, 𝑥𝑓∗, where all mass 

flow converges. The definition of this virtual distance is modified in this work to accommodate front 

and back-wall ignition, 𝑥𝑓∗ = 𝑅 − 𝑥𝑓/𝜁 + 𝑅𝑣/√2, (4)  

where 𝑥𝑓 is the physical position of the flame tip, and 𝜁 assumes a value of 1 for center ignition, a 

value of 2 for back-wall ignition, and a calibrated value close to 0 for front ignition, depending on the 

exact ignition location with respect to the pipe entrance (𝜁 = 0.25 is used to compare with the present 

experiments). For the case of front ignition, all of the mixture entering the pipe after the flame arrives 

is assumed to be burned. 

Mixture properties required by the model are computed using Cantera (Goodwin et al., 2017) and 

thermochemical data included in the GRI mechanism (Smith et al.). Laminar burning velocities and 

flame-instability parameters for propane-air mixtures are taken from Lowry et al., 2010 and Bauwens 

et al., 2015. 

Further aspects of practical installations such as pneumatic conveying through the system at a nominal 

flow velocity, or the presence of elbows in the pipe, can be accounted for by modifying the initial 

model conditions and turbulence levels in the pipe. These aspects are not discussed in this paper. 
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4. Experimental results and model comparison 

Previous work validated the explosion dynamics model for confined and vented explosions and 

verified that the effects of vessel volume (Boeck et al., 2018) and vent size (Boeck et al., 2019) are 

captured accurately. The following sections validate the overall model, including modeling of flow 

and combustion in the pipe, using experiments in vented vessel-pipe systems. Parameters are explored 

that govern the explosion dynamics, including pipe dimensions, mixture reactivity, and ignition 

location. Vessel pressure traces and flame-arrival times at the sensor locations along the pipe are used 

for experiment-model comparison. 

It is important to note, that the number of vent foil layers, NV, varies between different tests throughout 

this section, and is shown in each pressure plot. In general, the number of layers was adjusted such 

that the flame exited from the pipe before the vent deployed. This ensured that flame propagation 

through the pipe was unaffected by vent deployment. For less severe tests, a smaller number of layers 

was generally used. As the peak pressure in most tests was entirely dependent on the vent deployment, 

peak pressures should not be compared between tests with a different number of foil layers. 

4.1 Effect of pipe dimensions 

Figure 3 shows pressure traces and flame-arrival times along the pipe for two configurations with 

different pipe lengths, LP = 4.88 m and LP = 9.75 m, for center ignition. As the pipe length increases, 

flame propagation from the ignition location to the pipe entrance is slightly delayed (+20 ms in flame-

arrival time at the pipe entrance) due to increased friction losses and gas inertia in the pipe. The model 

reproduces this small difference with a relative accuracy of ±1 ms. Flame propagation through the 

longer pipe takes proportionally more time, compared to the shorter pipe. As the flame enters the 

pipe, the rate of vessel pressure rise increases sharply, which is a common behavior in all tests. As 

the flame enters the pipe, and thermal expansion occurs in the pipe at a high turbulent burning rate, 

this expansion impedes the venting of gases from the vessel through the pipe, leading to an accelerated 

pressure rise in the vessel. The flow velocity at the pipe entrance can reverse for short periods, shortly 

after flame arrival at the pipe entrance, which has been observed in previous studies (Ferrara et al., 

2008; Molkov, 1994; Poinzy and Leyer, 1999) and is reproduced by the model. 

Figure 4 shows the effect of pipe diameter on center ignition cases. While it should be noted that 

differences in peak pressure are due to different vent deployment pressures, these results clearly 

illustrate how the pipe diameter significantly affects both pressure transients and flame propagation. 

For a larger pipe diameter, the flame arrives at the pipe entrance earlier due to lower flow resistance 

and enhanced flame advection toward the larger opening. Pressure initially increases more rapidly for 

smaller pipes, due to smaller mass flow rates exiting through the pipe. Once the flame enters the pipe, 

flame speeds within the pipe are highest for the smallest pipe diameter, due to the higher flow velocity 

associated with higher vessel pressure and higher resulting turbulent burning velocity in the pipe. 

 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

43



 

 

 

Fig. 3. Effect of pipe length LP on pressure (top) and flame arrival (bottom). Experiments (grey 

lines and markers) and model predictions (red lines). Dotted lines mark static vent deployment 

pressure for each test. X = 3.0%, DP = 0.2 m, center ignition. 

 

Fig. 4. Effect of pipe diameter DP on pressure (top) and flame arrival (bottom). Experiments (grey 

lines and markers) and model predictions (red lines). Dotted lines mark static vent deployment 

pressure for each test. X = 2.8%, LP = 9.75 m, center ignition. 

4.2 Effect of mixture reactivity 

Figure 5 shows experiments and model predictions for propane concentrations of 2.8% (Φ = 0.69), 
3.0% (Φ = 0.74), and 3.5% (Φ = 0.86), for center ignition and a pipe with 9.75 m length and 0.4 m 
diameter. Increasing the propane concentration leads to an increase in mixture reactivity (higher 

laminar burning velocity and expansion ratio), which results in significantly faster pressure rise, 

earlier flame arrival at the pipe entrance, and faster flame propagation through the pipe. As a 

secondary effect, flame-acoustics are enhanced in richer mixtures due to lower Markstein numbers, 

manifesting as high-frequency pressure oscillations at late times. 
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Fig. 5. Effect of mixture reactivity (propane concentration X) on pressure (top) and flame arrival 

(bottom). Experiments (grey lines and markers) and model predictions (red lines). Dotted lines 

mark static vent deployment pressure for each test. LP = 9.75 m, DP = 0.4 m, center ignition. 

The peak pressures at both X = 3.0% and X = 3.5% clearly exceed the static deployment pressure of 

the vent, indicated with black dotted lines. This is due to rapid pressure rise in both cases: The pressure 

exceedance above the static vent deployment pressure increases as the rate of pressure rise increases 

with increasing mixture reactivity. It was observed that the presence of a pipe can lead to higher 

dynamic vent deployment pressures compared to simply vented explosions, without pipes attached to 

the vessel. 

4.3 Effect of ignition location 

Figure 6 shows experimental results and model predictions for different ignition locations. For front 

ignition, the flame shape inside the vessel is approximately hemispherical, leading to a moderate rate 

of combustion and pressure rise. For this case, the model over-predicts the early pressure peak, but 

still captures flame propagation through the pipe accurately. Cases with front ignition and lean 

mixtures are typically the most challenging from a modeling perspective, as small model deviations 

integrate over longer times and flame speeds are highly sensitive to mixture composition. Center 

ignition shows faster initial pressure rise due to a spherical flame shape and higher rate of combustion. 

After flame arrival at the pipe, pressure rises rapidly, which is attributed to higher flow velocity in 

the pipe, increasing the turbulent burning rate in the pipe, and a larger flame surface area inside the 

vessel at this time, producing faster pressure rise. For back-wall ignition, initial pressure rise is slow 

due to the hemispherical flame geometry. As the flame arrives at the pipe, higher vessel pressure and 

resulting higher flow velocity in the pipe, compared to center ignition, lead to high turbulent burning 

rates in the pipe and the sharpest rise in vessel pressure among the three tests. Back-wall ignition 

generally produces the highest peak pressures and flame speeds in the pipe, unless early vent 

deployment mitigates the explosion severity. 
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Fig. 6. Effect of ignition location (front; center; back) on pressure (top) and flame arrival (bottom). 

Experiments (grey lines and markers) and model predictions (red lines). Dotted lines mark static 

vent deployment pressure for each test. LP = 9.75 m, DP = 0.4 m, X = 3.0%. 

5. Discussion of predictive model capability 

Experiment-model comparisons in Sec. 4 demonstrated that the model predicts time-resolved vessel 

pressure and flame progress well and captures the critical effects of geometry and mixture parameters. 

For broader validation, a total of 20 experiments with different combinations of parameters are used 

in the following for comparison against model results. Figure 7 summarizes the various combinations 

of parameters covered by these tests. 

 

Fig. 7. Matrix of parameters used for model validation in Fig. 8. Marker color indicates pipe 

diameter; marker shape indicates pipe length. 

Figure 8, upper left panel, compares experimental and modeled flame-arrival times (relative to 

ignition) for all flame detector positions along the pipe. Model predictions capture all experimental 

results within an accuracy of ±10%, which is comparable to the scatter of the experimental results. 

The next step is to evaluate the predictive capability of the model from the perspective of explosion 

isolation. Active explosion isolation systems typically activate based on a pressure measurement 

using a set pressure threshold. Once the vessel pressure reaches this threshold, the system control unit 

triggers the explosion isolation device. Once the device is triggered, it takes a finite time for the device 
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to form an effective flame barrier, i.e., to close the pipe cross-section if the device is a mechanical 

valve, or to establish a sufficient concentration of suppressant in the pipe in the case of chemical 

isolation systems. The explosion dynamics model can be used to predict the time of flame arrival, 

relative to the time of crossing a set vessel-pressure threshold, at various locations along the pipe. 

These arrival times can then be compared to the time a specific isolation system requires to form a 

barrier, to determine the minimum installation distance for the specific system and use case. 

  

  

Fig. 8. Comparison of experimental and modeled flame-arrival times along the pipe. Top left: time 

from ignition; Top right: time from reaching p = 3.5 kPa; Bottom left: time from reaching  

p = 5.0 kPa; Bottom right: time from reaching p = 10.0 kPa. 

Figure 8, upper right and lower panels, show comparisons of experimental and modeled flame-arrival 

times along the pipe, relative to the time a given activation pressure threshold is reached in the vessel 

in each test. Typical activation pressure thresholds are evaluated, i.e., 3.5 kPa, 5.0 kPa, and 10.0 kPa. 

For each plot, the mean deviation, m, between model and experiments (solid line), and the standard 

deviation, s (dashed lines), are given. These comparisons show good agreement between the model 

predictions and experimental results throughout the entire range of parameters studied. This indicates 

that the model accurately captures both the early phase of flame propagation within the vessel and its 

associated pressure rise, which would activate the isolation system, as well as the later high-speed 

flame propagation through the pipe. The non-zero mean and standard deviations can be considered 

for practical applications as part of safety margins for installation distances. The slight over-

prediction of flame-arrival time by 7–12 ms relative to pressure-based activation, is fairly consistent 

between different configurations. This may be a result of the simplified treatment for flame-entrance 
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into the pipe, where forward-jetting of the flame along the centerline of the pipe is not considered. 

Note, that arrival times for some cases and pipe locations are negative in both experiments and model, 

which shows that pressure-based detection cannot detect all explosions before the flames enter the 

pipe. This is particularly relevant for front-ignition cases, low mixture reactivities, and large ratios of 

pipe diameter to vessel volume. Optical flame detection at the pipe entrance or large installation 

distances may be needed to resolve such situations. 

For explosion isolation systems activating by means other than pressure detection, the model can 

provide similar predictions. Active systems may use flame detectors at the pipe entrance, which can 

be simulated based on the model predictions for flame progress. Passive systems such as flap or float 

valves activate based on flow velocity in the pipe, which can also be predicted by the model. 

While these results can be used to determine the minimum installation distances, it is important to 

mention that installation distances are also bounded by upper limits to prevent deflagration-to-

detonation transition (DDT) and excessive over-pressure. Model predictions, experimental results, 

and literature studies will be used in future work to establish such upper limits, using maximum 

permissible values for flame speed and pressure build-up that elevate the likelihood of DDT. 

6. Conclusions and future work 

This study validated a physics-based model for explosion dynamics in vented vessel-pipe systems 

using large-scale experimental data. Large-scale explosion tests were performed in an 8-m3 vessel 

that provide a wide range of validation cases and varied parameters that govern the explosion 

dynamics, including: pipe lengths of 4.88 m and 9.75 m; pipe diameters of 0.1 m,  

0.2 m, and 0.4 m; ignition locations at the center of the vessel, at the back-wall, and at the pipe 

entrance; and propane concentrations in air of 2.8% (Φ = 0.69), 3.0% (Φ = 0.74), and  

3.5% (Φ = 0.86). 

It was shown that the model predicts pressure transients closely and captures flame-arrival times 

along the pipe at an accuracy better than ±10%, over the full range of parameters studied.  The model 

can be used to predict the time available for an explosion isolation system to actuate and form a flame 

barrier, which can be compared with the activation dynamics of the specific system. The explosion 

dynamics model can support analyses that determine whether isolation systems will perform as 

needed in applications, including the prediction of minimum installation distances, while reducing 

the number of tests needed to determine the performance limitations of isolation systems. 

Additional work is needed to develop comprehensive installation guidance for various types of 

explosion isolation systems. Practical test methods are currently being developed that determine the 

isolation system pressure-resistance and flame-barrier efficacy, and measure activation dynamics. 
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Abstract 

Laboratory test results are of vital importance for correctly classifying and labelling chemicals as 

“hazardous” as defined in the UN Globally Harmonized System (GHS) / EC CLP Regulation or as 

“dangerous goods” as defined in the UN Recommendations on the Transport of Dangerous Goods. 

Interlaboratory tests play a decisive role in assessing the reliability of laboratory test results. 

Interlaboratory tests performed over the last 10 years have examined different laboratory test 

methods. After analysing the results of these interlaboratory tests, the following conclusions can be 

drawn:  

1. There is a need for improvement and validation for all laboratory test methods examined. 

2. To avoid any discrepancy concerning the classification and labelling of chemicals, the use of 

validated laboratory test methods should be state of the art, with the results accompanied by the 

measurement uncertainty and (if applicable) the probability of incorrect classification. 

This paper addresses the probability of correct/incorrect classification (for example, as dangerous 

goods) on the basis of the measurement deviation obtained from interlaboratory tests performed by 

the Centre for quality assurance for testing of dangerous goods and hazardous substances (CEQAT-

DGHS) to validate laboratory test methods. This paper outlines typical results (e.g. so-called “Shark 
profiles” – the probability of incorrect classification as a function of the true value estimated from 

interlaboratory test data) as well as general conclusions and steps to be taken to guarantee that 

laboratory test results are fit for purpose and of high quality. 

Keywords: interlaboratory test, validation, measurement uncertainty, incorrect classification 

 

1. Introduction 

Accidents such as explosions in chemical plants and fires on dangerous goods vessels can be caused 

in several ways. Prevention starts in the laboratory, where chemicals are tested for their hazardous 

properties in order to be able to assess the risks involved in their handling. For this purpose, laboratory 

test methods have been developed and published (see e.g. laboratory test methods published by the 

European Union (2008) and by the United Nations (2019)); these methods are currently applied 

throughout the world. Laboratory test results (amongst others) are used to correctly classify and label 
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chemicals as “hazardous” as defined in the UN Globally Harmonized System (GHS) / EC CLP 

Regulation or as “dangerous goods” as defined in the UN Recommendations on the Transport of 

Dangerous Goods.  

Safety experts, manufacturers, suppliers, importers, employers and consumers must be able to rely 

on the validity of safety-related laboratory test methods and on the accuracy of laboratory test results 

and assessments. Interlaboratory tests play a decisive role in assessing the reliability of laboratory 

test results. Participation in interlaboratory tests is a crucial element of the quality assurance of 

laboratories; for this reason, it is explicitly recommended in ISO/IEC 17025 (2017) (assuming such 

interlaboratory tests are available). Interlaboratory tests are used in laboratory test method 

development and validation and can be used to determine measurement uncertainties (Hässelbarth, 

2004; ISO 21748:2017-04, 2017). 

Over the past 10 years, the Bundesanstalt für Materialforschung und -prüfung (BAM) and the 

Physikalisch-Technische Bundesanstalt (PTB) in cooperation with QuoData GmbH have carried out 

interlaboratory comparisons to evaluate various laboratory test methods (Lueth et al., 2019). 

Significant differences between the results of the participating laboratories were observed in all 

interlaboratory tests. The deviations in the laboratory test results were caused not only by 

malfunctions in the laboratory equipment and laboratory faults but also by deficiencies in the different 

laboratory test methods (see interlaboratory test reports of the Centre for quality assurance for testing 

of dangerous goods and hazardous substances (CEQAT-DGHS), www.ceqat-dghs.bam.de). 

After analysing the results of these interlaboratory tests, the following conclusions can be drawn: 

• To avoid any discrepancies in the classification and labelling of chemicals, the use of validated 

laboratory test methods should be state of the art, with the results accompanied by the 

measurement uncertainty and (if applicable) the probability of incorrect classification.  

• There is a need for improvement and validation for all laboratory test methods examined. 

Thus, interlaboratory tests should initially focus on the development, improvement and 

validation of the laboratory test methods (including the determination of the measurement 

uncertainty) and not on proficiency tests. 

• Laboratory management and the practical execution of laboratory tests need to be improved 

in many laboratories. 

• The term “experience of the examiner” must be seen critically; long-term experience 

involving many laboratory tests does not necessarily guarantee correct results. 

However, it is not currently clear whether the measurement uncertainty is sufficiently considered in 

practice when a chemical is classified as a particular packing group (PG) or as a hazard class based 

on the measurement results combined with the measurement uncertainties. Statistical methods and 

graphical tools must therefore be developed which will clearly define how the measurement 

uncertainty should be used in practice. 

This paper addresses so-called “Shark profiles”, graphical indicators of the probability of incorrect 

classification of dangerous goods and hazardous substances on the basis of the measurement 

uncertainty obtained from special interlaboratory tests performed by CEQAT-DGHS to validate 

laboratory test methods. “Shark profiles” were developed to characterize the quality and suitability 

of the laboratory test method(s) with respect to the laboratory test objective, i.e. the classification of 

chemicals based on specific classification criteria (Antoni et al., 2010, Antoni et al., 2011 and Kunath 

et al., 2011). This objective is particularly important when there are several classification levels (e.g. 

packing groups PG or hazard classes) and the question of the reliability of the classification arises. 

The principle of the calculation of “Shark profiles” for interlaboratory tests is explained by means of 

quantitative laboratory test results. This paper outlines typical results as well as general conclusions 

and steps to be taken to guarantee that laboratory test results are fit for purpose and of high quality.  
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2. Experiments 

2.1 CEQAT-DGHS interlaboratory tests and minimum number of participating laboratories 

As part of the CEQAT-DGHS programme, interlaboratory tests were carried out on various 

laboratory test methods and either qualitative or quantitative test results were obtained and evaluated.  

An overview of the laboratory test methods currently listed in the CEQAT-DGHS interlaboratory test 

programme is shown in Fig. 1. This figure also indicates interlaboratory tests already performed by 

CEQAT-DGHS as well as the number of laboratories interested in taking part in these interlaboratory 

tests. 

 

 

Fig. 1. Laboratory test methods listed in the CEQAT-DGHS interlaboratory test programme, 

number of laboratories with interest in participation in CEQAT-DGHS interlaboratory tests and 

interlaboratory tests performed by CEQAT-DGHS since 2007 (RR = interlaboratory test) 

 

Since CEQAT-DGHS was founded in 2007, the number of laboratories interested in taking part in 

interlaboratory tests has steadily increased to about 98. The minimum number of participating 

laboratories required for statistically meaningful interlaboratory tests (i.e. for statistical reliability) 

has been met for almost all laboratory test methods. Hence, interlaboratory tests can now be carried 

out for almost all laboratory test methods listed in in Fig. 1. 

2.1.1 Data verification (inspection upon receipt) in interlaboratory tests for method validation 

A special feature of the CEQAT-DGHS interlaboratory comparison programme for method 

validation is that the data supplied by the laboratories are subjected to a strict verification before being 

evaluated. This is necessary to ensure data quality.  

The specific review of the data submitted by the laboratories includes the following points (Antoni et 

al., 2010, Antoni et al., 2011, Kunath et al., 2011, Frost et al., 2016 and Lueth et al., 2019):  

• Completeness of the data – check for missing data  

• Conformity – check for irregular deviations from the laboratory testing method and/or from 

the interlaboratory test instructions 

• Plausibility – check for obvious incorrectness of the data submitted (e.g. distorted data)  

• Consistency – check the correctness of the values in the data input form submitted (e.g. by 

comparing them to raw data) 
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The data were verified/validated by different experts independently directly after receiving the data 

from the laboratory and before starting the statistical analysis. If necessary and possible, faulty data 

were corrected after consulting the respective laboratory; laboratories were also asked to submit any 

missing data. A statistical evaluation including the determination of the measurement uncertainty and 

the probability of incorrect classification with corresponding “Shark profiles” was carried out on this 

specially validated data. The test results constituted an adequate basis for the statistical evaluation 

and for reliable conclusions. 

2.2 Probability of incorrect classification and corresponding “Shark profiles” 

The probability of incorrect classification of a tested substance, as defined by the European Union 

(2008) and by the United Nations (2019), depends on the measurement uncertainty of the test result(s) 

and the difference between the test result and the classification criterion. However, the percentage of 

laboratories which have incorrectly classified the test samples may be only a very rough estimate of 

the actual probability of the incorrect classification. Therefore, statistical methods and graphical 

indicators must be developed which can provide the probability of incorrect classification regardless 

of the substance and characterize the quality and the suitability of the laboratory test method(s) with 

regard to the test objective (i.e. the classification of chemicals based on special classification criteria). 

For this reason, the concept of the probability of incorrect classification and the visual shark profiles 

explained below were developed. The methods and development relevant to this topic are 

demonstrated below using several examples. 

During the development of the “Shark profiles” the focus was on laboratory test methods whose 

quantitative test results are used to classify substances based on classification criteria defined by the 

European Union (2008) and the United Nations (2019). The interlaboratory tests evaluated the 

laboratory test methods listed in Table 1: 

 

Table 1: Quantitative laboratory test methods of the CEQAT-DGHS interlaboratory tests,  

year in which each interlaboratory test was performed and name of report published 

Laboratory test method Year of the 

interlaboratory test 

Report of the 

interlaboratory test 

UN Test O.1 “Test for oxidizing solids” 2005-2006 Antoni et al., (2010) 

UN Test N.5 “Substances which in contact with water 

emit flammable gases”/EC A.12 “Flammability (contact 
with water)” 

2007 Kunath et al., (2011) 

UN Test O.2 “Test for oxidizing liquids”/ 

EC A.21 “Oxidizing Properties (Liquids)” 
2009-2010 Antoni et al., (2011) 

 

The laboratory test methods shown in Table 1 were examined in interlaboratory tests for the 

improvement and validation of laboratory test methods (i.e. there were no proficiency tests). For 

reasons of simplification and better readability, an alternative packing group designation – PG 1, PG 

2 and PG 3 – is used in the following instead of the legally correct designation – PG I, PG II and PG 

III. 

2.2.1 Measurement uncertainty of laboratory test methods 

The measurement uncertainty of the laboratory test methods can be determined efficiently via 

interlaboratory tests for method validation (Hässelbarth, 2004, ISO, 2017-04), and can be expressed 

as shown in eq (1).  

 

‘Laboratory result’ = ‘Measurement result’  ±  U,  
where U denotes the expanded measurement uncertainty U = k * u with u = sR (1) 
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The factor k corresponds to the coverage factor k defined in GUM (Guide to Uncertainty in 

Measurement, Joint Committee for Guides in Metrology, 2008) and the factor sR denotes the 

reproducibility standard deviation obtained in the interlaboratory tests for method validation. 

The reproducibility standard deviation sR is determined by means of standardized procedures and 

statistical methods (Antoni et al., 2011). These standardized statistical calculations are commonly 

used by statistical experts in proficiency testing and therefore do not require any further explanation 

at this point. However, detailed information on the calculation methods can be found in the respective 

interlaboratory test reports (Antoni et al., 2010, Antoni et al., 2011, Kunath et al., 2011). 

2.2.2 Calculation of the probability of incorrect classification and “Shark profiles” 

The procedure used to calculate the probability of incorrect classification and the “Shark profiles” is 

similar to statistical testing with a null hypothesis (e.g. the test sample belongs to PG 1) and with an 

alternative hypothesis (e.g. the test sample belongs to PG 2). In general, the objective of a statistical 

test is to keep the probability of a false positive result (rejection of null hypothesis and acceptance of 

alternative hypothesis) below a certain limit (statistical significance level), whereas the probability of 

the false negative error (acceptance of null hypothesis) can only be controlled with great difficulty. 

These probabilities always depend on the “true” value of the measurand (e.g. combustion time) for 

the specific test sample.  

Using interlaboratory test data, the percentage of laboratories which incorrectly classified test samples 

provides only a very rough estimate of the actual probability of incorrect classification. A more 

reliable estimation of this probability can be obtained using the quantitative properties of the data. 

Here, the probability of incorrect classification of the test samples is derived by evaluating the ratios 

between the laboratory results of the test sample and the classification criterion (e.g. a firmly defined 

threshold value taken from a legal regulation or a laboratory test value obtained by testing a reference 

substance which characterizes the classification criterion (threshold value)). The procedure is as 

follows (and is initially carried out for each PG separately):  

Step 1: Calculation of the characteristic statistical values and determination of the true value  

Based on interlaboratory test data, the mean value and the standard deviation of the laboratory-

specific ratios between the test results of the test sample and those of the reference sample are 

determined using the robust Q/Hampel method (described e.g. in ISO 13528:2015). Thus, with the 

interlaboratory test data, a robust estimate of the “true” ratio value (which is typically not exactly 
known) will be obtained as well as the respective reproducibility standard deviation regarding the 

ratios. The advantage of using robust methods is that no special outlier tests are required. Especially 

the Hampel estimator is a weighted arithmetic mean, with lower weights for the outlying values. 

Obvious “outliers” have a weight of zero and no influence on the mean value.  

Step 2: Calculation of the probability of incorrect classification  

Based on the “true” ratio value (i.e. the robust mean value), and the corresponding reproducibility 

standard deviation obtained in Step 1 above), the expected reproducibility standard deviation for the 

ratio between the test results of an arbitrary test sample and those of the reference sample (which 

characterizes the classification limit) can be estimated. Based on this estimation, the probability of 

the test sample being classified in a PG for more dangerous substances can be calculated as a function 

of the ratio of the “true” value of the measurand (see Fig. 2). Here, the “decision direction” (i.e. from 

a PG for less dangerous substances to a PG for more dangerous substances) must be taken into 

account. For the packaging groups, the order from PG 3 to PG 2 to PG 1 means an increase in the 

dangerousness of the substance. Once a certain classification threshold value (criterion for 

classification) has been reached, the substance is to be classified as a defined PG and then remains in 

this PG until the next higher classification criterion (i.e. for more dangerous substances) has been 

reached. Once the next higher criterion value (for the next PG for more dangerous substances) has 
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been reached, the substance is classified in the next PG for more dangerous substances. Below, Fig. 

2 shows the probability of incorrect classification of the measured value for which the next-higher 

classification (i.e. for more dangerous substances, ratio < 1) is required. 

 

Probability of classifying the test sample in a 
higher PG (i.e. for more dangerous substances, 

ratio < 1) than necessary 

 

Probability of incorrect classification 
 
 

 

Fig. 2 Probability of classifying the test sample in a higher PG (i.e. for more dangerous substances, 

ratio < 1) than necessary as well as the resulting false negative and false positive error (left 

diagram) and the resulting probability of incorrect classification (right diagram), (ratio = ratio 

between the laboratory results of the test sample and the reference substance/classification 

criterion) 

As given in Fig. 2 (left diagram), for a ratio less than 1, the resulting probability indicates the 

probability of a false negative classification, while for a ratio greater than 1, the probability of the 

false positive classification can be calculated by subtracting the given probability from 100 % (see 

Fig. 2, right diagram). For a ratio of exactly 1, the probability of both the false negative and the false 

positive classifications are equal to 50 %.  

Step 3: Transformation of the ratio-based diagram into a “Shark profile” diagram 

For the resulting “Shark profile”, the y-axis indicates the probability of false negative classification 

for arbitrary test samples with a value less than that of the reference sample as well as the false 

positive classification for arbitrary test samples with a value greater than that of the reference sample, 

which creates a shape like a shark’s dorsal fin. Instead of the ratios, the x-axis shows the value of the 

measurand as a continuous scale. The robust mean value of the reference sample (depending on the 

PG) is used for the transformation. It is therefore possible to depict the results in one figure for all 

PGs considered (see Fig. 3).  

A laboratory can generally assess the test result of an arbitrary sample using the “Shark profile” as 

follows: Assume that the sample has been characterized as PG 2 in the measurement (see Fig. 3). 

Then, the corresponding right arm of the curve of PG 1 (red curve) can be interpreted as the 

probability that the sample was incorrectly classified as PG 2, although it belongs to PG 1. This 

probability naturally depends on the “true” value of the test sample (e.g. combustion time). If the 

probability is less than 5 %, it can be argued that the classification based on the test result is 

statistically significant (i.e. the assumption that the sample belongs to PG 1 would be rejected at a 

statistical significance level of 5 %). The level at which the 5% limit is attained can be considered the 

lower limit of the measurement uncertainty (k = 2) when the test result belongs to PG 2. 

Conversely, in Fig. 3, the corresponding left arm of the curve from PG 2 (blue curve) can be 

interpreted as the probability that the sample is incorrectly assigned to PG 2, although it belongs to 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0.0 0.5 1.0 1.5 2.0 2.5 3.0

P
ro

b
a
b
ili

ty
 o

f 
c
la

s
s
if
y
in

g
 t
h
e
 t
e
s
t 
s
a
m

p
le

 in
 a

 
h
ig

h
e
r 

P
G

 (
i.
e
. 
fo

r 
m

o
re

 d
a
n
g
e
ro

u
s
 s

u
b
s
ta

n
c
e
s
, 

ra
ti
o

 <
 1

) 
th

a
n
 n

e
c
e
s
s
a
ry

Ratio

upper limit of the
respective PG rangefalse 

negative 

false 
positive 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0.0 0.5 1.0 1.5 2.0 2.5 3.0

P
ro

b
a
b
ili

ty
 o

f 
in

c
o
rr

e
c
t 
c
la

s
s
if
ic

a
ti
o
n

Ratio

false 
negative 

false 
positive 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

55



 

PG 3. The statistical significance level at which the 5 % limit is attained can be considered the upper 

limit of measurement uncertainty (k = 2) when the test result belongs to PG 2. 

The probability of incorrect classification and the corresponding "Shark profiles" were calculated in 

three different CEQAT-DGHS interlaboratory tests. The interlaboratory tests on the methods given 

in Table 1 were used. The procedure for and calculation of the probability and the corresponding 

"Shark profiles" have been explained in greater detail in the respective interlaboratory test reports 

(Antoni et al., 2010, Antoni et al., 2011, Kunath et al., 2011). Examples of the “Shark profiles” are 

explained in the next chapter. 

3. Results and discussion 

In the following, it is assumed that a false positive classification indicates that the test sample mixture 

has been classified by a laboratory in a PG for more dangerous substances, although a  PG for less 

dangerous substances would have been correct because this is the “true” packing group. A false 
negative classification, however, indicates that the test sample mixture is classified by a laboratory in 

a PG for less dangerous substances, although a PG for more dangerous substances would have been 

correct. 

3.1 Example 1: Probability of incorrect classification and “Shark profiles” of the UN Test O.1 

interlaboratory test for an arbitrary test sample mixture 

The probability of incorrect classification can be calculated for the test sample mixtures used in the 

interlaboratory test as well as for an arbitrary test sample mixture. For example, in Fig. 3 below, the 

“Shark profiles” calculated on the basis of the UN Test O.1 interlaboratory test, “Test for oxidizing 
solids” (Antoni et al., 2010), are shown. Due to its curves, the profile in Fig. 3 is also referred to as a 

“Shark profile”. “Shark profiles” of incorrect classification as packing groups are to be interpreted in 

accordance with Table 2. The colours of the different curves represent the probability of incorrect 

classification according to the respective classification criteria of PG 1 (red curve), PG 2 (blue curve) 

and PG 3 (green curve). The probability of incorrect classification depends on the measurement 

uncertainty.  

 

Table 2: Interpretation of the curves of the probability of incorrect classification (“Shark profiles”) 
of the CEQAT-DGHS interlaboratory test of the UN Test O.1 method (Antoni et al., 2010) 

Arm of the  

“Shark profile” * 

Classification Classification 

error 

Left arm of PG 1  

(red) 

Probability that a laboratory has classified the test sample as 

PG 2 although PG 1 would have been correct (i.e. the true 

classification is PG 1 for more dangerous substances) 

false negative 

classification 

Right arm of PG 1  

(red) 

Probability that a laboratory has classified the test sample as PG 1 

although PG 2 would have been correct (i.e. the true classification 

is PG 2 for less dangerous substances) 

false positive 

classification 

Left arm of PG 2  

(blue) 

Probability that a laboratory has classified the test sample as PG 3 

although PG 2 would have been necessary (i.e. the true 

classification is PG 2 for more dangerous substances) 

false negative 

classification 

Right arm of PG 2  

(blue) 

Probability that a laboratory has classified the test sample as  

PG 2 although PG 3 would have been correct (i.e. the true 

classification is PG 3 for less dangerous substances) 

false positive 

classification 

Left arm of PG 3  

(green) 

Probability that a laboratory has not classified the test sample 

although PG 3 would have been necessary (i.e. the true 

classification is PG 3 for more dangerous substances) 

false negative 

classification 

Right arm of PG 3 

(green) 

Probability that a laboratory has classified the test sample as  

PG 3 although no classification for less (no) dangerous substances 

would have been correct (i.e. the true classification is “no” PG) 

false positive 

classification 

  *…Curve of the probability of incorrect classification according to the respective PG criterion  
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Fig. 3 “Shark profiles” calculated for the UN Test O.1 interlaboratory test – probability of 

incorrect classification as PG 1, PG 2 or PG 3 or no classification as a function of the "true" 

combustion times of an arbitrary sample mixture (PG=packing group) (Antoni et al., 2010) 

 

If the curves in Fig. 3 do not overlap, only one kind of incorrect classification can occur. Therefore, 

in a range where two or more curves overlap, more than one type of error must be taken into account.  

If, for example, the "true" combustion time of an arbitrary test sample mixture equals 40 s, the 

probability of a false positive classification with regard to PG 1 (i.e. the probability of the test sample 

mixture being classified as PG 1 instead of the “true” PG 2 due to the measurement uncertainty) 

equals about 4 % (value of red curve for 40 s). At the same time, for a mean combustion time of 40 s, 

there is the possibility of a false negative error as well: the probability of a false negative classification 

(i.e. the probability of the test sample mixture being classified as PG 3 instead of the “true” PG 2) 

equals about 15 % (value of blue curve for 40 s).  

3.2 Example 2: Probability of incorrect classification and “Shark profiles” of the UN Test 
O.2/EC A.21 interlaboratory test for the “aqueous solution of sodium nitrate” test sample and for an 

arbitrary test sample mixture 

The significance and advantage of the "Shark profiles" can be seen particularly well in UN Test O.2 

interlaboratory test because, in this interlaboratory test for method improvement, two different series 

of tests (see Table 3) were carried out with the same interlaboratory test sample, “aqueous solution 

of sodium nitrate” (mass fraction 44.6 % g/g (checked by gravimetry)/44.7 % g/g to 45.0 % g/g 

(checked by means of ion chromatography)). Sodium nitrate (45 % aqueous solution) is listed in 

Table 34.4.2.5, “Examples of result”, of UN Test O.2 as an example of an oxidizing liquid which 

must be classified as Division 5.1, PG 3 according to the UN Manual of Tests and Criteria (United 

Nations, 2019). 
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Table 3: Test series in UN Test O.2/EC A.21 (Antoni et al., 2011)  

Test series Test method Instruction for the mixing procedure  

(short description) 

1 
UN O.2/EC A.21  

(without modification) 

No special recommendation*  

("should be applied as usual in your laboratory") 

2 (optional) 
Modification of  

UN Test O.2/EC A.21 

Modified mixing procedure: 

1. Use a ceramic mortar and a pestle 

2. Homogenize with only very little force 

3. Homogenize within exactly 2 minutes 

 

The current application of UN Test O.2 in different laboratories and the classification error were 

assessed in the first part of the interlaboratory test (test series 1). The influence of the mixing 

procedure on the test results/classification was evaluated using a second, optional test (test series 2) 

the participating laboratories were requested to perform. The mixing procedure in this test series was 

standardized with regard to the mixing equipment and the mixing duration. The modification of the 

mixing procedure in test series 2 was based on a proposal by BAM. 

The probabilities of a false positive classification of the “aqueous solution of sodium nitrate” 
interlaboratory test sample are given in Table 4 with regard to all classifications/packing groups in 

both test series. 

 

Table 4: Probability of a false positive classification as PG 1, PG 2 or PG 3 of the “aqueous 

solution of sodium nitrate” interlaboratory test sample depending on the test series (see Table 3) of 

UN Test O.2/EC A.21 (PG=packing group) (Antoni et al., 2011)  

Test series Packing group Probability of  

incorrect positive classification  

1 PG 1 7 % 

1 PG 2 19 % 

1 PG 3 27 % 

2 PG 2 10 % 

2 PG 3 5 % 

 

Additionally, for test series 1 and test series 2, the probability of incorrect classification can also be 

predicted for an arbitrary test sample mixture (see Fig. 4 and Fig. 5). The “Shark profile” curves for 
test series 1 in Fig. 4 should be read as follows:  

If, for example, in test series 1, the "true" pressure rise time of an arbitrary test sample mixture equals 

500 ms, the probability of a false positive classification with regard to PG 1 (i.e. the probability of 

the test sample mixture being classified as PG 1 instead of as the “true” PG 2) is about 30 % (value 

of red curve for 500 ms). At the same time, there is the possibility of a false negative error of 

classification for a mean pressure rise time of 500 ms as well: the probability of a false negative 

classification (i.e. the probability of the test sample mixture being classified as PG 3 instead of the 

“true” PG 2) is about 15 % (value of blue curve for 500 ms).  
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Fig. 4 “Shark profiles” of test series 1 of the UN Test O.2/EC A.21 interlaboratory test – 

probability of incorrect classification as PG 1, PG 2 or PG 3 or no classification as a function of 

the "true" pressure rise time of an arbitrary sample mixture (Antoni et al., 2011) 

 

 

Fig. 5 “Shark profiles” of test series 2 of the UN Test O.2/EC A.21 interlaboratory test – 

probability of incorrect classification as PG 2 or PG 3 or no classification as a function of the 

"true" pressure rise time of an arbitrary sample mixture (Antoni et al., 2011) 
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As can be seen in Fig. 4, the “Shark profiles” of the UN Test O.2 /EC A.21 interlaboratory test in test 

series 1 are rather blunt; thus, the classification error (i.e. the probability of incorrect classification) 

is relatively high and a clear distinction between the packing groups is not possible with acceptable 

certainty.  

However, as shown in Fig. 5, in test series 2 of the interlaboratory test, the “Shark profile” curve of 
the probability of incorrect classification as PG 3 has become significantly narrower and more 

pointed, which supports the idea of better selectivity between the packing groups. This means that, 

even if the given laboratory test method is not yet optimal, the modifications in test series 2 (see Table 

3) have already led to a significant improvement of the laboratory test method: “Shark profiles” are 
a useful graphic tool for clarifying the safety level of classification as a particular packing group or 

for deciding whether classification of a chemical substance in a particular packing group is safe.  

4. Conclusion 

A sound database is a prerequisite for the reliable evaluation of interlaboratory tests and for the correct 

validation of laboratory test methods. Within the scope of interlaboratory tests, the laboratory data 

submitted must be verified in order to validate laboratory test methods. Although it is very labour-

intensive and time-consuming, this validation must not be neglected, as doing so will minimize the 

impact of deficiencies in the data on test conclusions. The comprehensive database compiled within 

the scope of the interlaboratory test, together with the verification of the data, created a clear overview 

of the probability of incorrect classification to be obtained and the corresponding “Shark profiles” to 

be determined.  

Based on the results obtained to date regarding the probability of incorrect classification and the 

corresponding “Shark profiles”, the following conclusions can be drawn: 
1. “Shark profiles” are a good graphic tool for clarifying the accuracy of classification and for 

deciding whether the classification of a chemical substance is accurate. 

2. The probability of incorrect classification and the corresponding “Shark profiles” can be 

calculated via different laboratory test methods. 

3. To avoid any discrepancy concerning the classification and labelling of chemicals, using 

validated laboratory test methods should be state of the art, with the results accompanied by 

the measurement uncertainty and (if applicable) the probability of incorrect classification and 

the corresponding “Shark profiles”. 
4. By visualizing the probability of incorrect classification in “Shark profiles”, the quality of the 

laboratory test methods (and ultimately the quality of the classification of chemical substances 

as defined by the European Union (2008) and the United Nations (2019)) can be assessed in 

a simple manner. This statistical tool should be used in further method development tests and 

method validation. 

5. The probability of incorrect classification and the corresponding “Shark profiles” can be used 

to discuss general quality requirements for classification rules in a simple manner. The 

probability can be used to define specific requirements for the quality of the laboratory test 

methods and for the corresponding classification (e.g. maximum permissible measurement 

uncertainties of the laboratory test method, tolerable probability, target measurement 

uncertainties and target probabilities of incorrect classification). The application of the 

measurement uncertainty of laboratory test results to the classification of chemical substances 

should be investigated in greater detail. 

Continued efforts are necessary to further develop interlaboratory test programmes such as CEQAT-

DGHS and to improve the corresponding laboratory test methods and the accuracy of the 

classification of chemical substances. Currently, the CEQAT-DGHS interlaboratory test programme 

is operated by BAM in collaboration with PTB and QuoData GmbH. Method validation by means of 

interlaboratory tests requires considerable effort with regard to time, money and personnel; the 
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resources available at the CEQAT-DGHS competence centre limit the number of interlaboratory tests 

that can be offered to approximately one per year. 

Interested laboratories can obtain detailed information and register for interlaboratory tests at the 

CEQAT-DGHS website (www.ceqat-dghs.bam.de). 
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Abstract 

Testing of hazardous materials and evaluating their hazardous properties concerning transport, 

handling or use is essential for the prevention of incidents. For this purpose, test methods have been 

developed and published that are used worldwide today (European Union, 2008, United Nations, 

2019). For the evaluation of test results their correct measurement is of importance. On basis of the 

interlaboratory tests carried out by BAM and PTB within the framework of the CEQAT-DGHS in 

the last years, it is shown that there is a need for improvement in all the test methods examined so far. 

In addition to the interlaboratory tests further quality measures are mandatory (ISO, 2017). For 

example, methods for verifying the test equipment used in the laboratories should be developed. 

The development of a verification method is demonstrated using the test method UN Test N.5 as an 

example. This test method is used to evaluate substances which in contact with water emit flammable 

gases. The basic principle of the verification method is demonstrated by Lüth et al. (2019). 

Requirements and difficulties during this development are discussed. 

This test procedure UN Test N.5 has now been modified at BAM so that it is possible to measure 

very small or large amounts of both flammable and/or toxic gases over a long period of time in a 

validated and verified test apparatus, utilizing the principle of a gas collector. This allows us to 

determine slow as well as fast gas evolution rates. The determination of the evolution rates (e.g. total 

gas amount or flow rate) of toxic gases is of special interest because of the ongoing discussion how 

to evaluate and quantify toxic gases which are formed from a substance due to contact with water. 

Up today no validated test procedure for the measurement of evolution rates for toxic gases is 

described. It is shown that the newly modified test method could help to solve this problem. 

Keywords: hazardous materials, transport regulations, flammable gases, toxic gases 

 

1. Introduction 

The gas flow measurement procedure for substances which emit flammable gases in contact with 

water is described in the UN Test method N.5 (United Nations, 2019). The experiment involves the 

determination of the maximum gas evolution rate (GER) by means of a conical flask (Erlenmeyer 

flask) and a dropping funnel. The volume of the gas produced when the chemical comes into contact 

with water should be measured at appropriate time intervals by suitable measures. However, more 

precise information on measurement technique, how the GER should be determined, and 

corresponding quality requirements are not specified in this UN method. On basis of the calculated 

maximum GER, the dangerous goods classification of the chemicals is carried out according to the 

criteria listed in (United Nations, 2019).  

On the criteria listed in Table 1, it can be stated that a relatively large measuring range must be 

covered by the test apparatus when determining the GER which is needed for the determination of 

the corresponding Packing Group (PG). It is therefore to be assumed that for this large measuring 
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range a relatively high effort is required in the control of the test quality realized with the respective 

testing apparatus. 

Table 1: Criteria for Classification in Dangerous Goods Division 4.3 on the basis of the test results 

in accordance with UN Test N.5 (maximum GER), [PG] = Packing Group (United Nations, 2019) 

Maximum gas evolution rate Dangerous Goods 

Division 

PG 

 10 l / (kg*min) 4.3 I 

 20 l / (kg*h) and not  10 l / (kg*min) 4.3 II 

 1 l / (kg*h) and neither  20 l / (kg*h) nor  10 l / (kg*min) 4.3 III 

≤ 1 l / (kg*h) not 4.3 No 

 

For example, the volume flows ("minute flow" and "hour flow") resulting in the respective PG 

decision criterion for a typical sample quantity of 10 g for the two evaluation intervals (1 minute or 

1 hour) are shown in Table 2. 

Table 2: Criteria for Classification in Dangerous Goods Division 4.3 on the basis of the test results 

in accordance with UN Test N.5 (maximum GER), [PG] = Packing Group (United Nations, 2019) 

PG Gas evolution rate PG-

Decisions criterion 

Sample weight [g] "Minute-Flow" per 

sample weight [ml/min] 

"Hour-Flow" per 

sample weight [ml/h] 

I 10 l / (kg*min) 10 100.00 6000 

II 20 l / (kg*h) 10 3.33 200 

III 1 l / (kg*h) 10 0.17 10 

 

An essential question for the acceptance and the trustworthiness of the test results according to UN 

test N.5 is the question of the traceability of the test results (ISO, 2017). With a gravimetric test 

method, the traceability of the results can be demonstrated very easily, especially in the daily 

laboratory routine. For this reason and because of the simplicity of the procedure, the UN Test N.5 at 

BAM is carried out using a gravimetric test apparatus. The results of the verification of this 

gravimetric apparatus are explained in (Lüth et al., 2020) and are based on a gravimetric and thus 

easily traceable verification process.  

1.1 Gas evolution rate and total amount of gas evolution 

The GER is an important safety-related parameter for the risk assessment and the selection of 

protective measures. According to test method UN N.5, the maximum GER is a measure of the risk 

of ignition and is used to classify a substance in class 4.3. However, it can be assumed that the 

maximum GER determined over a maximum of 5 days according to UN Test N.5 is not a safety-

relevant parameter in all cases to prevent an accident (e.g. long-term transport in the container with 

the formation of an explosive and / or gas concentration dangerous for inhalation).  

The chemical reaction usually does not run smoothly. Thus, the gas evolution rate depends on the 

duration of the chemical reaction with water. It has to be considered that in some cases the maximum 

activity of the chemical reaction is only reached after 5 days or even more. 

However, it should be noted that a low gas formation rate is no guarantee for a safe situation at the 

workplace or during transport. Even a small gas evolution rate with a correspondingly long duration 
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of reaction with water can lead to a dangerous gas concentration. The following factors can play a 

decisive role here: air exchange rate, ratio of the amount of substance to the volume of the room, 

chemical reaction kinetics / reaction course, reaction time, type of water (e.g. freshwater, seawater). 

The lower the air exchange rate and the closer the ratio of substance amount to the room volume, the 

faster a dangerous gas concentration is reached. This is problematic in terms of safety, e.g. during the 

long transport of reactive substances in containers or in ship holds and other relatively small storage 

rooms. 

Therefore, in addition to the GER (as a limited parameter for the kinetics, velocity of the chemical 

reaction process), the absolute amount of gas produced, and the duration of the reaction must also be 

considered. The absolute amount of evolved gas can also be an important parameter for risk 

assessment and for the selection  of protective measures. A chemical mixture with only a very small 

proportion, but which is a very strongly water-reactive chemical substance (with a high chemical 

reaction rate / kinetics with water), can e.g. show a very high maximum gas evolution rate. However, 

due to the small amount of substance in the mixture, the total amount of gas will tend not to be as 

large compared to another chemical mixture which could react completely with water, even if this 

other chemical mixture would react with water much more slowly. The amount of gas is also a 

question of the duration of exposure, i.e. how long the chemically reactive mixture has been in contact 

with water. In case of contact with moisture and water during long-term storage or transport (e.g. in 

maritime traffic over several weeks), the question of the total amount of gas generated could therefore 

be very important and possibly even more important than the gas evolution rate. From the BAM's 

perspective, both parameters (the maximum gas evolution rate and the total amount of gas) should 

therefore be determined for the risk assessment and the definition of protective measures. This might 

especially be important for toxic gas release.  

Taking these aspects into account, we have therefore modified the BAM test system for the UN Test 

N.5 system, i.e. with the help of a solenoid valve the system automatically degasses the measuring 

system depending on the filling level of the measuring container. The mode of operation and some 

exemplary results are explained below. 

2. Experimental 

2.1 Modification of the testing apparatus to determinate both the gas evolution rate and the 

total amount of gas evolution 

As discussed above, the GER at BAM is determined using a gravimetric approach as described in the 

following. The basic set-up continues to meet the requirements of UN Test N.5 (United Nations, 

2019). The functional scheme is illustrated in Fig. 1. The reaction chamber is a closed system without 

direct contact to atmosphere and basically consists of a conical flask (1) and a dropping funnel (2). 

The evolved gas in the conical flask pressurizes the water column in the gas-water-displacement tank 

(4). This water column is displaced via the flexible connecting hose (5) to the water collection tank 

(6) (open to atmosphere), located on a balance (7). Essentially the evolved gas is detected as the 

corresponding weight increase on the balance and can be processed digitally. One drawback of this 

system is the discontinued measuring range. That means if all water is displaced into the water 

collection tank no additional gas evolution can be recorded. Therefore, a modification of this set-up 

was implemented, i.e. a solenoid valve (3) was introduced into the set-up which opens automatically 

when a preset weight on the balance is reached and degasses the system. After degassing and reaching 

a certain mass level on the balance, the valve automatically closes. Hereby the device works like a 

continuous gas collector, despite the short degassing intervals that must be switched on automatically 

when a maximum fill level in the gravimetric container is reached.  
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Fig. 1. Functional scheme of the modified gravimetric method and photo of the gravimetric test 

apparatus and the additional solenoid valve (3) used in the BAM for the determination of the gas 

flow according the UN Test N.5 method with:  

1 = Erlenmeyer flask with the chemical test sample, 2 = dropping funnel, 3 = solenoid valve 

4 = gas-water-displacement tank, 5 = connecting hose, 6 = water-collection tank and 7 = balance 

with coupling to a computer 

Table 3 summarizes the main parts and important parameters of the modified set-up as shown in Fig. 

1.  

The changes in weight are recorded every 12 seconds using a computer. For the set-up standard 

laboratory glassware was used. The connecting hose (4) was a flexible PVC hose. The balance was 

either a Mettler Toledo model B 2002-S or a model ME2992T. The water volume in the system is 

about 2 l. The solenoid valve (one-way valve) automatically degasses the system when the maximum 

load on the balance is reached. The degassing stops and the system is closed again when the lower 

weight limit on the balance is reached. 

Based on the gravimetric measurement results, the GER at each time point and the maximum is 

determined. The GER was calculated using MS Excel. 
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Table 3: Special information about the devices according to Fig. 1 and operating parameters 

Number according 

to Fig. 1 

Device  Description 

1 Erlenmeyer flask  Holds the chemical test substance 

2 
Dropping funnel 

By dropping the water onto the chemical substance, the 

reaction is initiated 

3 
Solenoid valve 

Used for short degassing the system in case of maximum 

load on the balance is reached 

4 Gas-water-displacement 

tank 

Cylindrical* gas-water-displacement tank (may also be filled 

with other appropriate liquids) 

5 Connecting hose Flexible junction between the two tanks 

6 
Water collection tank 

Cylindrical* water collection tank (may also be filled with 

other appropriate liquids) 

7 

Balance 

Mettler Toledo model B 2002-S or a model ME2992T with 

measuring range up to 2 kg with a resolution with 2 decimal 

places with dynamic weighing 

*…the cylindrical shape allows gas volume correction by calculating the pressure rise in the gas 

phase, which arises from the changes in the liquid height levels (height differences) in the containers 

4 and 6 according to Fig.1. 

2.2 Verification of the modified testing apparatus 

The modified testing apparatus with the solenoid valve can be verified using the newly developed 

verification procedure (Lüth et al., 2020). This is important in order to also check the suitability of 

the solenoid valve or the gas-tight seal and the gas-tightness of the test system. The experimental 

setup for the verification of the apparatus is shown in Fig. 2. 
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Fig. 2. Functional scheme of the verification apparatus (left part of scheme) and test apparatus 

(right part of scheme) with: 1 = water reservoir, 2 = filter, 3 = needle valve, 4 = rotameter, 5 = 

water-gas-displacement tank, 6 = balance with coupling to a computer, 7 = Erlenmeyer flask with 

pipe connection, 8 = dropping funnel, 9 = solenoid valve; 10 = gas-water-displacement tank, 11 = 

connecting hose, 12 = water-collection tank, 13 = balance with coupling to a computer 

 

For more details on the verification procedure and results please see Lüth et al. (2020). 

3. Results and discussion 

3.1 Results of data acquisition and calculation of gas volume and gas evolution rates  

The results of the data acquisition and calculation of the gas quantity and the gas evolution rates as 

determined with this newly modified set-up are explained using a test sample, which has been 

examined at BAM. The sample was an aluminum alloy which was in powder form (< 500 µm, i.e. 

20-63 µm) and was examined at BAM without further processing. An amount of about 10 g was 

weighed into the flask and 30 ml of water were added. The examination time is approx. 333 h, i.e. 

almost 15 days, i.e. the time was significantly longer than required by UN Test N.5. 

The following Fig. 3 shows the increase in mass on the scale for the test sample with automatic 

degassing of the system. In principle, the device works like a continuous gas collector, despite the 

short degassing intervals that are started automatically when a certain fill level (e.g. at mass 1500 g 

in Fig. 3) in the water-collection tank is reached.  
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Fig. 3. Typical weight vs. time diagram of the test sample measured by balance of the test 

apparatus with automatic degassing of the system 

 

The strictly vertical lines of the mass-time-curves correspond to the opening and closing of the valve 

and thus to the temporary degassing of the system (see marked example in Fig. 3). 

3.2 Determination of the course of the developing gas volume 

The gas volume is determined on the basis of the mass of the medium displaced (e.g. water), taking 

into account the density of the respective gravimetric medium (e.g. water) and shown in Fig. 4. 

 

Fig. 4. Gas volume vs. time diagram of the test sample measured by balance of the test apparatus 

with automatic degassing of the system  

 

opening of the valve 

closing of the valve 

Degassing by opening and 

closing of the valve 
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As shown in Fig. 3 and Fig. 4 there were 8 automatic switching operations for degassing the system 

within the testing. Each degassing operation accounts to 9 intervals of 12 seconds (data acquisition 

rate is 12 s per data point), which, given the corresponding rate of increase, means a loss of approx. 

3.8 g of the water displaced during this time by further gas formation (approx. 3.8 ml gas). Based on 

the 500 g measuring interval, this is a loss of less than 1% and was therefore not considered in Fig. 

4. 

From Fig. 4  it can be seen that the signal-to-noise ratio in relation to the total gas evolution is perfectly 

sufficient. The total gas evolution measured by this modified method can be used as a sufficient safety 

parameter for both the flammable and the toxic safety questions. 

3.3 Determination of the GER 

The calculation of the gas flow rate is based on the weight differences between the respective 

neighboring 12-second measuring intervals as shown in Fig. 5, left axis. 

 

 

Fig. 5. Left axis: Typical gas flow rate vs. time diagram of the test sample measured by balance of 

the test apparatus with automatic degassing of the system; right axis: Typical GER (minute volume) 

vs. time diagram of the test sample measured by balance of the test apparatus with automatic 

degassing of the system 

 

Taking into account the weight of 10 g of test substance, we calculated the normalized GER shown 

in Fig. 5, right axis. 

From Fig. 5 it can be seen that the signal-to-noise ratio in relation to the classification criteria for PG 

I (10 l / (kg*min)) is perfectly sufficient and even low values of about 0.2 l / (kg*min) can be 

accurately determined whereby the experimental limit of detection is not reached yet.  

For classification purposes it is also necessary to calculate the GER on the hour basis also. This is 

illustrated in Fig. 6. 

Degassing by opening and 

closing of the valve 
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Fig. 6. Typical GER (hour volume) vs. time diagram of the test sample measured by balance of the 

test apparatus with automatic degassing of the system 

 

The signal-to-noise ratio with regard to the classification criterion for PG III of 1 l/(kg*h) is shown 

graphically in Fig. 7: 

 

Fig. 7. Enlarged Fig. 6 with enlarged y-axis to evaluate the signal-to-noise in relation to the 

classification criterion of PG III (1 l/(kg*h) 

 

It can be stated that also the evaluation of the GER on basis of the hour value can be performed with 

our modified set-up accurately. From Fig. 7 it can be seen that the signal-to-noise ratio in relation to 

the classification criteria for all PG is perfectly sufficient. 
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4. Conclusions 

We introduced a new method for the detection of small or large amounts of flammable or toxic gases 

based on the established UN Test N.5 method. This modified test method can be used universally, it 

is not important whether the produced gas is toxic or flammable and it expands the possibilities of 

the UN Test N.5. In principle, the testing time period is unlimited and freely selectable. 

The results can also be used to perform risk assessments, e.g. if the absolute gas volume generated in 

a certain time of interest. 

A final validation including the determination of the measurement uncertainty of the modified test 

method should be carried out with the help of a special interlaboratory test. 
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Abstract 

The energy infrastructure needs a shift towards sustainable use of conventional hydrocarbons and an 

increased share of renewable energy sources in the global energy mix. To this end, energy forecasts 

from various organisations outline a future where hydrogen is widely used as an energy carrier in 

industry and society. However, it is not realistic to envisage widespread use of hydrogen unless the 

suppliers of hydrogen technologies demonstrate that the associated risk is comparable or lower than 

the corresponding risk for conventional energy carriers. This applies to all aspects of the energy 

system where it is relevant to produce, transport or use hydrogen, from industrial facilities such as 

reformers, electrolysers and liquefaction plants, to cars, busses, trucks, trains, ships, airplanes and 

domestic heating and cooking. To achieve and document the required level of safety for hydrogen 

systems represents a considerable technological, organisational and societal challenge. Recent 

developments in the area of risk analysis focus on uncertainty and strength of knowledge. This paper 

explores the knowledge available to support risk assessments for hydrogen systems and the 

implications for design and operation of hydrogen installations in society. 

Keywords: hydrogen, energy systems, risk assessment, uncertainty, strength of knowledge 

1. Introduction 

Extraction, conversion, storage, transport and use of energy play a fundamental role in advancing 

modern societies and will continue to do so in the foreseeable future. Humankind will continue to 

consume energy commodities at an increasing rate due to population growth and improvements in 

the standard of living. While the global reserves of fossil fuels diminish, continued release of carbon 

dioxide on a massive scale is likely to influence the global climate. To this end, the energy 

infrastructure needs a shift towards increased use of renewable energy sources and sustainable use of 

conventional hydrocarbons. Several of the Sustainable Development Goals (SDGs) from the United 

Nations (UN) reflect this realisation, including SDG #7 on affordable and clean energy and SDG #13 

on climate action. The variable and intermittent supply of renewable energy from solar and wind 

suggests a transition towards energy systems that entail widespread use of hydrogen or hydrogen-

based fuels as energy carriers in industry and society (DoE, 2011; IEA, 2019; FCH 2 JU, 2019; DNV 

GL, 2019; Clean Sky 2 JU & FCH 2 JU, 2020). Existing technologies can convert energy from 

renewable or non-renewable sources into hydrogen, hydrogen can be stored and transported in 

compressed, liquid or chemical form, and energy converters such as turbines and fuel cells can 

convert hydrogen or hydrogen-based fuels into electrical or mechanical energy and heat on demand. 

However, sudden and uncontrolled releases of energy, such as accidental fires and explosions, 

represent a significant hazard to people, industries, society and the environment (Skjold et al., 2017; 

Skjold et al., 2018). Hence, it is not realistic to envisage widespread use of hydrogen in industry and 

society unless the suppliers of hydrogen technologies can demonstrate that the associated risk is 

comparable or lower than the corresponding risk associated with conventional fuels. 
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It is not straightforward to foresee all significant hazards in industrial facilities, nor to predict the 

consequences of the corresponding accident scenarios. Furthermore, there are inherent uncertainties 

associated with the estimation of event frequencies, especially for emerging technologies. In 

principle, it might be possible to derive the probability of failure of an integrated system from a fault 

tree analysis based on the probabilistic time to failure for individual components. However, this 

approach requires information that is often not readily available, and does not account for initiating 

events resulting from the complex interaction between people and technologically advanced systems, 

such as ‘human error’ during design, construction and assembling, as well as start-up, shutdown and 

maintenance operations. Furthermore, risk management and safety culture in organisations, or lack 

thereof, can explain many accidents where investigations in the past attributed the root cause to human 

error (DoE, 2009). Relevant experience is arguably the most reliable way to document the true level 

of safety for complex systems that entail close interaction between humans and technology. However, 

typical thresholds for individual risk suggest that it is necessary to accumulate a million years of a 

certain activity, such as hydrogen refuelling station years, to document a satisfactory level of safety 

for the public. This creates a fundamental challenge for the emerging hydrogen technologies. 

2. Uncertainty in risk assessments 

Sudden and uncontrolled releases of energy represent a significant hazard to people, industries, 

society and the environment. In the present context, safety implies control over hazards that can result 

in loss of life, material values, reputation, etc. Accidents are unintended and sudden events that result 

in losses, and risk is a measure of the expected loss for a specified system or activity. Figure 1 shows 

a general schematic of the processes and activities involved in risk analysis, risk assessment and risk 

management. A quantitative risk assessment (QRA) entails the calculation and evaluation of an 

expectation value (i.e. risk) that combines event frequencies and the corresponding consequences for 

the relevant hazards identified for a specified system. 

 

Fig. 1. General schematic for risk analysis, risk assessment and risk management. 

The top management is ultimately responsible for the safety of the employees and material properties 

of an organisation, as well as any significant deterioration of the environment resulting from the 

activities of the organisation. Management controls the resources available for safety training and 

other risk-reducing measures, and management must decide whether the risk associated with an 

activity is acceptable or tolerable. In this context, a QRA can be a valuable tool for decision support, 

provided all significant hazards are identified, there is sufficient knowledge available to estimate the 

associated event frequencies and consequences with a reasonable degree of accuracy, and the results 

and inherent uncertainties are presented to the relevant stakeholders in a suitable format (Aven, 2015; 

Aven, 2019; Taylor, 2016). 
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Whether decision makers or the public perceive the risk associated with a specific energy carrier as 

acceptable depends on various factors, such as (Ehrenfeld, 1996; Lemkowitz & Schotte, 1999; 

Frewer, 1999; Flynn & Bellaby, 2007; Skjold et al., 2017; Lemkowitz & Taveau, 2019): 

 the benefits resulting from the development and application of the technology, 

 previous accidents involving the specific energy carrier and related technologies, 

 how the energy systems are constructed and maintained, including risk reducing measures, 

 relevant properties of the energy carrier, such as toxicity, ignitability, flammability, etc., 

 public perception of moral or ethical aspects of the technology, including environmental concerns, 

 the level of trust in relevant sources of information, especially with respect to the dimensions 

‘competence’ and ‘honesty’, and 

 the specific knowledge about the particular combination of the energy carrier and the associated 

system by the people that estimate and evaluate the risk. 

This paper is primarily concerned with the last point, in particular the strength of knowledge and 

inherent limitations in the achievable level of accuracy in risk assessments for hydrogen systems. 

Most accidents in technically advanced systems, such as electrolysers, refuelling stations, ships, 

airplanes and nuclear power plants, entail a more or less intricate chain of events. Furthermore, most 

accidents do not occur under normal operation. A disproportionally high fraction of accidents takes 

place in connection with start-up or shutdown operations, maintenance work, etc. Hence, it is not 

possible to assess the safety of a complex system based on technical specifications of its single 

components alone, and risk assessments based on ‘normal operating conditions’ have limited value. 

The upper thresholds for individual risk, above which the risk is simply unacceptable and has to be 

reduced or eliminated regardless of the costs, are typically 10-3-10-4 and 10-5-10-6 fatalities or serious 

injuries per year for workers in industrial facilities and members of the public, respectively (Paté-

Cornell, 1994). The corresponding thresholds for the transition from the domain of cost-benefit 

analysis to a level below regulatory or legal concern (‘de minimis’) are typically 10-6 and 10-7-10-8. 

Hence, from a societal point of view, it is necessary to accumulate 105-106 years of a certain activity, 

such as refuelling station years or nuclear reactor years, to document the level of safety. This creates 

a fundamental challenge for the emerging hydrogen technologies. With less than a thousand hydrogen 

refuelling stations operational worldwide, it would take 100-1000 years, with a limited number of 

serious accidents, to demonstrate an acceptable level of safety. Furthermore, an estimated average 

level of safety will in general not be representative for all systems. The technical and organisational 

solutions for a given category of energy systems, such as ‘hydrogen refuelling stations’ or ‘hydrogen-

powered ferries’, may differ significantly between installations designed, owned and operated by 

different organisations. 

The inherent lack of relevant statistical data for complex systems that entail emerging technologies 

does not imply that the risk is not acceptable or tolerable. It does however imply a significant source 

of uncertainty in the estimation of event frequencies. One of the trends in contemporary approaches 

to risk analysis entails increased focus on the inherent uncertainties in both frequency and 

consequence assessments (Aven & Kristensen, 2019). A pragmatic solution in situations with high 

degree of uncertainty is to implement additional safety measures to compensate for the inherent 

uncertainty associated with weak knowledge. In response to the growing criticism towards the 

classical probabilistic approach, there is also a tendency to adopt methodologies that entail design 

against ‘worst credible events’, or robust/resilient design. However, it is not straightforward to reach 

consensus on what the term ‘credible’ should imply. 

Experiments are indispensable when it comes to understanding physical phenomena, e.g. whether a 

given ignition source can ignite a fuel-air mixture, for exploring repeatability and scaling laws, and 

for validating consequence models (Skjold et al., 2013). However, the deterministic nature of 

controlled experiments implies that it does not make sense to derive event frequencies for complex 

systems from data obtained from tests performed under controlled conditions in simplified systems. 
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In addition to the challenges associated with the identification of significant hazards and estimation 

of event frequencies, it is not straightforward to predict the consequences of realistic accident 

scenarios. Figure 2 illustrates the experimental setup and summarises the experimental results and 

model predictions obtained with four different computational fluid dynamics (CFD) tools in a blind-

prediction benchmark study conducted as part of the HySEA project (Skjold et al., 2019a). Seven 

different modellers, or groups, submitted the model predictions M-1 to M-7. Two modellers, M-6 and 

M-7, submitted results for four different grid sizes, indicated by the numbers in parenthesis. 

 

Fig. 2. Experimental setup (left) and model predictions by CFD tools (right) from a blind-

prediction benchmark study with vented hydrogen deflagrations in a 20-foot shipping container. 

The blind-prediction study focused on scenarios with release of gaseous hydrogen into a 20-foot 

shipping container at a constant flow rate of 56 Nm3 hr−1 through a vertical pipe with inner diameter 

18 mm. The duration of the releases was 450 s, corresponding to an average fuel concentration of 

21.0 vol.% in the enclosure at the end of the release. The jet releases resulted in stratified layers with 

25-27 vol.% hydrogen near the ceiling at the time of ignition, 30 s after the releases ended. A single-

sheet bulged vent panel with vent area 1.0 m2, nominal static opening pressure 0.100 bar, specified 

opening pressure 0.075-0.125 bar, and specific weight 6.8 kg m-2, covered each of the six 1.0m×1.0m 

vent openings indicated in Figure 2. The modelling exercise included the release and dispersion 

process, followed by ignition and vented deflagrations, with or without the pipe rack present. The test 

series included reference tests with 21.0 vol.% homogeneous mixture in the enclosure. Skjold et al. 

(2019ab) describe the experimental setup, test procedures and results in detail. 

The spread in the predicted maximum overpressures in Figure 2, covering two orders of magnitude, 

demonstrate an urgent need to improve the predictive capabilities of consequence models for vented 

hydrogen deflagrations, as well as the users of such models. The experiments in the HySEA project 

demonstrated that conventional explosion venting devices could prevent the rupturing of containers 

used for hydrogen energy applications during relatively severe explosions, at least for moderate levels 

of internal congestion (Skjold et al., 2019b). However, safe design of hydrogen installations requires 

models that can predict the consequences of realistic accident scenarios, including the effect of 

mitigating measures, with a reasonable degree of accuracy. The significant spread in the results for 

users of the same consequence model was partly due to mistakes in the setup of the simulations. As 

such, further blind-prediction benchmark studies combined with certification of modellers can be an 

important step towards more consistent results in risk assessments for hydrogen systems. 

3. Principles for risk reduction 

Knowledge about hydrogen safety is relevant for a wide range of energy systems in industry and 

society. This includes hydrogen production from natural gas by steam reforming or electrolysis of 

water, carbon capture and storage (CCS), industrial production of chemical compounds such as 
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ammonia and methanol, refinery processes, nuclear power plants, space exploration, hydrogen-

powered turbines, fuel cells and batteries in transportation (cars, trucks, trains, ships and airplanes), 

hydrogen refuelling stations, etc. Numerous factors influence the level of safety an organisation can 

achieve for a given system, including the potential for loss, the maturity of the technology, safety 

functions and processes, safety training and emergency preparedness, the maturity and availability of 

relevant regulations, codes and standards, risk perception and risk awareness, and the prevailing 

safety culture in the organisation. Nevertheless, hard-earned lessons from industrial activities over 

more than two centuries have resulted in a hierarchy of principles for risk reduction (Kletz, 1999): 

1. Inherent safety (Kletz, 1978), such as minimising the inventory of hazardous materials. 

2. Preventive measures, including: 

a. Preventing the formation of explosive atmospheres, such as loss of containment of fuel, 

b. Preventing or controlling ignition sources. 

3. Mitigative measures, including: 

a. Passive mitigation, such as passive ventilation, passive isolation/sectioning, and explosion 

venting devices, 

b. Active mitigation, such as forced ventilation, active suppression and active 

isolation/sectioning. 

4. Procedural safety, such as hot work permits, mandatory use of personal protection equipment, etc. 

That is, safety engineers should consider the principles for inherent safety first, and procedural safety 

is the last resort. In practice, it is usually necessary to combine various risk-reducing measures to 

achieve an acceptable level of safety.  

4. Regulations, codes and standards 

Various organisations provide guidelines for safe implementation of hydrogen systems, and specific 

regulations, codes and standards (RCS) apply, depending on location, the nature of the system, the 

inventory of hydrogen, etc. As part of the HyLAW project, Floristean (2019) reviewed the EU 

legislation that regulates production, storage, transport and use of hydrogen. Owners and operators 

of facilities (i.e. employers) where there is a possibility of forming an explosive atmosphere are 

legally obliged to comply with the ATEX workplace directive (1999/92/EC), including: 

 Carrying out risk assessments for any work-related activities that involve flammable substances. 

 Recording the findings of the risk assessment in an explosion protection document (EPD). 

 Providing technical and organizational measures to reduce the risk to an acceptable level. 

 Providing training to workers employed in locations where explosive atmospheres may occur. 

 Classifying areas where explosive atmosphere may occur into hazardous area zones. 

 Selecting and providing suitable equipment for use in the hazardous area zones. 

Within Europe, other relevant legal requirements follow from the ATEX equipment directive 

(2014/34/EU), the SEVESO directive (2012/18/EU), and the pressure equipment directive 

(2014/68/EU). The SEVESO directive applies to storage of more than five metric tons of hydrogen, 

which is a considerable amount for a highly reactive fuel with high specific energy. 

5. Specific challenges for hydrogen safety 

It is not realistic to foresee widespread use of hydrogen in society unless the suppliers of hydrogen 

and hydrogen technologies can demonstrate that the associated risk is comparable or lower than the 

corresponding risk for conventional fuels (Hord, 1976; Cracknel et al., 2002; Crowl & Jo, 2007; Rigas 

& Amyotte, 2013; IMO, 2016). In the present context, relevant conventional fuels include compressed 

natural gas (CNG), liquefied natural gas (LNG), liquefied petroleum gas (LPG), and distillate fuels 

such as petrol, diesel, jet fuel and marine fuel oils (in the following, safety-related properties for 

methane and propane will be used for CNG/LNG and LPG, respectively). To achieve and demonstrate 

an acceptable level of safety for hydrogen systems represents a considerable technological challenge, 

for various reasons: 
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 Hydrogen has high specific energy, about 142 and 120 MJ kg-1 for the higher heating value (HHV) 

and lower heating value (LHV), respectively, compared to hydrocarbons such as methane (55 and 

50 MJ kg-1), propane (50 and 46 MJ kg-1), as well as diesel and jet fuel (45-46 and 43 MJ kg-1). 

However, the low density, and hence low energy density, implies that compressed hydrogen 

(GH2) is stored and transported at considerably higher pressures (≈700 bar) compared to 

conventional energy carriers, such as CNG (≈260 bar), LPG (≈30 bar), as well as marine gas oil, 

heavy fuel oil, diesel and petrol (atmospheric pressure in the tank space). As such, it is not 

straightforward to prevent loss of containment. The pressurised vessels also represent a hazard, 

for instance in the event of material failure or external loads from impacts, projectiles, fires, etc. 

Furthermore, the low boiling point implies that liquefied hydrogen (LH2) is stored and transported 

at considerably lower temperatures (≈ -253 oC) compared to conventional energy carriers, 

including LNG (≈ -162 oC). This implies cryogenic hazards in the event of loss of containment. 

 Hydrogen is a gas at normal temperatures and pressure, but LH2 has very low flashpoint (< -253 
oC) compared to conventional fuels such as LNG (≈ -188 oC), LPG (≈ -104 oC) and marine fuel 

oils (flashpoint > 60 oC). Since the flashpoint indicates the lowest temperature at which a volatile 

substance evaporates to form an ignitable mixture with air, a lower flashpoint generally implies 

increased fire and explosion hazard. To this end, the United Nations (UN) classifies flammable 

liquid and vapours according to their flashpoint (UN, 2011): 

o Extremely flammable liquid and vapour: flashpoint < 23 oC and initial boiling point ≤ 35 oC 

o Highly flammable liquid and vapour: flashpoint < 23 oC and initial boiling point > 35 oC 

o Flammable liquid and vapour: flashpoint ≥ 35 oC and ≤ 60 oC 

o Combustible liquid: flashpoint > 60 oC and ≤ 93 oC 

o Non-flammable liquid: flashpoint > 93 oC 

 Hydrogen-air mixtures are flammable over a considerably wider range of concentrations (4-75 

vol.%), compared to conventional fuels such as methane (5-15 vol.%) and propane (2.1-9.5 

vol.%). 

 Hydrogen has very low minimum ignition energy (MIE ≈0.017 mJ), compared to conventional 

fuels such as methane (≈0.28 mJ) and propane (≈0.26 mJ). This implies that ignition sources that 

otherwise do not represent a significant hazard may readily ignite hydrogen-air mixtures (Skjold 

& van Wingerden, 2010). Further research will presumably result in better understanding of 

ignition phenomena related to electrostatic discharges, mechanical impacts and the effect of 

external congestion and presence of dust or mist for spontaneous ignition of high-pressure releases 

(Wolański & Wojcicki, 1973).  

 Table 1 summarises the classification of gases and vapours for equipment used in explosive 

atmospheres (EN IEC 60079-0, 2018). The classification is based on the parameters maximum 

experimental safe gap (MESG), minimum ignition current (MIC) and the auto-ignition 

temperature (AIT). The AIT of hydrogen (≈500 oC) is comparable to other conventional fuels in 

temperature class T1, such as natural gas (≈640 oC) and propane (≈466 oC). 

Table 1: Classification of selected flammable vapours and gases. 

Gas group 

Temperature class ‒ AIT (oC) 

T1 T2 T3 T4 T5 T6 

450 > 300 ‒ 450 200 ‒ 300 135 ‒ 200 100 ‒ 135 85 ‒ 100 

IIA 

MESG > 0.9 mm 

Methane 

Propane 

Ammonia 

Methanol 

Ethanol 

Diesel 

Fuel oils 

Petrol 

‒ ‒ ‒ 

IIB 

0.9 ≥ MESG > 0.5 
Coal gas Ethylene ‒ Diethyl ether ‒ ‒ 

IIC 

0.5 mm > MESG 
Hydrogen Acetylene ‒ ‒ ‒ Carbon 

disulphide 
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 The maximum laminar burning velocity of hydrogen-air mixtures is significantly higher (SL ≈ 2.9 

m s-1) than for most conventional fuels (Konnov et al., 2018), such as methane (SL ≈ 0.36 m s-1) 

and propane (SL ≈ 0.41 m s-1). Furthermore, various hydrodynamic, thermo-diffusive and thermo-

acoustic instabilities may influence the flame propagation in hydrogen-air mixtures significantly 

(Clavin & Searby, 2016). In particular, the role of thermo-diffusive instabilities depends on 

mixture composition (Sánchez & Williams, 2014) ‒ cellular instabilities occur at sufficiently fuel-

lean conditions (negative Markstein lengths), and pulsating instabilities occur at sufficiently fuel-

rich conditions (positive Markstein lengths). 

 Vapour cloud explosions (VCEs) in industry entail turbulent flame propagation in premixed fuel-

air mixtures. The positive feedback mechanism between expansion of combustion products, 

turbulence generation in the unreacted mixture (e.g. in wakes behind obstacles), flame folding 

caused by obstacles and/or instabilities, and enhanced rate of turbulent combustion results in flame 

acceleration and pressure build-up, especially in congested and partly confined regions. The chain 

of events depends on the reactivity of the mixture, typically quantified by the laminar burning 

velocity mentioned above, as well as initial and boundary conditions such as the turbulent flow 

conditions, the size of the flammable cloud, and the degree of congestion and confinement. The 

extreme reactivity of hydrogen-air mixtures, relative to conventional fuels, results in a dramatic 

increase in flame acceleration in the presence of obstacles and/or initial turbulence, with 

significant potential for escalation (Skjold et al., 2019b; Shirvill et al., 2019ab). 

 Hydrogen-air mixtures have a propensity for deflagration-to-detonation-transition (DDT) under 

specific conditions (Ciccarelli & Dorofeev, 2008). The detonation cell size for stoichiometric 

hydrogen-air is about 10 mm, compared to 300 mm for methane and 70 mm for propane. This 

implies that small variations in the initial and boundary conditions can have dramatic influence 

on the chain of events in hydrogen explosions. Extensive research in the aftermath of the 

Buncefield explosion has resulted in increased awareness of the critical importance of considering 

detonation scenarios in risk assessments and design of industrial facilities (Oran et al., 2020). 

 Hydrogen can cause embrittlement in certain materials, resulting in loss of physical properties, 

and possible loss of containment.  

 Several of the risk-reducing measures frequently employed for systems with conventional energy 

carriers have limited applicability for hydrogen, including deflagration venting and automatic 

suppression. 

 Many application areas for hydrogen involve emerging technologies, and hence inherent 

uncertainty associated with the estimation of both event frequencies and consequences. 

 Hydrogen safety is an area of active research, which often addresses inherently complex 

phenomena and emerging technologies. As such, the strength of the knowledge available for risk 

assessments is inherently limited. 

 Many consultants that perform risk assessments do not have specific competence on hydrogen 

safety, and may apply conventional consequence models and event frequencies derived from the 

hydrocarbon industry. This increases the uncertainty in the risk assessments considerably and can 

result in a false impression of safety amongst owners and operators of hydrogen systems. 

 It takes time to build competence on technical safety and to develop a healthy safety culture in an 

organisation. Furthermore, experience shows that accidents recur in the same industry, and even 

in the same organisation (Kletz, 1993). 

 As mentioned above, there is a fundamental difference between the required level of safety for 

controlled production and use of hydrogen within industrial facilities, with access control and 

trained employees, and widespread use of hydrogen in the public domain. 

There are some favourable features of hydrogen concerning safety, at least for specific conditions: 

 Buoyancy, due to the low density of hydrogen relative to air at the same temperature, can prevent 

the formation and limit the duration of large flammable clouds in unconfined areas. This implies 

that natural convection in open geometries is the preferred approach for preventing and mitigating 

hydrogen explosions. However, in confined geometries, buoyancy favours the formation of highly 
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reactive stratified layers near the ceiling (Skjold et al., 2019b). This implies that classical means 

of explosion protection are inherently difficult to implement for tunnels and parking facilities, as 

well as fuel preparation rooms, fuel cell rooms and machinery spaces on ships. Furthermore, in 

congested unconfined scenarios, a DDT event in a localised congested and/or confined region can 

trigger an aboveground detonation in the rising hydrogen-air plume. The interaction between the 

original blast wave and the blast wave reflected from the ground may result in a Mach stem. 

 Pure hydrogen flames do not produce soot, which implies less transport of heat by radiation, 

compared to hydrocarbon flames. However, jet flames in realistic accidents may entrain 

components from volatile materials, such as paint, plastic, dust, etc. Without proper barriers in 

place, an external fire, e.g. a jet fire from an uncontrolled release of hydrogen, may compromise 

the tanks used for storing the fuel. 

Figure 3 illustrates a typical event tree for the initiating event ‘release and dispersion’ (i.e. loss of 

containment) of gaseous hydrogen, with associated probabilities (P) and consequences (C) for various 

scenarios. A comprehensive QRA will consider multiple initiating events, representing leaks with 

different release rates and durations, located in various positions and pointing in different directions, 

for different wind conditions and/or with or without forced or natural ventilation. It is essential to 

account for the variation in the release rate during the event, as well as the delay between the onset 

of the release and ignition, since these parameters influence the size of the flammable cloud, and 

hence the time-dependant probability of ignition and the consequences of potential explosions. 

Furthermore, there can be numerous intermediate or combined scenarios, such as fires initiated by 

explosions or vice versa, structural collapse caused by fires and explosions, blast waves, projectiles, 

etc. Nevertheless, the simple event tree in Figure 3 illustrates the significant challenge of reducing 

the risk for hydrogen installations to a level equivalent to or below that of conventional fuels. 

 

Fig. 3. Simplified event tree for loss of containment of hydrogen. 

For comparable energy systems, i.e. facilities with similar inventory of fuel (chemical energy), similar 

probabilities of initiating events, similar levels of confinement and congestion, similar age and level 

of maintenance, etc., the safety-related properties of fuels mentioned above imply that the overall risk 

often will be significantly higher for hydrogen systems, compared to systems based on conventional 

fuels. In particular, the likely shift towards an increased fraction of accident scenarios involving 

strong deflagrations or detonations implies an increased likelihood of major accidents, and hence 

increased requirements for emergency preparedness in society. Hence, to achieve an acceptable level 

of safety for systems where hydrogen is the primary energy carrier, such as hydrogen refuelling 

stations or ferries, the design of the hydrogen systems must differ significantly from that of 

contemporary systems using conventional fuels. Furthermore, from the perspective of societal safety 

it will be increasingly important to develop appropriate infrastructure and procedures for emergency 

response. In summary, the specific safety-related properties of hydrogen imply that it often will be 

necessary to implement additional or specially designed safety measures to reduce the risk to an 

acceptable level in systems and infrastructure that use hydrogen as an energy carrier. 
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6. Learning from accidents 

The accident at a hydrogen refuelling station in Sandvika, Norway, on 10 June 2019 illustrates some 

of the challenges associated with the safe introduction of hydrogen in society (Løkke, 2019). The 

accident took place around 17:30 on Pentecost/Whit Monday, a public holiday in Norway. The chain 

of events started with a leak from the high-pressure system (about 900 bar), followed by ignition and 

a strong explosions. The initial accident investigation did not identify an obvious ignition source. The 

accident did not result in any fatalities, and only minor injuries to people when the blast wave from 

the explosion triggered airbags in cars. Plates of sheet metal covered the exterior of the fire/pressure 

wall surrounding the compound with the process equipment for hydrogen production, compression 

and storage. Figure 4 illustrates how parts of the wall near the high-pressure unit and plates of sheet 

metal formed projectiles that landed on the opposite side of a four-lane road and a roundabout, after 

passing over a combined sidewalk and bicycle path. Hence, under slightly different circumstances 

this accident could have resulted in severe injuries and even fatalities. 

 
Fig. 4. The hydrogen refuelling station in Norway after the explosion on 10 June 2019 (NRK, 2019).    

Apart from the considerable material damage to the refuelling station and minor damage to nearby 

buildings, the accident resulted in loss of shareholder value and a considerable setback for the 

development of the hydrogen infrastructure, at least in Norway. The operator of the station closed 

down all hydrogen refuelling stations in Norway shortly after the accident, and put all plans for new 

stations on hold. It is difficult to predict whether this accident will influence public perception and 

widespread adoption of hydrogen as an energy carrier in a long-term perspective. However, the 

accident demonstrates several important aspects of hydrogen safety, from an industrial (commercial) 

as well as a societal perspective: 

 Risk assessments involving explosion scenarios are often limited to pressure and thermal loads, 

combined with simplified criteria for effects (harm), and do not necessarily consider escalating 

accident scenarios that may involve structural response, fires following explosions or vice versa, 

failure of pressurised vessels due to fire loads, formation of projectiles due to explosion or blast 

loads, etc. Nevertheless, most fire and explosion accidents that result in considerable damage 

involve one or several of these aspects. 

 The thresholds for individual risk for members of the public are typically two orders of magnitude 

lower than for onsite personnel in industry. As such, it is essential to adopt sufficiently 

conservative risk acceptance criteria when members of the public can access the system under 

consideration, such as hydrogen refuelling stations, cars, buses, trains, ferries, etc. 
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 The risk assessment for a given facility will not necessarily consider all the indirect losses related 

to an accident scenario, such as downtime, loss of production, and delayed implementation or 

termination of emerging technologies. A transition towards widespread use of hydrogen as an 

energy carrier in industry and society will require massive investments in technology and 

infrastructure, and the prospect of serious accidents represent a significant risk to investors and 

insurance companies. 

There are several examples of accidents that have had widespread and long-lasting impact on the 

development of other industries. The Piper Alpha disaster on 6 July 1988 (167 fatalities) resulted in 

significant changes to the safety regulations in the offshore petroleum industry. The explosion and 

fire at the drilling rig Deepwater Horizon on 20 April 2010 (11 fatalities) initiated the largest marine 

oil spill in the history of the petroleum industry, the Macondo blowout, as well as expensive legal 

proceedings and sentencing for owners and operators. The accidents at Three Mile Island on 28 March 

1979, Chernobyl on 26 April 1986 (42 acute and delayed fatalities) and Fukushima-Daiichi on 11 

March 2011 (one delayed fatality) had severe impact on the development of the nuclear industry. 

Regarding hydrogen, events such as the Hindenburg disaster on 6 May 1937 (36 fatalities), the Space 

Shuttle Challenger disaster on 28 January 1986 (seven fatalities), and the hydrogen explosions at 

Fukushima-Daiichi influence public perception. Some recent accidents involving hydrogen include: 

 the explosion and fire at the AB Specialty Silicones Facility in Waukegan, Illinois, on 3 May 2019 

(four fatalities, one injured), 

 the explosion in the Gangwon Technopark in Gangneung, South Korea, on 23 May 2019 (two 

fatalities, six injured), 

 the explosion at the Air Products facility in Santa Clara, California, on 1 June 2019, 

 the explosion and fire at the Uno-X refuelling station in Sandvika, Norway, on 10 June 2019, 

 the explosion at the Airgas plant in Waukesha, Wisconsin, on 12 December 2019, 

 the explosion at the OneH2 hydrogen plant in Catawba County, North Carolina, on 7 April 2020, 

 the explosion at the Praxair hydrogen production plant in Texas City, Texas, on 11 June 2020 . 

Although it is not possible to assess the level of safety for the emerging hydrogen technologies from 

a limited number of accidents, mostly in industrial facilities, there is reason for concern regarding the 

prospective increase in exposure to hydrogen systems for members of the public. 

7. Conclusions 

The inherent complexity of the physical and chemical phenomena involved in accidental fires and 

explosions represents a significant challenge for the communication of hazards and risks for hydrogen 

systems. This has implications for risk perception, in industry as well as society. The inherent lack of 

relevant experience data for the emerging hydrogen technologies implies significant uncertainty in 

the estimation of event frequencies for hydrogen systems with a non-trivial level of complexity. The 

level of conservatism in the design of hydrogen installations should reflect this uncertainty. However, 

optimal design requires reliable and efficient consequence models that reproduce important trends 

observed in experiments. To this end, future research on hydrogen safety should focus on developing 

and validation consequence models for industrial applications. Further blind-prediction benchmark 

studies are arguably the only reliable way of documenting the predictive capabilities of advanced 

model systems, as well as the users of such models. Large-scale experiments in realistic geometries 

are essential for model validation, as well as for supporting the blind-prediction studies. Certification 

of modellers can also be an effective means of reducing the uncertainty in risk assessments. A more 

holistic approach to risk analysis, risk assessment and risk management as tools for decision support 

will be required for ‘nourishing’ of the emerging hydrogen technologies through the remaining 

technology readiness levels, and eventually towards widespread commercial use in society. In its 

current state, the development of the ‘hydrogen economy’ is fragile, and new accidents, especially in 

the public domain, may delay or terminate further development. It is imperative that all stakeholders 

realise that the implications of future severe accidents in hydrogen systems will not be limited to the 

companies that own or operate the affected installations. 
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Abstract 

Explosion protection by venting is a frequently used measure for mitigating the consequences of 

deflagrations in confined systems. The overall goal of the project “Improving hydrogen safety for 

energy applications through pre-normative research on vented deflagrations” (HySEA) was to 

provide recommendations for European and international standards on hydrogen explosion venting 

mitigation systems. The HySEA project received funding from the Fuel Cells and Hydrogen 2 Joint 

Undertaking (FCH 2 JU) under grant agreement No 671461. The official project started on 1 

September 2015 and ended on 30 November 2018. The members of the HySEA consortium were 

Gexcon (coordinator), University of Warwick (UWAR), University of Pisa (UNIPI), Fike Europe 

(FIKE), Impetus Afea (IMPETUS) and Hefei University of Technology (HFUT). The research 

activities in the project included development of empirical and semi-empirical correlations, as well 

as computational fluid dynamics (CFD) and finite element (FE) models, and verification and 

validation of the various models against data from experiments performed in 20-foot shipping 

containers and smaller enclosures with industry-representative obstacles. As foreseen in the project 

proposal, the project resulted in a hierarchy of predictive tools for the safe design of venting devices 

for hydrogen deflagrations. The HySEA project demonstrated that explosion protection by venting 

can be a valuable means of risk reduction for hydrogen installations, isolated or in combination with 

measures such as natural ventilation, forced ventilation, gas detection and inerting. Projectiles 

generated during explosions in weak enclosures represent a significant hazard, but adequately 

designed venting devices can prevent rupture and fragmentation of containers, even for strong 

hydrogen deflagrations. This paper reviews the results from the HySEA project, including selected 

research activities conducted after the official end date of the project. The discussion highlights some 

of the practical implications of the project and suggestions for further work. 

Keywords: Vented hydrogen deflagrations, maximum reduced explosion pressure, structural 

response, pre-normative research, computational fluid dynamics, empirical correlations 
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1. Introduction 

It is common practice in the industry to install equipment for hydrogen energy applications in 

containers and smaller enclosures. Fires and explosions represent a significant hazard for such 

installations, and specific measures are generally required for reducing the risk to a tolerable level 

(Hord, 1976; Strehlow, 1980; Dorofeev et al., 1994; Cracknel et al., 2002; Crowl & Jo, 2007; Rigas 

& Amyotte, 2013; Skjold et al., 2017a; Fuster et al., 2017; Skjold et al., 2018a; Moradi & Groth, 

2019). Explosion venting is a frequently used measure for mitigating the consequences of hydrogen 

deflagrations in confined systems. This paper summarises the main results from the project 

“Improving hydrogen safety for energy applications through pre-normative research on vented 

deflagrations” (HySEA). The HySEA project received funding from the Fuel Cells and Hydrogen 2 

Joint Undertaking (FCH 2 JU) under grant agreement No 671461. Fig. 1 shows the logo for the 

HySEA project. 

 

Fig. 1. The logo for the HySEA project (www.hysea.eu). 

The members of the HySEA consortium were Gexcon (coordinator), University of Warwick 

(UWAR), University of Pisa (UNIPI), Fike Europe (FIKE), Impetus Afea (IMPETUS) and Hefei 

University of Technology (HFUT). The project started on 1 September 2015 and ended on 30 

November 2018. The research activities were organised in five work packages (WPs): 

 WP1 Engineering models and standards 

 WP2 Experimental campaigns 

 WP3 Advanced modelling 

 WP4 Exploitation, dissemination and communication 

 WP5 Project management 

The overall goal of the HySEA project was to conduct pre-normative research on vented hydrogen 

deflagrations with an aim to provide recommendations for European and international standards on 

hydrogen explosion venting mitigation systems. Furthermore, the members of the HySEA consortium 

developed and validated empirical and semi-empirical correlations, as well as computational fluid 

dynamics (CFD) and finite element (FE) models, and verified and validated selected models against 

data from experiments performed in containers and smaller enclosures with industry-representative 

obstacles. Additional objectives of the HySEA project included: 

 To characterise different venting devices (i.e. container doors, plastic film and commercial vent 

panels), including measurements of the structural response of the walls of the enclosures. 

 To broaden the participation in the project by inviting the scientific and industrial community 

engaged in hydrogen safety, and hence a variety of modellers using different models, to participate 

in blind-prediction benchmark studies based on full-scale experiments in vented enclosures. 

 To develop, verify and validate models, including CFD-based tools, for reliable predictions of the 

reduced maximum overpressure in vented hydrogen deflagrations. 

 To develop and validate empirical and FE-based tools for predicting the structural response of 

enclosures during vented hydrogen deflagrations, and derive empirical pressure-impulse (P-I) 

diagrams for typical hydrogen energy applications. 

 To use the validated CFD models to explore vented hydrogen deflagrations in larger enclosures, 

such as warehouses with forklift trucks powered by hydrogen. 

 To formulate recommendations to the standardising committees for EN 14994 (Europe) and 

NFPA 68 (USA), as well as recommendations for a harmonised international standard on 

hydrogen explosion venting mitigation systems. 
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Overall, the activities in the HySEA project progressed according to schedule. However, it took 

longer than expected to complete and submit several of the 80 deliverables from the project, and the 

final project report was not submitted to the FCH 2 JU until July 2019. The HySEA project resulted 

in more than 20 peer-reviewed journal publications and a considerable number of conference papers, 

posters and presentations. The following sections summarise the activities in the various WPs, with 

ample reference to relevant publications. 

2. Engineering models and standards (WP1) 

This section summarises the research activities in WP1 of the HySEA project. 

Models based on empirical or semi-empirical correlations, such as EN 14994 (2007), NFPA 68 (2018) 

and HyRAM (Groth & Hecht, 2017), are often referred to as engineering models (EMs), as opposed 

to models that involve more elaborate numerical solutions of problems described by partial 

differential equations (PDEs). This practice can be somewhat misleading, since several more 

advanced models, in particular models based on computational fluid dynamics (CFD) and finite 

element (FE) methods, are undoubtedly also engineering models (e.g. FLACS and Impetus Afea 

developed by partners in the HySEA project). Furthermore, some researchers refer to models based 

on semi-empirical correlations as phenomenological models or physics-based models. 

Hisken et al. (2016) described the model evaluation protocol (MEP) and the validation framework 

used by Gexcon for the development of the CFD tool FLACS. For HySEA, UWAR developed 

simplified MEPs for the models based on semi-empirical correlations and CFD, respectively. UWAR 

(Sinha et al., 2017ab; Sinha et al., 2019b) reviewed and evaluated various models for vented hydrogen 

deflagrations that include empirical or semi-empirical correlations. Modellers submitted model 

predictions obtained with various empirical or semi-empirical correlations for the first and second 

HySEA blind-prediction benchmark studies (Skjold et al., 2017b; Skjold et al., 2018b; Skjold et al., 

2019bc). UWAR (Sinha et al., 2018) and GEXCON (Lakshmipathy et al., 2017; Lakshmipathy et al., 

2019) compared predictions by CFD tools and various empirical and semi-empirical models. 

UWAR developed a semi-empirical model, sometimes referred to as the external cloud model (ECM), 

for vented hydrogen deflagrations (Sinha & Wen, 2018ab; Sinha & Wen, 2019ab; Sinha et al., 

2019ab). Several aspects of the UWAR are inspired by, and resemble, the model developed by FM 

Global (Bauwens et al., 2010; Bauwens et al., 2012), including a physics-based approach for 

estimating the maximum pressure during vented deflagrations. Both the FM Global model and the 

UWAR model are extended with simplified versions based on tabulated bulk parameters to facilitate 

engineering calculations. The simplified UWAR model has one equation with four parameters, of 

which two parameters depend on tabulated fuel properties. The two other parameters are simple 

functions of the enclosure and obstacle geometry, and hence relatively straightforward to compute. 

The model from UWAR is somewhat simpler than most other models described in the open literature 

and relevant standards. Skjold et al. (2019e) includes a more detailed comparison of the UWAR and 

FM Global models. 

The predictive capabilities of the model developed by UWAR have been assessed through 

comparison with results from various experiments, including tests with obstacles, initial turbulence 

and stratified mixtures in the enclosure. In general, the predictions from the model were found to be 

either more accurate than, or comparable with, other existing models (Sinha & Wen, 2019). Although 

the HySEA project focused on vented hydrogen deflagrations, the model is also applicable to other 

fuels, such as methane and propane. Fig. 2 shows examples of comparisons between model 

predictions and experimental results for two vented enclosures with internal obstacles: a 182 m3 

vented enclosure with natural gas (Tomlin et al., 2015) and a 20-foot ISO container with hydrogen 

(Skjold, 2018b; Skjold et al., 2019d). Tomlin et al. describe the geometry configurations represented 

by the letters in the legend in Fig. 2 (left). Permanent deformation of the container walls can be a 

contributing factor to the over-prediction of the maximum overpressure for the vented deflagrations 

in 20-foot containers. Sinha & Wen (2019) provide results for additional validation cases. 
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Fig. 2. Examples of model predictions for vented enclosures with obstacles (Sinha & Wen, 2019). 

The results from the HySEA project were not available in time to be considered for the latest revision 

of the American standard for vented deflagrations (NFPA 68, 2018). Hence, the efforts towards 

regulations, codes and standards (RCS) focused on the European standard for gas explosion venting 

protective systems (EN 14994, 2007). UWAR, Gexcon and FIKE communicated relevant project 

results to the European Committee for Standardization (CEN) Technical Committee 305 (TC305) 

Working Group 3 (WG3) ad-hoc group on gas explosions. The model developed by UWAR will 

likely be included as an appendix in a revised version of EN 14994. The next section include model 

predictions by EN 14994 (2007), NFPA 68 (2018) and the UWAR model (Sinha & Wen, 2019) for 

selected experiments conducted as part of the HySEA project. 

3. Experimental campaigns (WP2) 

This section summarises the research activities in WP2 of the HySEA project. 

Experiments by UNIPI in a 1.14 m3 enclosure 

UNIPI (Pini et al., 2017; Pini et al., 2019; Schiavetti et al., 2017ab; Schiavetti et al., 2019) designed 

a small-scale enclosure (SSE) for investigating vented hydrogen deflagrations, and completed 76 tests 

with homogeneous mixtures and 82 tests with inhomogeneous mixtures in the SSE facility. The 

enclosure was 0.92 m wide, 0.62 m deep and 2 m high, i.e. a total free volume of 1.14 m3. 

The tests with homogeneous mixtures explored the effect of hydrogen concentration (8-18 vol.%), 

obstacles inside the enclosure, ignition position, and type of venting device. Carcassi et al. (2018) 

described the experiments with inhomogeneous mixtures. Hydrogen was released through a nozzle 

from a 3.8-litre buffer tank at pressures up to 60 bar. The aim was to reproduce realistic accident 

scenarios with loss of containment from a high-pressure storage tank. The tests included releases into 

an empty enclosure and tests with up to three bottles inside the enclosure. The results show that the 

momentum generated by the jet is not sufficient to create a homogeneous mixture, with or without 

obstacles inside the enclosure. The parameters varied during testing include obstacle configuration, 

pressure in the buffer tank (15-60 bar), nozzle diameter (0.50-0.95 mm), release direction (horizontal, 

downward, upward), ignition location (top, centre, bottom), vent type and ignition delay. Fig. 3 

compares the results for homogeneous and inhomogeneous mixtures for various release scenarios and 

three bottles inside the enclosure. For this configuration, homogenous mixing resulted in the highest 

overpressures. 

Small-scale experiments by HFUT 

Guo et al. (2015, 2017ab) and Yang et al. (2018) reported results from 124 vented deflagration 

experiments in a mini cylindrical vessel (12.3 litre). The parameters investigated included the effect 

of hydrogen equivalence ratio (from 0.4 to 6.0), vent area (6.12, 12.25, 24.5, 49 and 98 cm2), the 

number of vent openings, ignition location (front, centre or back), and the effect of a vent duct. 
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Fig. 3. Maximum overpressure as a function of released mass with three bottles in the enclosure. 

The results from the experiments in the MCV included opening pressures and behaviour of explosion 

vents, maximum reduced overpressure vs. equivalence ratio, maximum reduced overpressure vs. vent 

area, maximum reduced overpressure vs. ignition location, the effect of one or two vent openings on 

the maximum reduced overpressure, the effect of a vent duct on the maximum reduced overpressure, 

and the length of the vented flames. Li et al. (2018) described experiments involving venting from a 

duct to a vessel. Rui et al. (2018) investigated the effect of the opening pressure of the venting device 

on hydrogen deflagrations in a 1-m3 vessel. HFUT also performed 40 vented hydrogen deflagration 

tests with inhomogeneous mixtures in a cubic box with dimensions 0.5 m × 0.5 m × 0.5 m (volume 

0.125 m3). The test matrix included four average hydrogen concentrations. Five concentration 

gradients were considered for each of the average concentrations by changing the time for diffusive 

mixing. A thin plastic film covered rectangular vents with dimensions 0.1 m × 0.1 m, 0.2 m × 0.2 m 

or 0.3 m × 0.3 m. 

Experiments by Gexcon in 20-foot containers 

Gexcon designed a test rig for 20-foot ISO containers and completed 66 vented hydrogen deflagration 

tests with homogeneous and inhomogeneous mixtures (Skjold et al., 2017bcd; Skjold, 2018ab; 

Skjold, 2019; Skjold et al., 2019abcd). The tests with 20-foot ISO containers in the HySEA project 

were organised in two experimental campaigns and included: 

 42 tests with initially homogeneous and quiescent mixtures: 

o 14 tests vented through the container doors 

o 1 test with closed container (test #70) 

o 27 tests vented through openings on the roof 

 24 tests with inhomogeneous mixtures: 

o 17 tests with stratified mixtures 

o 7 tests with initial turbulence generated by either a fan or a transient jet 

The total number of tests was 72, including five unignited tests and one failed test. Tab. 1 summarises 

the test configurations and selected results for 30 of the 66 vented deflagration tests, including the 

tests that resulted in the highest overpressures and the most severe structural damage. Twelve used 

containers from the same manufacturing series were damaged beyond repair, and the twelve test 

numbers marked with an asterisk in Tab. 1 represent the last tests with one of the containers, i.e. tests 

resulting in severe structural damage. Fig. 4 shows selected frames from test 61, illustrating the 

opening of the vent panels and permanent deformation of the container walls typical for relatively 

strong explosions (Skjold, 2019). 
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Fig. 4: The vented hydrogen deflagration in test no. 61. 

The venting device was either perforated polyethylene film (O) or commercial vent panels with static 

opening pressure 0.1 bar (P). In test no. 9, the container doors were initially closed (C) but opened 

during the test. The purpose of test no. 70 was to investigate the structural response resulting from a 

quasi-static pressure load. The doors remained closed (S) in this test, but some leakage occurred. 

Three ignition positions were used: back wall centre (bc), back wall upper (bu), and floor centre (fc). 

The obstacle configuration used in most tests involved frame only (FO), frame with bottle basket 

obstacle fixed in inner position (B1), frame with pipe rack obstacle fixed in inner position (P1), or 

frame with pipe rack obstacle fixed in centre position (P2). Test no. 14 included two obstacles: the 

pipe rack in inner position (P1) and the bottle basket in outer position (B3), partly blocking the venting 

through the door opening. Tests 71 and 72 explored the effect of significantly higher levels of 

congestion (HC) for lean hydrogen-air mixtures (12 and 15 vol.%). The initial conditions for the 

flammable mixture were either initially quiescent and homogeneous mixture (Q), or stratified mixture 

generated by a vertical jet (SJ) or a vertical diffusive release (SD). 

Tab. 1 includes the following parameters measured in the vented deflagration experiments: 

 the maximum reduced explosion pressure Pmax, 

 the average maximum reduced explosion pressure Pm, 

 the average maximum rate of pressure rise (dP/dt)m, 

 the average pressure impulse Im, 

 the average maximum deflection Dm, 

 the average permanent deformation Dp. 

Skjold (2018ab) describes the data analysis and includes data for additional parameters, including the 

pressures measured by the external blast gauges, the time tstat when the venting devices started to 

open, and the time it took the vent panels to open 45, 90 and 180 degrees. 
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Tab. 1. Results from 30 of the 66 experiments in 20-foot ISO containers. 

Test CH2 

(vol.%) 

Av 

(m2) 
Vent Ign. Obst. Flow 

Pmax 

(bar) 

Pm 

(bar) 

Dm 

(m) 

Dp 

(m) 

(dP/dt)m  

(bar s-1) 

Im 

(bar ms) 

70* 12 ~0 S bu FO Q 0.36 0.34 0.19 0.065 1.0 397 

24 21 4.0 O fc P2 Q 0.14 0.12 0.07 0.003 4.4 5.1 

29 24 4.0 O fc P2 Q 0.22 0.22 0.17 0.069 12 15 

9* 24 5.56 C bc B1 Q 1.42 1.30 — — 46 48 

14* 21 5.56 D bc P1B3 Q 0.85 0.79 0.29 0.103 46 19 

71 12 6.0 P fc HC Q 0.12 0.11 0.05 0.002 1.3 11 

72* 15 6.0 P fc HC Q 0.54 0.46 0.36 0.278 25 14 

22 21 6.0 O fc P2 Q 0.12 0.11 0.07 0.012 5.2 3.9 

23 24 6.0 O fc P2 Q 0.17 0.15 0.09 0.026 7.8 4.4 

27 21 6.0 P fc P2 Q 0.25 0.23 0.16 0.042 8.1 9.0 

31 21 6.0 P fc P2 Q 0.25 0.22 0.15 0.016 6.7 8.2 

28* 24 6.0 P fc P2 Q 0.45 0.31 0.17 0.081 12 8.6 

17 21 8.0 O fc P2 Q 0.12 0.11 0.06 0.006 4.8 3.8 

19 24 8.0 O fc P2 Q 0.13 0.12 0.06 0.014 6.1 4.1 

34* 42 8.0 O fc P2 Q 0.53 0.42 — — 15 32 

18 21 8.0 P fc P2 Q 0.23 0.21 0.16 0.040 8.5 7.6 

30 21 8.0 P fc P2 Q 0.21 0.18 — — 6.2 7.1 

20* 24 8.0 P fc P2 Q 0.31 0.29 0.17 0.083 11 8.9 

69* 42 8.0 P fc P2 Q 0.68 0.58 0.59 0.476 32 13 

65 15 6.0 P bu FO SJ 0.16 0.16 0.10 0.000 3.9 6.7 

55 18 6.0 P bu FO SJ 0.16 0.15 0.09 0.009 3.5 6.6 

57* 21 6.0 P bu FO SJ 0.33 0.26 0.18 0.042 11 7.9 

59 21 6.0 P bu FO SJ 0.34 0.26 0.17 0.030 9.6 8.0 

64 15 6.0 P bu FO SD 0.16 0.15 0.09 0.000 3.7 6.8 

56 18 6.0 P bu FO SD 0.16 0.15 0.09 0.008 3.5 6.8 

44* 21 6.0 P bu FO SD 0.41 0.32 0.16 0.071 14 8.6 

62 15 6.0 P bu P2 SJ 0.16 0.14 0.07 0.009 3.0 6.7 

50 18 6.0 P bu P2 SJ 0.19 0.18 0.12 0.006 5.5 7.0 

60* 21 6.0 P bu P2 SJ 0.36 0.28 0.19 0.064 10 10 

61* 21 6.0 P bu P2 SJ 0.61 0.43 0.38 0.263 17 12 

Fig. 5, Fig. 6 and Fig. 7 compare the maximum explosion pressures measured inside the container for 

the 30 vented deflagration tests summarised in Tab. 1 and model predictions according to EN 14994 

(2007), NFPA 68 (2018) and the UWAR model (Sinha & Wen, 2019), respectively. The last numbers 

in the legends indicate the vent area in square metres. Both container doors fully open represents a 

vent area of about 5.56 m2. 

The empirical correlations in EN 14994 are only applicable for empty enclosures and flammable 

atmospheres with gas explosion constant KG ≤ 550 bar m s-1, corresponding to the reactivity of 

hydrogen-air mixtures with concentrations in the range 22-28 vol.% hydrogen (Holtappels, 2006). 

The model predictions in Fig. 5 were obtained using published values for the maximum rate of 

pressure rise and the maximum explosion pressure from a 6-litre explosion vessel as input to the 

commercial software package WinVent 4.0. This approach implies significant uncertainty since flame 

wrinkling and other instabilities cause experimentally determined KG values to vary significantly with 

the volume and shape of the test vessel. Furthermore, since the correlations in EN 14994 assume a 

static opening pressure Pstat of 0.10 bar, the standard over-predicts the reduced explosion pressure for 

tests with low reactivity mixtures and vent openings covered by polyethylene film. 
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Fig. 5: Maximum explosion pressures for 30 vented deflagration tests in 20-foot containers (Skjold, 

2019) and predictions according to EN 14994 (2007) using KG values from Holtappels (2006). 

 

Fig. 6: Maximum explosion pressures for 30 vented deflagration tests in  

20-foot containers (Skjold, 2019) and predictions according to NFPA (2018). 

The model predictions by NFPA 68 and the model developed by UWAR in Figs. 6 and 7 incorporate 

the effect of internal congestion. This results in better agreement with experimental data, especially 

for the HC scenarios. Fig. 8 shows the geometry models for the three obstacle configurations from 

the CFD tool FLACS. Tab. 2 summarises the values used for the total external surface area Aobs in 

the predictions by NFPA 68, calculated by the FLACS utility program cofile (Version 2.1) for the 

geometry models in Fig. 8. The estimates by the UWAR model in Fig. 7 used a somewhat smaller 

surface area for the pipe rack (8.4 m2), since this model only include external surfaces in the flame 

path. The estimates for the HC scenarios used the value from Tab. 2 (i.e. 83.0 m2). 
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Fig. 7: Maximum explosion pressures for 30 vented deflagration tests in 20-foot containers 

(Skjold, 2019) and predictions according to the UWAR model (Sinha & Wen, 2019). 

 

Fig. 8: Geometry models from FLACS for a) the bottle basket obstacle, 

b) the pipe rack obstacle, and c) the high congestion (HC) geometry. 
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Tab. 2. Total external surface area for the obstacle configurations in Fig. 8. 

Obstacle Cylinders (m2) Boxes (m2) Total (m2) 

Bottle basket 18.1 4.9 23.0 

Pipe rack 4.8 9.6 14.4 

High congestion (HC) 4.4 3.9 83.0 

Unambiguous estimates for the relevant external surface area of obstacles, or any other parameter 

used for representing internal congestion, represent a significant source of uncertainty in the semi-

empirical correlations for the reduced explosions pressure in vented deflagrations. Other limitations 

include reliable prediction of the pressure impulse, as well as realistic representation of the effect of 

the static opening pressure Pstat of the explosion venting device on the reduced explosion pressure 

Pred. The latter is particularly important for weak enclosures, such as buildings, ships and containers, 

where even the loading resulting from the opening pressure of a commercial vent panel (typically 0.1 

bar) may result in permanent deformation. The UWAR model has not been validated for hydrogen 

concentrations exceeding about 25 vol.% in air, and there is significant uncertainty in the estimates 

for concentrations exceeding this value in Fig. 7. 

Fig. 9 shows examples of empirical pressure-impulse (P-I) diagrams for 20-foot shipping containers, 

where the damage criteria, i.e. the P-I curves, are based on specific levels of permanent deformation, 

as well as whether the containers were damaged beyond repair (Skjold et al., 2019a). The plot on the 

left resembles a classical P-I diagram for ideal blast waves (Friedlander, 1946; Krauthammer, 2008; 

Dewey, 2010), while the plot on the right illustrates typical P-I curves that account for the effect of 

the finite rise time of the pressure loads (Baker et al., 1983). 

 

Fig. 9: Empirical pressure-impulse diagrams for 20-foot shipping containers. 

From the point of view of vented deflagrations, 20-foot ISO containers are relatively weak structures, 

and the structural response measurements reveal significant deflection of the container walls even for 

relatively modest pressure loads. Hence, the volume of the enclosures varied significantly during 

some of the tests, especially the more violent explosions. The vent panels opened simultaneously in 

most of the tests with commercial panels. The main structure of the container remained intact in all 

tests, except from test 9 where the hinges broke when the doors opened. One door bounced off the 

gravel on the side of the container, hit the hillside some 10 m above the ground, and landed about 30 

m from the container. This observation demonstrates the hazard posed by projectiles and highlights 

the importance of securing attached structural elements such as doors, louvre panels and ventilators. 

The experiments with 20-foot containers included measurements of external blast pressures (Skjold 

et al., 2017c; Skjold, 2018b). 
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The container doors do not represent proper explosion venting devices according to the European 

standard (EN 14797, 2006). The containers walls ruptured in some of the tests that produced high 

overpressures, e.g. test #9 in Fig. 5-7. The smoothing frequency used for processing the experimental 

pressure-time curves influenced the results (Skjold, 2018ab; Skjold et al., 2019d), but primarily for 

the maximum rate of pressure rise. The finite rise time of the pressure loads and the high level of 

plasticity of the corrugated plates in the walls and roof complicate the analysis of the structural 

response (Baker et al., 1983). Furthermore, it was not straightforward to calculate unambiguous 

values for pressure impulse for tests with multiple pressure peaks. 

Fig. 5-7 illustrates that the maximum reduced explosion pressures increase consistently with 

increasing fuel concentration for all obstacle and vent configurations. This is reasonable since most 

tests involved lean mixtures, i.e. less than 30 vol.% hydrogen in air. Tests 34 (O) and 69 (P) with rich 

mixtures (42 vol.% hydrogen) were included to explore near worst-case conditions for a modest 

degree of congestion (P2). The maximum pressures increase more rapidly for tests with internal 

congestion, compared to the predictions by EN 14994 (2007). The results for tests 71 and 72 

demonstrate the strong effect that higher levels of congestion (HC) can have on the maximum reduced 

explosion pressure, even for a modest increase in concentration (from 12 to 15 vol.%) for lean 

hydrogen-air mixtures. Although no detonations were observed in any of the 66 tests, tests with more 

reactive mixtures in the HC geometry would likely have resulted in deflagration-to-detonation-

transition (DDT).  

Loss of containment of gaseous hydrogen in confined spaces will typically result in buoyant releases 

and stratified fuel-air clouds. The significantly higher overpressures obtained for stratified mixtures, 

compared to lean homogeneous mixtures with the same total mass of fuel, imply that models for 

vented hydrogen deflagrations should account for the effect of inhomogeneous fuel-air clouds. The 

second blind-prediction benchmark exercise in the HySEA project explored the predictive capabilities 

of consequence models for simulating vented deflagrations resulting from stratified hydrogen-air 

mixtures ignited to deflagration in 20-foot ISO containers (Skjold et al., 2018b; Skjold et al., 2019b). 

Although some of the results were encouraging, especially for the modelling of release and dispersion 

scenarios, there is significant room for improving the predictive capabilities of both model systems 

and modellers. For well-defined vented deflagration scenarios, the spread in the explosion pressures 

predicted by different CFD tools covered two orders of magnitude, and none of the predictions were 

within a factor two of the experimental values.  

Large-scale experiments by HFUT 

HFUT designed a test vessel with dimensions 12.0 m × 2.5 m × 2.5 m, i.e. approximately the same 

dimensions as a standard 40-foot ISO container (Rui et al., 2020). The walls of the enclosure were 

made from 25 mm steel plates, and 20 rectangular vent panels could be fitted on the roof. To 

accommodate tests with inhomogeneous mixtures, 20 nozzles located near the ceiling could be used 

for creating well-defined concentration gradients. The experimental setup allowed researchers to 

study the effect of the internal layout (obstructions), structural response, and the effect of mitigating 

measures. By July 2019, HFUT has completed 92 vented deflagration tests in the 40-foot enclosure: 

 47 tests vented through the opening at the end wall, covered by a thin plastic film 

 45 tests vented through openings in the roof, covered by a thin plastic film 

HFUT has also completed 24 vented tests in the 20-foot enclosure (half of the 40-foot enclosure):  

 12 tests vented through the opening at the end wall, covered by a thin plastic film  

 12 tests vented through openings in the roof, covered by a thin plastic film. 

Fig. 10 shows selected frames from a test in the 40-foot enclosure, vented through the opening at the 

end wall. The experimental matrix included variation in parameters such as hydrogen concentration, 

ignition locations, obstacles (tanks), and the number of vent openings on the roof. 
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Fig. 10: Vented deflagration test in the 40-foot enclosure. 

4. Advanced modelling – CFD and FE (WP3) 

This section summarises the research activities in WP3 of the HySEA project. 

UWAR (Rao & Wen, 2017ab; Rao & Wen, 2019bcd), in cooperation with HFUT (Wang & Wen, 

2017), developed the in-house CFD solver HyFOAM, based on the open-source solver OpenFOAM. 

HFUT developed and validated the CFD code ExplosionFOAM, also within the OpenFOAM 

framework (Wang & Wen, 2017). 

Gexcon (Lakshmipathy et al., 2017; Lakshmipathy et al., 2019; Lucas et al., 2019ab) developed the 

CFD solver FLACS™, including the special version FLACS-Hydrogen for simulating dispersion and 

explosion phenomena involving hydrogen. The two versions of FLACS-Hydrogen that were released 

during the project period for the HySEA project focused on validation of the Flacs-2 solver and did 

not include extensive changes to the model system. Lucas et al. (2019a) described the changes to the 

model system for the new CFD solver developed during the HySEA project (Flacs-3). Fig. 11 shows 

selected results for both solvers for two experiments with stratified mixtures. 

 

Fig. 11: Simulated and experimental pressure-time histories for tests 57 and 

59 with stratified mixtures and commercial vent panels (Lucas et al., 2019a). 

The new Flacs-3 solver includes several fundamental changes (Lucas et al., 2019a), including a new 

two-equation Reynolds-averaged Navier Stokes (RANS) turbulence model (the kskL model), a new 

correlation for turbulent burning velocity that includes the effect of the stretch-rate Markstein number, 

and a transport equation for flame folding. Gexcon and UWAR used the improved model system to 

simulate vented hydrogen deflagrations in larger enclosures. Fig. 11 shows the geometry model for a 

hypothetical warehouse (Lucas et al., 2019b). 
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In connection with the first HySEA blind-prediction study, Gexcon and IMPETUS (Atanga et al., 

2017; Atanga et al., 2019) developed a methodology for one-way coupling between the CFD solver 

FLACS and the Impetus Afea FE solver. The primary limitation of this approach is the inherent 

uncertainty in the prediction of the transient pressure loads on the walls of the enclosure during vented 

hydrogen deflagrations (Skjold et al., 2017b; Skjold et al., 2018; Skjold et al., 2019bc). 

 

Fig. 11: Hypothetical warehouse geometry (Lucas et al., 2019b). 

UWAR (Rao & Wen, 2017ab; Rao & Wen, 2019bcd) implemented several model improvements in 

HyFOAM during the HySEA project: 

 Flame wrinkling computed from an algebraic model or by solving a transport equation. 

 Lewis number effects for the turbulent burning velocity in lean hydrogen-air mixtures.  

 An analytical expression for estimating the effect of the Darrieus–Landau and thermo-diffusive 

instabilities on flame propagation in lean hydrogen-air mixtures. 

Rao & Wen (2018, 2019a) modelled the interaction between the pressure loads predicted by 

HyFOAM and the structural response of the container walls computed by fluid-structure interactions 

(FSI) for vented hydrogen deflagrations. To evaluate the dynamic displacement of the container walls 

based on the peak overpressure inside the container, a single degree of freedom model approximated 

the structural response observed in the experiments. 

5. Exploitation, dissemination and communication (WP4) 

This section summarises selected activities from WP4 of the HySEA project. 

The HySEA project included extensive activities related to dissemination and communication of 

results ‒ 33 of the 80 deliverables from the project addressed various aspects of dissemination. The 

project website (www.hysea.eu) includes a comprehensive list of various dissemination activities, 

including publications and newsletters. The members of the HySEA consortium made significant 

efforts to involve the international research community on hydrogen safety, including active 

interaction with the International Association for Hydrogen Safety (IA HySafe) and International 

Energy Agency (IEA) Hydrogen Task 37 on Hydrogen Safety. UNIPI and Gexcon organised two 

blind-prediction benchmark exercises during the project (Skjold et al., 2017b; Skjold et al., 2018; 

Skjold et al., 2019bc). Gexcon Software released an updated version of the CFD tool FLACS for 

hydrogen applications in 2017 (FLACS v10.7), and an updated beta version in 2018 (FLACS v10.8 

beta). Through the cooperation with UNIPI, IMPETUS and Gexcon, Fike explored innovative 

solutions for venting of hydrogen deflagrations in containers and smaller enclosures. UWAR released 

two versions of the HyFOAM software. HFUT used the network and competence acquired through 

the participation in the HySEA consortium to acquire research funding from the Chinese government. 
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The final dissemination workshop was organised in cooperation with the Fire and Blast Information 

Group (FABIG). Gexcon, UWAR and Air Liquide presented results from the HySEA project at the 

FABIG technical meetings ‘Developments in Fire & Explosion Engineering towards a Hydrogen 

Economy’ in Aberdeen on Wednesday 26 September and in London on Thursday 27 September 2018. 

The ultimate goal of the HySEA project was to provide recommendations for a harmonised 

international standard on vented hydrogen deflagrations, and thereby support safe and widespread 

introduction of hydrogen as an energy carrier in industry and society. The call explicitly mentioned 

the European standard EN 14994 (2007) on “Gas explosion venting protective systems”. To this end, 

UWAR and Gexcon communicated relevant results to the European Committee for Standardization 

(CEN) Technical Committee 305 (TC305) Working Group 3 (WG3) ad-hoc group on gas explosions. 

6. Project management (WP5) 

This section summarises selected activities in WP5 of the HySEA project. 

Gexcon organised the kick-off meeting for the HySEA project in Bergen on 14-16 September 2015. 

The subsequent progress and advisory board meetings were organised by FIKE (Herentals, February 

2016), Gexcon (Bergen, September 2016), UNIPI (Pisa, February 2017), Gexcon (Bergen, September 

2017), Air Liquide (Paris, April 2018), HFUT (Hefei, July 2018), and finally by Gexcon (London, 

September 2018). Gexcon presented results from the HySEA project at the FCH 2 JU Programme 

Review Days in Brussels in 2016, 2017 and 2018. 

7. Impact 

The ultimate goal of the HySEA project was to deliver amendments on vented hydrogen deflagrations 

to the European standard EN 14994 “Gas explosion venting protective systems” and the American 

standard NFPA 68 “Standard on explosion protection by deflagration venting”, as well as a potential 

new international standard on “Hydrogen explosion venting mitigation systems” from the 

International Organization for Standardization (ISO). The relevant results from the HySEA project 

were not available in time to be considered for the latest revision of NFPA 68 (2018). Furthermore, 

there was no initiative within ISO for a common international standard on vented deflagrations. 

Hence, the efforts towards RCS focused on EN 14994 (2007). As a result of the constructive dialogue 

and exchange of information between members of the HySEA consortium and the ad-hoc group on 

gas explosions in CEN TC305 WG3, a version of the semi-empirical model developed by UWAR 

will likely be included as an appendix to the next revised version of EN 14994. As such, the HySEA 

project achieved its primary objective, at least to the extent that members of the HySEA consortium 

could influence the internal processes of the relevant standardising committee during the project 

period. 

The HySEA project resulted in a hierarchy of predictive tools for the safe design of venting devices 

for hydrogen deflagrations. UWAR developed a semi-empirical model for vented hydrogen 

deflagrations (Sinha & Wen, 2019ab), and UWAR with support from HFUT developed an improved 

version of the CFD solver HyFOAM (Rao & Wen, 2019abcd), Gexcon developed an improved 

version of the commercially available software product FLACS (Atanga et al., 2019; Lakshmipathy 

et al., 2019; Lucas et al., 2019ab), and IMPETUS validated the commercially available Impetus Afea 

FE solver for structural response calculations in connection with hydrogen explosions in enclosures 

(Atanga et al., 2019; Pini et al., 2019; Skjold et al., 2019c). Although the research activities in the 

HySEA project resulted in improved models and model systems, it is necessary to improve the 

predictive capabilities of consequence models for vented hydrogen deflagrations further. In particular, 

there is a need for empirical and semi-empirical models that can predict both the maximum pressure 

and the impulse of vented hydrogen deflagrations, and at the same time account for the effect of 

internal congestion and the opening pressure of commercial vent panels. 
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The experimental data generated in the HySEA project will be of value to end-users, as well as 

modellers from industry and academia. Several modellers and research groups participated in the 

blind-prediction benchmark studies organised during the project (Skjold et al., 2019bc), and the 

results from the vented deflagration experiments have been published extensively (Carcassi et al., 

2018; Pini et al., 2019; Schiavetti et al., 2019; Skjold, 2019; Skjold et al., 2019abcd). The outcome 

of the blind-prediction studies is likely to increase the awareness amongst developers and users of 

consequence models for vented deflagrations concerning the inherent limitation and uncertainty of 

the model predictions. In a longer perspective it is foreseen that this awareness will result in model 

improvements, including more user-friendly interfaces, as well as updated documentation and 

guidelines, and possibly some kind of certification or approval of users of advanced model systems. 

In principle, it should be possible to complement the experimental results from the HySEA project 

with data from CFD and FE simulations of vented deflagrations (Atanga et al., 2019). However, the 

results from the two blind-prediction benchmark studies conducted as part of the HySEA project 

demonstrate that it is not straightforward to simulate vented hydrogen deflagrations in 20-foot 

shipping containers with internal congestion (Skjold et al., 2019ac). Combustion in stratified 

hydrogen-air mixtures and vented deflagrations in weak enclosures are inherently complex 

phenomena. The laminar burning velocity of hydrogen-air mixtures is significantly higher than for 

most conventional and alternative fuels (Astbury, 2008; Konnov et al., 2018), and various 

hydrodynamic, thermo-diffusive and thermo-acoustic instabilities may influence the flame (Clavin & 

Searby, 2016). To this end, it is necessary to further improve the predictive capabilities of advanced 

consequence models for vented hydrogen deflagrations. It is particularly important to improve the 

modelling of flame acceleration in highly congested geometries and to implement models that 

describe the opening of realistic explosion venting devices with sufficient accuracy. 

Safe design of container-based installations for hydrogen energy applications should consider the 

hazard of projectiles generated from vented deflagrations. As such, the experiments with 20-foot 

shipping containers on the HySEA project demonstrated that the container doors do not represent 

suitable explosion venting devices (Skjold et al., 2017c; Skjold et al., 2019d). Properly installed and 

certified explosion venting devices shall not represent a hazard (EN 14797, 2006), but it may be 

necessary to secure structural elements such as louvre panels and fans for natural or forced ventilation. 

The experiments performed as part of the HySEA project did not result in any DDT events. 

Nevertheless, the possibility of DDT and detonation should be accounted for in risk assessments for 

systems with significant inventory of hydrogen and high degree of congestion. In general, it can be 

difficult to rule out the possibility of detonations for large flammable clouds with more than 18-20 

vol.% hydrogen in air if the initial and boundary conditions support significant flame acceleration. 

The results from the two HC scenarios in Fig. 5-7 demonstrate the extreme effect internal congestion 

can have on vented hydrogen deflagrations. In summary, it is not straightforward to eliminate the 

possibility of DDT for industrial hydrogen systems that include high levels of congestion inside the 

enclosure, especially in the event of high-pressure releases impinging on congestion. 

The results from the blind-prediction benchmark exercises in the HySEA project (Skjold et al., 

2019bc) demonstrated severe limitations in the predictive capabilities of current state-of-the-art 

consequence models for vented hydrogen deflagrations. At the same time, modern hydrogen energy 

applications represent emerging technologies where there are limited statistical data to support the 

estimation of event frequencies. In light of the increasing awareness of the importance of reflecting 

knowledge and lack of knowledge in the understanding, assessment and management of risk (Aven 

& Kristensen, 2019), the inherent uncertainty in risk assessments for hydrogen systems should be 

reflected in a conservative approach to both the location and the design/layout of new installations. 

In this context it is important to keep in mind that the criteria for tolerable or acceptable risk for 

hydrogen systems located in populated areas is typically two orders of magnitude lower than for 

industrial facilities (Paté-Cornell, 1994). As such, robust, or resilient, design based on a credible 

worst-case approach should be considered as an alternative to the classical probabilistic approach. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

99



 

 

The HySEA project demonstrated that explosion protection by venting can be a valuable addition to 

other means of risk reduction for hydrogen installations, such as natural ventilation, forced 

ventilation, gas detection and inerting. Projectiles represent a significant hazard, but adequately 

designed venting devices can prevent rupture and fragmentation of containers, even for strong 

hydrogen deflagrations. For a given mass of hydrogen, stratified mixtures result in significantly 

higher pressures, compared to lean homogeneous mixtures. Although it is not straightforward to 

predict the maximum reduced explosion pressures in vented hydrogen deflagrations, a total vent area 

of 8 m2 on the roof have been shown to give reasonable protection of 20-foot ISO containers with 

limited internal congestion, even for highly reactive mixtures (Skjold, 2019; Skjold et al., 2019ad). 

To this end, the results from the HySEA project have resulted in significant changes in the approach 

to explosion protection in relevant industries. 
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Abstract

Former studies of flame acceleration (FA) and deflagration-to-detonation transition (DDT) in a par-

tially obstructed channel using a blockage ratio of 60% and a spacing of 300mm showed that addition

of CO to H2-air mixtures can have significant impact on FA, DDT and resulting peak pressures. In

this study, the obstacle configuration of the channel is varied in order to further investigate the in-

fluence of CO on the flame dynamics. Blockage ratios are set to 30% and 60% while the spacing

between the obstacles is varied between 100 and 300 mm. The test rig is a small-scale 6 m long

channel and has a rectangular cross section. The fuel is varied from 100/0, 75/25 to 50/50 H2/CO.

The overall fuel content is varied from 15-40vol.-% in air. Flame speeds and dynamic pressures are

evaluated. Limits with regards to fuel and fuel content for DDT in homogenous H2-CO-air mixtures

are presented. Results extend the existing data on FA and DDT provided by Veser et al. (2002) and

can be used for validation of numerical frameworks.

Keywords: flame acceleration, DDT, H2-CO-air, obstructed channel

1 Introduction

As the need for green power supply is growing, fuel mixtures containing large amounts hydrogen (H2)

and carbon-monoxide (CO) commonly known as syngas might be used for green power generation

as they can be obtained from biomass, organic waste or steam reforming (Demirbas (2005)). The

use of syngas in combination with gas turbines allows for low emissions at a wider load flexibility,

which is needed to back up renewable power generation (Lieuwen et al. (2009)). However the storage

and use of syngas in large quantities poses a major risk for equipment and personnel due to its wide

flammability limits and low ignition energies. In a worst case scenario flame acceleration (FA) and

deflagration-to-detonation transitions (DDT) will lead to extensive damages (Kumar et al. (2000)).

Furthermore, syngas might be produced due to molten-core-concrete-interactions (MCCI) during the

ex-vessel phase in severe accident scenarios in nuclear power plants (Kumar et al. (2000)). As nu-

merical studies of the Fukushima-Daiichi accident by Gauntt et al. (2012) showed, large amounts of

H2 and CO were produced in Unit 1. Due to a failure of the containment seals, the mixture enters the

reactor building. By mixing with the ambient air, a stratified combustible mixture is formed. Ignition

of the mixture and subsequent FA can destroy the reactor building which is the last barrier between

the radioactive inventory and the environment.

Despite the variety of actual and future industrial applications and the severe consequences of FA and

DDT in combustible syngas-clouds, investigations of the flame dynamics in H2-CO-air mixtures are

rare (Kumar et al. (2000), Barfuss et al. (2019)). Veser et al. (2002) investigated FA and DDT of H2-

CO-air mixtures in a partially obstructed channel of 7.2 m length using a blockage ratio of BR = 30%

and a spacing of s = 100mm along the whole channel. The investigation focused on homogeneous,

lean mixtures at fuel contents of xF ≤ 15vol.-%. Veser found that mixtures of 50/50 H2/CO above

xF = 12.5vol.-% are subjected to flame acceleration reaching flames speeds above the speed of sound

of the products (fast flame regime). Due to the low fuel content no detonations were observed. It
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was concluded, that for fuel contents of xF > 13vol.-% the influence of CO addition on the terminal

flame speed is weak. Unfortunately, the pressure data available in the publication is limited to a case

of xF = 13vol.-%.

Experiments in a partially obstructed channel using a blockage ratio of 60% and a spacing of s =

300mm conducted by Heilbronn et al. (2019) showed, that CO addition might lead to an extended det-

onation regime. Detonations of H2/CO-fuels were observed at fuel contents between xF =20-35vol.-%.

The results showed that peak pressures of H2/CO-fuels in lean conditions are similar to those obtained

in pure H2. In case of fuel rich mixtures, H2/CO-fuels showed higher peak pressures and velocities.

In the present study three additional obstacle configuration are investigated in order to obtain more

detailed knowledge about FA and DDT in H2/CO-fuels. Combinations of BR = 30% and s = 300mm

as well as BR = 60% and s = 100mm are investigated. Fuel mixtures containing 100/0, 75/25 and

50/50 H2/CO are used. Fuel contents vary from 15-40vol.-% in air. The data obtained is used for

validation of numerical methods as well as for general predictions on detonations in H2/CO-fuels

(Barfuss et al., 2020).

2 Experimental Setup

2.1 Geometry

In order to investigate the influence of the obstacle configuration on FA and DDT, the modular de-

signed GraVent test rig is used. The test rigs consists of six standard segments and one optical seg-

ment. The explosion channel has a rectangular cross section of 60mm in height and 300mm in width.

The overall length of the channel is L = 6m. As indicated in fig. 1, the length of the obstructed

section is Lobs = 3.95m, yielding an unobstructed part at the rear end of the channel of 2.05m. The

channel is partially obstructed by obstacles of a blockage ratio of BR= 60% as well as of BR= 30%.

In both cases obstacles are mounted on the floor and the ceiling of the channel (see fig. 2). In case of

BR60 obstacles, the open area in the middle of the channel has a height of 24mm, in case of the BR30

obstacles the open area is 42mm. Both kinds of obstacles are 12mm thick. The spacing between the

obstacles is set to s = 100mm and s = 300mm. The first obstacle is mounted at a distance of 50mm

to the ignition plate. The configurations are termed BR60S100L, BR30S100L and BR30S300L as

listed in table 1.

ObstacleOptical segment Standard segment

L = 6m

Lobs = 3.95m

W = 300mm

s = 300mm

Lunobs = 2.05m

Fig. 1: Geometry of the GraVent test rig

2.2 Experimental Procedure

An external mixing unit is used in order to provide the fuel to the test rig. The fuel is mixed based on

the method of partial pressures. The fuel composition was validated by gas chromatography yielding

an accuracy of 0.5%. A two stage pressure reduction valve is used to ensure a steady flow of the fuel

gas into the test channel. Nozzles of 0.9mm diameter are mounted upstream of each fuel injection
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Table 1: Obstacle configurations of the test rig

Blockage ratio BR in % Spacing s in mm Obstructed part Lobs in m Abbreviation

60 100 3.95 BR60S100L

300 3.95 BR60S300L1

30 100 3.95 BR30S100L

300 3.95 BR30S300L

1 Results for this configuration are only mentioned briefly. A more detailed discussion can be found in Heilbronn et al.

(2019)

unit. Due to a pressure of 8bar in the fuel supply system, the critical flow condition in the nozzles

ensures a uniform fuel distribution along the explosion channel. The fuel is injected into the test rig

through 27 holes per section in the channel ceiling.

In order to prepare the channel for one shot, the channel is evacuated to a specific sub-atmospheric

pressure at first. By opening the fuel valves for a set injection time, the channel is filled with the

H2/CO-mixture until ambient pressure is reached. The inflowing gas is deflected at deflection plates

which are integrated in the obstacles in the obstructed part or which are mounted at the ceiling in the

unobstructed of the channel, as shown in fig. 2. At the unobstructed part of the channel the deflection

plates induce a BR of about 2%. Due to the deflection a stratified mixture is established after the

injection. Diffusion allows the fuel to distribute over the channel height, mixing with air present in

the channel. Since only homogenous mixtures are investigated, the diffusion time between the end of

injection and ignition is set to tD = 60s. Investigations at a model of the test rig used by Vollmer et al.

(2010) showed that a uniform fuel distribution can be achieved by setting this diffusion time. The fuel

content of the channel is measured based on the method of partial pressures by two static pressure

transducers of type SW A09 and WIKA S20. The mixture is ignited using a conventional spark plug

centred at the end plate of the channel. The spark plug is operated for approximately 15ms. After

each shot, the channel is flushed with air for 4min.

tD

H2/CO-Mixture

Air

Obstacle

Deflection plate

H = 60mm

Fig. 2: Injection mechanism

In order to track the flame trajectory, 36 photodiodes are located in the ceiling of the explosion channel

as indicated by the red dots in fig. 3. The UV-sensitive diodes are of type Hamamatsu S1366-18BQ

and are mounted slightly above the centreline. A quarz glass cover protects each photo diode from

the flame, yielding an 10◦ angle of view. Knowing the position and time of arrival at each diode,

the trajectory of the flame is obtained. The mean flame velocity uf between two diodes located at

positions x1 and x2 is evaluated from the time of arrival at each diode t1 and t2:
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uf

(

x2 − x1

2

)

=

∆x

∆t
=

x2 − x1

t2 − t1
(1)

The dynamic pressure is recorded by eight pressure transducers of type Kistler 601A as indicated

by the green squares in fig. 3. Seven transducers are mounted in the ceiling of the channel, one is

mounted at the end plate. The faces of the transducers are covered by a thin layer of silicone in order

to protect the transducers from thermal shocks. The pressure and photo diode signals are recorded by

a data logging system operated at a sample rate of 225kHz.

Pressure transducerPhoto diode

Spark plug

x

Fig. 3: Conventional measurement system

3 Results

In table 2 the desired fuel contents xF as well as the expansion ratios σ for fuel mixtures of 100/0,

75/25 and 50/50 H2/CO are listed. The expansion ratios for an adiabatic combustion are calculated

with Cantera (Goodwin et al. (2018)). The fuel content xF is given in vol.-% in air. The fuel injection

mechanism of the channel does not allow to set an exact fuel content. A variance of ∆xF =±0.5vol.-%
with regards to the desired fuel content is accepted. The data presented in the following section is

based on the average of at least three experiments per fuel and fuel content.

Table 2: Expansion ratios at the desired fuel contents

xF [vol.-%] 15 17.5 20 22.5 25 27.5 30 35 40

σ100/0 4.64 5.14 5.62 6.06 6.47 6.81 7.02 6.88 6.58

σ75/25 4.73 5.24 5.72 6.16 6.55 6.85 7.02 6.93 6.62

σ50/50 4.82 5.34 5.82 6.25 6.62 6.89 7.04 7.00 6.70

3.1 Relative terminal velocity

The relative terminal velocity ũterm is evaluated by averaging the velocity at the unobstructed part

of the channel for each experiment. The averaged velocity is normalized by the Chapman-Jouguet

velocity DCJ for the given fuel and fuel content calculated by the SD-Toolbox (Browne et al. (2008)).

The obtained relative terminal velocities are averaged regarding the fuel and desired fuel content.

The relative terminal velocities ũterm plotted against the fuel content for BR30S100L are shown in

fig. 4. Two regimes are identified. For ũterm≈ 1 flames are found in the detonation regime, while

flames at ũterm≈ 0.6 are found in the fast flame regime. For BR30S100L all fuels at a fuel content of

xF = 15vol.-% are found in the fast flames regime. If the fuel content is increased the 100/0 H2/CO

fuel transits to the detonation regime at xF = 17.5vol.-%, while fuels of 75/25 and 50/50 H2/CO are

still found in the fast flame regime. If the fuel content is further increased all fuels are found in the

detonation regime. As soon as the detonation regime is reached, ũterm is highgest for 100/0 H2/CO

with a slight decrease at the boundaries of the detonation regime at xF = 17.5 and 30vol.-%. In case

of 75/25 and 50/50 ũterm is lower than for 100/0 H2/CO. For xF ≤ 27.5vol.-% the highest terminal ve-

locities are found for 100/0 followed by 75/25 and 50/50 H2/CO. At a fuel content of xF ≥ 30vol.-%
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transition from the detonation to the fast flame regime is observed for 100/0, while 75/25 and 50/50

H2/CO-fuels remain in the detonation regime. For xF = 40vol.-% only 50/50 H2/CO-fuels are found

in the detonation regime. In this case ũterm is slightly below the unity.

The configuration BR30S100L is similar to the one used by Veser et al. (2002) with regard to blockage

ratio and spacing. As shown in fig. 4, ũterm for xF = 15vol.-% is similar for all fuels. This agrees well

with the findings of Veser et al. (2002). Both studies show similar velocities (u ≈ 1400ms−1) in the

obstructed part. The experiments conducted by Veser et al. (2002) did not feature an unobstructed

section. Terminal velocities were found to be at uterm ≈ 1150ms−1 for 100/0, uterm ≈ 900ms−1 for

75/25 and uterm ≈ 800ms−1 for 50/50 H2/CO. When leaving the obstructed part of the channel, the

velocities in the present study are decreasing, leading to lower terminal velocities, which are in order

of the speed of sound of the products.
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Fig. 4: Relative terminal velocity ũterm over fuel content xF for BR30S100L

The relative terminal velocities for BR30S300L are shown in fig. 5. Similar to BR30S100 the fast

flame and the detonation regime can be distinguished. For 100/0 H2/CO ũterm is found in the fast flame

regime at xF =15 vol.-%. The transition to the detonation regime is found at xF = 17.5vol.-%. In case

of 75/25 H2/CO the transition is less clear. For xF = 17.5vol.-% one out of four experiments is found

in the detonation regime. For xF = 20vol.-%, three out of four experiments reached the detonation

regime. For 50/50 H2/CO-fuels a clear transition is reached at a fuel content of xF = 22.5vol.-%. In

the detonation regime 100/0 H2/CO shows the highest relative terminal velocity with little variation

over the fuel content. The relative terminal velocities for 75/25 are found similar to the ones obtained

for 100/0 H2/CO. In contrast 50/50 H2/CO show lower relative terminal velocities in the detonation

regime. In case of fuel rich mixtures, the transition to a fast flame is found between 35vol.-% <xF <
40vol.-% for 100/0 and 75/25 H2/CO. For 50/50 H2/CO ũterm is still found in the detonation regime

for xF = 40vol.-% .
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Fig. 5: Relative terminal velocity ũterm over fuel content xF for BR30S300L

In fig. 6 the relative terminal velocities ũterm for the configuration BR60S100L are shown. Compared

to BR30S100L and BR30S300L, ũterm remains significantly smaller than the Chapman-Jouguet ve-

locities for the given mixtures. In case of BR60S100L, ũterm ranges from ũterm= 0.14 to 0.33. The

highest terminal velocity is found at a fuel content of xF = 25vol.-%. A distinctive influence of the

fuel as shown in fig. 4 and 5 is not displayed. When compared to the speed of sound of the products

aPr, the results show, that almost all experiments are found in the fast flame regime in the obstructed

part of the channel. In the unobstructed part the flame is found below aPr. Hence, the flame is de-

celerating when entering the unobstructed part. This might be linked to reflected waves from the end

plate. A similar behaviour was observed by Vollmer et al. (2011) at a similar obstacle configuration.
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Fig. 6: Relative terminal velocity ũterm over fuel content xF for BR60S100L

3.2 Dynamic pressure

Fig. 7 shows the maximum dynamic pressure pmax for the configuration BR30S100L. The aver-

age peak pressure for all investigated fuel contents is found at p̄max = 28.16bar for 100/0, p̄max =
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24.78bar for 75/25 and p̄max = 26.95bar for 50/50 H2/CO. The lowest dynamic pressure is found

at xF = 15vol.-% for 75/25 H2/CO. As the fuel content is increased the peak dynamic pressure in-

creases. When increasing the fuel content to xF = 17.5vol.-%, the peak pressure for 100/0 H2/CO

almost doubles, while the increase for 75/25 and 50/50 H2/CO is small. For 75/25 and 50/50 a similar

behaviour is obtained when the fuel content is increased to 20vol.-%. The sharp increase in pmax

matches well with the transition from fast flames to detonations as described in 3.1. The peak pres-

sure further increases with increasing fuel content. The highest pressure is found at pmax= 49.46bar

at xF = 27.5vol.-% for 100/0 H2/CO. If the fuel content is further increased the peak pressure de-

creases. Again the transition from detonation to fast flames agress well with the decrease in the peak

pressure. While 75/25 and 50/50 H2/CO are still found in the detonation regime at xF = 35vol.-%,

100/0 H2/CO is in the fast flame regime. This results in a lower dynamic pressure for 100/0 when

compared to 75/25 and 50/50 H2/CO. For xF = 40vol.-% a similar behaviour is observed for 75/25

and 50/50 H2/CO.
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Fig. 7: Maximum dynamic pressure pmax over fuel content xF for BR30S100L

In fig. 8 the maximum dynamic pressure pmax for the configuration BR30S300L is plotted against

the fuel content xF . The average pressure is p̄max = 24.66bar for 100/0, p̄max = 24.17bar for 75/25

and p̄max = 25.10bar for 50/50 H2/CO slightly below the mean pressures obtained for BR30S100L.

The lowest pressure is obtained for 75/25 H2/CO at xF = 15vol.-% at pmax= 10.90bar. The peak

pressure increases as the fuel content is increased. A high increase is observed between xF = 15vol.-%
and xF = 17.5vol.-% for 100/0 and 75/25, which might be related to the transition from fast flames

to detonations in one of the experiments leading to a strong increase in peak pressure. A similar

behaviour is obtained at xF = 20vol.-% as the experiments with detonation increase the peak pressure.

Within the detonation regime an increase in fuel content leads to an continuous rise in peak pressure.

Compared to BR30S100L the increase in peak pressure is smaller. The highest peak pressure is found

at a fuel content of xF = 35vol.-% for 50/50 H2/CO. Although all fuels are found at the detonation

regime at xF = 35vol.-% (see fig. 5), the peak pressure for 75/25 and 50/50 H2/CO is increased

when compared to xF = 30vol.-%. A similar increase in pressure was observed at the configuration

BR60S300L at which a significant increase in dynamic pressure was obtained at xF = 35vol.-% for

50/50 H2/CO. In this case 50/50 H2/COwas the only fuel found at the detonation regime for xF =

35vol.-% (Heilbronn et al. (2019)), while for BR30S300L 75/25 H2/CO is found in the detonation

regime too.
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Fig. 8: Maximum dynamic pressure pmax over fuel content xF for BR30S300L

In fig. 9 the maximum dynamic pressure for the configuration BR60S100L is displayed. The average

pressure is p̄max = 10.17bar for 100/0, p̄max = 10.06bar for 75/25 and p̄max = 10.38bar for 50/50

H2/CO. The lowest peak pressure is found at xF = 15vol.-% for 100/0 H2/CO. When increasing

the fuel content a slight increase in the peak pressure is found. The maximum peak pressure is

obtained at xF = 25vol.-% for 75/25 H2/CO at pmax= 12.15bar. Although the flames are found in

the fast flame regime at short run-up distances, DDT was not observed in this configuration (see sec.

3.1). This might be related to the detonation cell width. Due to the high blockage ratio and the low

spacing, no detonations are obtained within the obstructed part of the channel. Hence the pressures

obtained at BR60S100L are mainly the result of FA and therefore lower compared to BR30S100L

and BR30S300L.
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Fig. 9: Maximum dynamic pressure pmax over fuel content xF for BR60S100L

3.3 Run-up distance

Since reaching the speed of sound of the isobaric combustion products apr is one of the critical condi-

tions for DDT, the run-up distance is a key parameter for safety applications (Ciccarelli & Dorofeev
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(2008)). Fig. 10 displays the run-up distance for the BR30S100L configuration. The mean run-up

distance is x̄apr = 1.00m for 100/0, x̄apr = 1.20m for 75/25 and x̄apr = 1.18m for 50/50 H2/CO. For

very lean mixtures of xF = 15-17.5vol.-% the run-up distance for 75/25 and 50/50 fuels is shorter than

for 100/0 H2/CO. This trend is reversed as soon as a fuel content of xF = 20vol.-% is reached. Within

the range of xF = 20-27.5vol.-% the run-up distances of 75/25 and 50/50 H2/CO are very similar and

about 0.4m longer than for 100/0 H2/CO. For fuel rich mixtures another behaviour is observed. While

for xF = 30-35vol.-% all fuels behave quite similar, the gap between the run-up distance increases at

40vol.-%. When compared to the results obtained by Veser et al. (2002), a shorter run-up distance is

obtained. While Veser found a run-up distance of xapr ≈ 1.5m for 100/0, 2m for 75/25 and 2.6m for

50/50 H2/CO the run-up distances for the GraVent configuration are shorter. This might be related to

a slightly different geometry. The tube used by Veser used orifice plates of BR= 30%. In contrast, the

obstacles in the GraVent configuration allow the flame to transit through the obstructed part through

the whole channel width.
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Fig. 10: Run-up distance xapr to speed of sound of the products aPr over fuel content xF for BR30S100L

The run-up distance for BR30S300L is shown in fig 11. The mean run-up distance is x̄apr = 1.42m for

100/0, x̄apr = 1.30m for 75/25 and x̄apr = 1.38m for 50/50 H2/CO. Similar to BR30S100L a shorter

run-up distance compared to 100/0 is found for xF = 15vol.-% for 75/25 and 50/50 H2/CO. The run-

up distance for 75/25 and 50/50 H2/COincreases significantly if the fuel content is increased to xF =

17.5vol.-%. For 100/0 H2/COthe run-up distance in a range of xF = 15-30vol.-% show only very little

variation. A similar trend can be observed for 75/25 and 50/50 in an range of xF = 22.5-27.5vol.-%.

In the fuel rich range of xF = 30-35vol.-% an increase in the run-up distance is observed. This trend

is reversed when the fuel content is further increased to xF = 40vol.-%. In total the run-up distance

for BR30S300L is slightly longer than for BR30S100L, which might be related to less turbulence due

to fewer obstacles. The influence of the fuel is less clear.
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Fig. 11: Run-up distance xapr to speed of sound of the products aPr over fuel content xF for BR30S300L

Fig 12 displays the run-up distance for BR60S100L. The mean run-up distance is x̄apr = 0.80m for

100/0, x̄apr = 0.73m for 75/25 and x̄apr = 0.78m for 50/50 H2/CO. At xF = 15vol.-% the shortest

run-up distance is found for 100/0 H2/CO at xapr= 0.41m. When the fuel content is increased the

run-up distance for 100/0 increases to xapr= 0.90m at xF = 27.5vol.-%. In fuel rich mixtures xapr

slightly decreases before increasing sharply at xF = 40vol.-%. A similar trend is observed at 75/25

H2/CO. The slope of the run-up distance over the fuel content seems to be slightly shifted to higher

fuel contents as the local maximum of the run-up distance is observed at xF = 30vol.-%. In contrast

to 100/0 a short run-up distance is found at xF = 40vol.-%.
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Fig. 12: Run-up distance xapr to speed of sound of the products aPr over fuel content xF for BR60S100L

For 50/50 the slope of the run-up distance is different than for 100/0 and 75/25 H2/CO. A local min-

imum is observed at xF = 17.5vol.-%. If the fuel content is increased, a marginal increase in xapr is

observed. In the range between xF = 17.5-27.5vol.-%, 50/50 H2/CO-fuels have the shortest run-up

distances for the investigated fuels. A sharp increase is observed at xF = 30vol.-%. By further increas-

ing the fuel content, xapr decreases and is shorter than for 100/0 H2/CO at xF = 40vol.-%. Compared
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to BR30S100L and BR30S300L the run-up distances at BR60S100L are the shortest, due to the high

blockage ratio and the low spacing.

In general the trends of the run-up distance are different between the investigated fuels. This is true

especially for very lean mixtures of xF = 15-17.5vol.-% at which 75/25 and 50/50 show shorter run-

up distances than 100/0 H2/CO. This can not directly be explained by thermodynamic properties of

the mixtures. The Lewis-Numbers are well below unity for all investigated fuels at lean fuel con-

tents. Hence thermo-diffusive instabilities, which lead to a higher integral fuel consumption should

be present in all lean mixtures (Katzy et al., 2017). Furthermore, the total energy content as well as

the expansion ratios σ are similar for each fuel at a given fuel content (compare table 2). Hence,

the different behaviour might be linked to flow phenomena induced by the higher momentum of jets

passing through obstacles in CO containing fuels.

4 Conclusion and Outlook

Results of experimental studies on FA and DDT in homogenous H2-CO-air mixtures in a partially ob-

structed channel have been presented. Three different obstacle configurations have been investigated:

a low obstruction (30%) at a small (100mm) and large spacing (300mm), a high obstruction (60%)

at a small spacing in addition to the high obstruction and large spacing which was published in Heil-

bronn et al. (2019). Each obstacle configuration featured a 3.95m long obstructed and a 2.05m long

unobstructed section in a rectangular explosion channel. The fuel was varied between 100/0, 75/25

and 50/50 H2/CO. The fuel content was varied from xF =15-40vol.-% in air. The experiments were

analysed with regard to terminal velocity, peak pressure and run-up distance to the speed of sound of

the products.

Whether detonations occur depends on the obstacle configuration, the fuel and the fuel content in air.

For high obstruction and small spacing, detonations are not observed. For a lower obstruction detona-

tions occur at slightly leaner conditions at 100/0 compared to 75/25 and 50/50 H2/CO. A similar trend

is observed at a less frequently obstructed geometry. A significant change in the detonation limits is

found in fuel rich mixtures. In low obstructed obstacle configurations fuels of 75/25 and 50/50 are

found in the detonation regime, while 100/0 H2/CO remain in the fast flame regime. This supports the

findings in Heilbronn et al. (2019), showing that H2/CO-fuels show a different behaviour than 100/0

H2/CO in fuel rich mixtures. In addition to Veser et al. (2002) it can be concluded that CO addition

can have an impact in fuel rich mixtures.

The highest peak pressures are found at a low obstruction and a small spacing. For rich fuel mixtures,

peak pressures of 75/25 and 50/50 H2/COin low obstructed configurations are higher than the ones

observed for the same fuel contents of 100/0 H2/CO, hence leading to a higher potential damage. On

average, peak pressures at low obstructions are slightly lower for a larger spacing. Since DDT was

not observed a high obstruction and a small spacing, the measured peak pressures are very similar for

all fuels and contents. Compared to a lower obstruction, the peak pressures are found to be lower.

The longest run-up distances to the speed of sound of the products were found at a low obstruction

and a large spacing. In this case, all fuels showed a similar run-up distance. For a smaller spacing,

run-up distances for 75/25 and 50/50 were slightly shorter than for 100/0 H2/CO. The shortest run-up

distances were found for a high obstruction and a small spacing. The influence of the CO-content

in the fuel on the run-up distance could not be identified by the measurement systems used for the

present study. Hence are more detailed investigation of the early stages of flame propagation using

shadowgraphy and OH-PLIF will be used in order to gain further insights.
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Abstract

After weak ignition, flame acceleration preconditions the fresh gas ahead of the flame front allow-

ing deflagration-to-detonation transition to occur. Mechanisms decreasing the acceleration, like local

flame quenching in the wake of obstacles along the flame path, potentially delay the onset of detona-

tion. Strong shear layers forming at the rear edge of obstacles isolate fresh gas pockets behind them,

limiting the integral heat release. In this study, the intensity of quenching is investigated in varying

geometrical configurations for H2-CO-air mixtures. Initially, the presence of local flame quenching is

shown in high fidelity simulations for a H2-air and a H2-CO-air mixture with 75/25 H2/CO. Secondly,

the impact of different quenching limit treatments in RANS based combustion models is investigated,

varying blockage ratio and obstacle spacing. Due to the non-linear scaling of turbulence with ge-

ometry dimensions, the impact of the geometry dimension on the necessity to consider quenching is

examined. The results indicate that quenching does not need to be considered in RANS based com-

bustion models for H2-CO-air flames in explosion scenarios. But since quenching does eventually

occur at an upper limit of turbulence intensity, the authors suggest the usage of limiting flame stretch

values in RANS based turbulent flame speed closure models from 1D flame simulations with detailed

chemistry.

Keywords: flame acceleration, flame quenching, H2-CO-air, obstructed channel

1 Introduction

The main components of technical syngas are hydrogen (H2) and carbon monoxide (CO). It is used

in the chemical industry and as carbon free fuel in the power generation sector. Independent of

the technology, highly reactive fuels pose the hazard of explosions if sudden ignition occurs. As a

worst case scenario, detonations might even be the consequence. In order to asses the risk of H2-

CO-air explosions, safety analysis tools based on computational fluid dynamics (CFD) with efficient

combustion modeling approaches are developed at various institutes (Velikorodny et al., 2015, Xiao

et al., 2017, Hasselberger, 2017).

After weak ignition, a self exciting feedback loop of the expanding flame generating flow and turbu-

lence ahead of the flame, which in reverse increases the fuel consumption rate, continuously acceler-

ates the flame. The flame acceleration (FA) preconditions the fresh gas until auto-ignition may lead to

deflagration-to-detonation transition (DDT). Due to the importance of preconditioning for the onset

of DDT, physical mechanisms decreasing the acceleration influence the probability of DDT. In realis-

tic accident scenarios the flame path is often partially obstructed by obstacles. Vortex shedding from

the obstacle edges will at first enhance turbulence and the burning rate. However, with increasing

velocity the intensive turbulent mixing can lead to partial flame extinction if the smallest eddies are

capable to perturb the flame’s reaction zone (Poinsot and Veynante, 2005, Ciccarelli and Dorofeev,

2008).

Flame quenching occurring in fast flames has already been discussed in other studies with regard to

varying fuels (Dorofeev et al., 2001). It was mentioned that the flame is more pronounced to local

quenching in fuels with a positive Markstein number (Mab > 0). Fuels with a negative Markstein

number like H2 or H2-CO are less susceptible to quenching. Flame stretch resulting from turbulent
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structures decreases the flame thickness and enhances local gradients. Fuels with Lewis numbers less

than unity, e.g. H2-CO, are less susceptible to extinction due to their strong diffusion of fuel (Poinsot

and Veynante, 2005).

In this study, direct numerical simulations demonstrate the presence of local flame quenching in the

wake of obstacles for H2-air and H2-CO-air mixtures. More importantly for safety analysis CFD

codes, the question arises whether flame quenching has to be considered in combustion modeling on

the coarser meshes typically used. The impact of different quenching formulations on the H2-CO-

air flame trajectory is therefore established by means of a RANS based CFD solver (Barfuss et al.,

2019). Varying obstacle configurations in a rectangular explosion channel are investigated. The run-

up distance to the speed of sound in the combustion products is used for comparison. Finally, a generic

scale-up by a factor ten of the previously investigated explosion channel is simulated in order to asses

the necessity to consider quenching in combustion modeling approaches for large-scale geometries.

2 Quenching during flame acceleration

The flow velocities associated with fast flames are high in comparison with typical internal flows in

technical applications. Hence, obstacles in the flame path generate strong shear layers with vortex

shedding. The flame stretch by these vortices can eventually quench sections of the flame front

convected into the vortices. Thereby, the shear layer isolates fresh gas volumes behind obstacles from

the flame. Consequently, fresh gas will only be burned once the flame is convected into the fresh

gas pocket by vortices further downstream of the obstacle. As a results, overall FA drops due to the

limited increase of the integral heat release. If subsequent DDT occurs, flame quenching can delay

the onset of detonation.

In the fast flame regime the flame speed reaches up to the speed of sound in the combustion products

apr. It is within the same range for 100/0 vol.-% (apr = 904.12m/s) and 75/25 vol.-%

(apr = 881.78m/s) H2/CO fuels at 22.5 vol.-% fuel in air. Hence independent of the fuel compo-

sition, the high velocity gradients behind obstacles result in noticeable flame stretch. Key parameter

is the limit of flame stretch the flame can endure before it extinguishes. In the following, the presence

of partial flame quenching as a consequence of flame stretch is presented for H2-CO-air flames in

obstructed channels.

2.1 DNS simulation of H2-CO-air mixtures

2.1.1 Solver

A 2D direct numerical simulation (DNS) of the H2-CO-air mixture has been set up based on the

rhoReactingFoam solver of the C++ CFD library package OpenFOAM v7. The unsteady compressible

Navier-Stokes equations are solved on the unstructured mesh topology of OpenFOAM. Since this

study focuses on the early stage of FA, the robust PIMPLE algorithm is used for pressure-velocity

coupling. Spatial discretization is second order accurate for advection and diffusion terms. Time

integration is realized with a first order implicit Euler scheme. Adjustable time stepping with an

acoustic Courant number of Coac = 0.1 is used. In order to show local flame extinction, detailed

chemistry is computed with the reaction mechanism of Li et al. (2015). The varying species diffusion

in H2-CO-air mixtures is accounted for with individual Schmidt numbers Sck for each specie k. The

Schmidt numbers are provided in table 1.

2.1.2 Computational domain and case setup

Figure 1 displays the 2D computational domain with a uniform mesh resolution of

∆xcell = 0.04mm. The domain has a length of 500 mm and half-channel height of 30 mm. Obsta-

cles block 60 % of the cross-section and are installed with a spacing of 50 mm. The flame front is

resolved with at least 10 cells at all times. Comparison of DNS simulations of an obstructed full-
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channel and half-channel by Gamezo et al. (2007a) showed almost same results, justifying the use of

symmetry. The boundaries are adiabatic, no-slip walls and symmetry at the center plane. The initial

conditions are 293 K and 1.013 bar.

Table 1: Schmidt numbers of individual species.

k N2 H H2 O O2 OH

Sck 0.7427 0.1318 0.2021 0.4924 0.7866 0.5019

k H2O HO2 H2O2 HCO CO CO2

Sck 0.7075 0.7718 0.7772 1.0178 0.7698 1.0161

The flame is initiated as a circle of burned gas with a 7.5 mm radius. In order to achieve quick

acceleration, additional energy is superposed onto the volume of burned gas. The energy is equivalent

to a 2 mm thin domain over the half-channel height, which has been compressed to 3.5 bar by an

according pressure wave. The case is set up following the DNS investigation of Gamezo et al. (2007a)

at a similar geometrical scale. The simulations have been carried out for 22.5 vol.-% of fuel in air.

Fuel compositions of 100 vol.-% H2 and 75/25 vol.-% H2 /CO in the fuel have been investigated.
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Fig. 1: Schematic of 2D computational domain.

2.1.3 Simulation results

Despite turbulence being a 3D phenomenon, 2D DNS simulations of vortex-flame interaction can be

carried out with sufficient accuracy, because flame turbulence interaction primarily experiences tube-

shaped turbulent structures (Poinsot and Veynante, 2005). Gamezo et al. (2007b) reported only minor

differences between 2D and 3D simulation results of accelerating H2-air flames.

Figure 2 shows a sequence of images obtained in 100 vol.-% H2 fuel. Additional to the temperature

contour, the images show a blue iso-surface of regions in which flow strain reaches values above

the calculated extinction flame stretch. The limiting values have been evaluated from 1D counter-

flow flames in Cantera using the reaction mechanism of Davis et al. (2005) (Goodwin et al., 2018).

The applied method to determine the extinction limit has been presented by Barfuss et al. (2019).

Increasing pressures have been considered in the 1D simulation and hence, the iso-surface bounds

have been adjusted according to the local pressure in the simulation.

The formation of vortices shedding from the front and back edge of the obstacle can be identified

in image 1 of figure 2. While the frontal vortex causes a fresh gas pocket in the flame front in the

second image, the rear vortex in image 4 shows the potential to extinguish the flame. Sections of the

flame are separated from the bulk flame in the vortex. The flame is extensively stretched inside the

vortex and strain rates exceed the limit values of 550000 1/s. The heat release at the flame tip close

to the vortex center is efficiently reduced. This results in fresh gas islands passing the continuous

flame surface without being consumed directly. Similar behavior has been reported by Gamezo et al.

(2007b). In image 4, a large flame tip reaches from the right end of the image backward into the
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fresh gas pocket behind the obstacle. Compared to the flame in smaller vortices, this flame tip does

not exhibit limiting flame stretch values. The flame tip velocity at the obstacle located at 250 mm is

372 m/s in the laboratory reference frame. The results indicate that limiting strain rates begin to occur

at flame tip velocities of around 300 m/s.

x H
2
,f
=

1
0
0
%

250 mm

1 3

42

Fig. 2: DNS simulation of 22.5 vol.-% fuel-air mixture including iso-surface (blue) of extinction flame

stretch determined from 1D simulations (100/0 H2/CO fuel).

In comparison to 100 vol.-% H2, the 75/25 vol.-% H2/CO fuel mixture reaches a lower flame tip

velocity of 306 m/s at the obstacle location of 250 mm. Figure 3 shows equally intense iso-surface

regions at almost the same limiting strain rate of 540000 1/s. The increased density of the gas mixture

results in higher momentum. Due to the higher momentum, H2-CO-air flames appear to be susceptible

to partial flame extinction at lower flame tip velocities. As the image sequence indicates, vortices

shedding at the back edge of the obstacle persist for a much longer distance than those from pure

H2 fuel. The vortices stretch the flame with increasing strain rates along the image sequence. This

leads to partial flame extinction at the flame tip reducing the overall heat release. The combination

of quenching and vortex shedding of the shear layer efficiently prevents the flame from entering the

fresh gas pocket behind the obstacle. Even the flame in the second vortex of image 4 located further

downstream is separated from the bulk. This flame section also exhibits limiting flame stretch rates,

but does reach further into the fresh gas behind the obstacle than the upstream flame vortex.

It should be mentioned that not the entire spectrum of turbulent eddies can perturb the flame’s reaction

zone. The smallest eddies at the Kolmogorov scale dissipate too fast (Meneveau and Poinsot, 1991).

Therefore, required flame stretch in the transient flow leading to flame extinction has to be even

higher than determined from 1D counter-flow flame simulations with detailed chemistry. Therefore,

exceeding the calculated stretch limit is not sufficient to consider a flame extinguished. But decreased

reactivity allowing for unburned gas pockets to imping the flame surface and partial flame extinction

can be observed in the 2D DNS simulations nonetheless.
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It can be concluded that partial flame quenching exists for accelerating H2-CO-air flames in obstructed

channels. But the percentage of quenched flame surface is relatively small at flame tip velocities

around 300 m/s. This percentage is assumed to increase with rising flow velocities at subsequent

obstacles. The isolation of a fresh gas pocket by the shear layer cannot be contributed to quenching

alone. CO containing fuels are more prone to partial flame extinction due to the increased momentum

in equally fast flows. Thus, the quenching impact in RANS based modeling approaches is investigated

only for a 75/25 vol.-% H2/CO fuel composition.

x H
2
,f
=

7
5
%

250 mm 300 mm

1 3

42

Fig. 3: DNS simulation of 22.5 vol.-% fuel-air mixture including iso-surface (blue) of extinction flame

stretch determined from 1D simulations (75/25 H2/CO fuel).

2.2 Impact of flame quenching in a RANS based combustion modeling approach

In order to investigate the impact of quenching on the flame acceleration in RANS based CFD sim-

ulations of explosions, a previously presented CFD solver based on the OpenFOAM framework is

used (Barfuss et al., 2019). It solves the unsteady compressible Navier-Stokes equations on a density-

based solver architecture. Turbulence is considered by the well-established k-ω SST turbulence model

with wall functions as boundary conditions (Menter, 1994). Advection terms are computed with the

Harten-Lax-van Leer contact (HLLC) scheme, an approximate Riemann solver (Toro et al., 1994).

Adaptive mesh refinement in the vicinity of flames and pressure waves as well as in regions of high

turbulence production is applied. Eulerian time integration scheme with adjustable time stepping

based on an acoustic Courant number of Coac = 0.3 is used. Flame propagation is considered in the

transport equation of the reaction progress variable c. The equation’s source term is the maximum

value out of a deflagration term and detonation term. The detonation source term accounting for

auto-ignition is not further explained here. A description can be found in the work of Hasselberger

(2017).
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Equation 1 describes the deflagration source term, which is modified from the ’turbulent flame speed

closure’ (TFC) model of Zimont (2000). According to Damköhler’s ansatz, turbulent flame speed St is

the product of flame wrinkling factor Ξ and the laminar flame speed SL. The expansion of the burned

gas is accounted for by the density of unburned gas ρu. The equation introduces flame quenching with

the quenching factor G, which ranges from 0 to 1.

ω̇def = ρuG ΞSL
︸︷︷︸

=St

∣
∣
∣
∣

∂c

∂xi

∣
∣
∣
∣

(1)

The quenching factor in equation 2 is derived from the log-normal distribution of the turbulent dissipa-

tion rate ε (Zimont et al., 1998). The standard deviation σ of the log-normal distribution is calculated

from the ratio of integral and Kolmogorov length scale σ = 0.26ln(lt/lη). Once the critical dissi-

pation rate εcr is reached, the error function in equation 2 starts to decrease noticeably. Equation 3

estimates the critical dissipation rate from the kinematic viscosity ν and the critical velocity gradient

gcr. gcr resembles the flow strain equivalent to the flame stretch capable of extinguishing the flame.

G =
1

2
erfc

{

−

1
√

2σ

(

ln
(εcr

ε

))

+
σ

2

}

(2)

εcr = 15νg2
cr (3)

No best practice whether to consider quenching in RANS based H2-CO-air explosion simulations

has been established so far. Thus, different approaches of treating the critical velocity gradient term

are applied to a variation of obstacle configurations at small scales. Additionally, a generic scale-up

of factor ten in respect of the cross-section is investigated to establish the impact of quenching in

larger-scale simulations as well.

Zimont (2000) derived the formulation in the first column of table 2 by dimensional analysis. The us-

age of the dimensional term might not be adequate for fuels with Lewis numbers less than unity (Bar-

fuss et al., 2019). As a second formulation for gcr, 1D counter-flow flame simulations have been

carried out in Cantera for varying fuel compositions, fuel-air mixtures and pressures. Obtained val-

ues are used as entries in an interpolation table providing gcr directly to the solver. The second

approach thereby resembles 1D flame simulations with detailed chemistry. Additionally, simulations

neglecting quenching entirely are carried out as a reference result (third column).

Table 2: Different formulation for the quenching modeling approach in Zimont’s TFC model.

Dimensional

term
Interpolation table

Quenching

neglected

Quenching

formulation gcr =
s2
L
a

gcr = f
(
yfuel,yH2,fuel,Tu, p

)
G = 1

2.2.1 Variation of small-scale obstacle configurations

The CFD solver is applied to DDT experiments in the GraVent test rig, in which homogeneous

H2-CO-air mixtures have been investigated experimentally (Heilbronn et al., 2019, 2020). The test

rig is a 6 m long rectangular explosion channel at a width of 300 mm and a height of 60 mm. The first

3.95 m are partially obstructed with obstacles of varying blockage ratio (30 % or 60 %) and obstacle

spacing (100 mm or 300 mm). The first obstacle is installed at 50 mm. Conventional measurement

techniques (photo diodes) are used to evaluate flame trajectory data. The abbreviation BRxxSxxxL,

filled accordingly with blockage ratio (BR) and spacing (S) for the place holder x, characterizes the

obstacle configuration. The investigated gas mixture contains 22.5 vol.-% fuel in air with a fuel com-

position of 75 vol.-% H2 in fuel.
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Independent whether the flame undergoes DDT or remains in the chocked flame regime, the flame

accelerates to the maximum velocity possible in a deflagrative combustion, i.e. Chapman-Jouguet

condition behind the flame. The flame tip velocity in this state is close to the speed of sound in the

combustion products apr (Lee, 2008). The run-up distance to the speed of sound in the products xapr

is characteristic for the flame acceleration phase (Ciccarelli and Dorofeev, 2008). It also represents

the intensity of acceleration and, hence, gives an idea of the DDT probability. If the distance is

shorter, waves are emitted from the flame at a higher rate and stronger accumulated pressure waves

evolve leading to an earlier onset of detonation. While flame trajectory results have been reported

previously for the GraVent test rig (Barfuss et al., 2019), here, the influence of varying blockage

ratios and spacings shall be easily apparent. Therefore, the characteristic xapr is used for comparison

of numerical and experimental results.

In table 3 the run-up distances of the different quenching limit treatments are listed together with

experimental findings from the GraVent experiments. Additionally, a relative deviation of the two

approaches, dimensional term and interpolation table, is presented. The deviation is normalized by

the the experimental value.

Table 3: Simulated run-up distances xapr of different strain limit treatments and experimental values

for 22.5 vol.-% fuel in air.

Test rig

configuration

Dimensional

term

Interpolation

table

Quenching

neglected

Rel. deviation

gcr,Dim −gcr,1D
Experiment

BR60S100L 1.012 0.9319 0.9297 10.73 % 0.7464

BR60S300L 1.133 0.9523 0.9523 17.82 % 1.0139

BR30S100L 1.252 1.2510 1,2510 0.08 % 1.3215

BR30S300L 1.280 1.3430 1.3700 4.62 % 1.3645

The experimental results in table 3 are averaged values of three repetitions with the same experimen-

tal setup (Heilbronn et al., 2020). All numerical results remain within the confidence range of the

experimental findings. The run-up distances obtained with the interpolation table approach and with

neglected quenching are almost identical for all obstacle configurations. This suggests that flame

stretch limits from 1D simulations are almost never reached. This is due to the much coarser grid in

the RANS based simulations in comparison to the DNS simulation of figure 3. In contrast, sufficient

strain exists for the smaller limit from the dimensional quenching term resulting in a generally fur-

ther downstream position to reach apr. As an exception, the flame tip velocity in the configuration

BR30S300L rises above apr in the jet passing an obstacle, but drops noticeable below apr during the ex-

pansion after the obstacle. Hence, a Chapman-Jouguet deflagration has not been reached sustainably

and further acceleration due to increasing heat release is still possible.

Results from varying quenching limit approaches differ most at large blockage ratios. Variation of

obstacle spacing has a smaller impact on the contribution of quenching in comparison to blockage

ratio variations. Since numerical results without quenching or with interpolation tables better match

the experiments, it is concluded, that flame quenching can be neglected in small scale geometries.

Due to the greater deviation from experiments, the evaluation of gcr with the dimensional term is not

considered suitable for accelerating H2-CO-air flames with a Lewis number less than unity. The ac-

celerating and, hence, stabilizing effects on a flame by a Lewis number less than unity are not captured

sufficiently by the variables of the dimensional approach (Poinsot and Veynante, 2005). In contrast

the interpolation table approach can be used, in order to maintain a threshold of maximum turbulence

intensity leading to quenching, which is almost never reached in the RANS based simulations inves-

tigated in this study. Application of efficiency functions correcting for the spectrum contributing to

flame stretch do not appear to be useful, because in general coarse meshes are used in safety analysis

investigations (Meneveau and Poinsot, 1991).
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2.2.2 Impact of geometry dimensions

Realistic accident scenarios often happen on much larger geometrical dimensions than the GraVent

test rig. The impact of quenching has to be investigated on medium-scale or large-scale geometries

also. Therefore, the GraVent configuration BR60S100L has been scaled-up by the factor ten in its

geometrical dimensions with respect to the cross section. The dimensional scale-up is denoted with

the abbreviation BR60S1000 in the following. The length of the channel is 9 m and the obstructed

section at 5.5 m. Hence, the number of obstacles reduces to 6. Simulations with the two quenching

limit treatments, the dimensional term approach and the interpolation table, have been conducted

with the same gas mixture of 22.5 vol.-% fuel in air (75/25 H2/CO). The initial mesh of the scale-up

consists of cubic cells with a cell size of ∆xcell = 40mm. This roughly relates to the initial mesh of

the small-scale GraVent investigation after adaptive mesh refinement is applied twice.

Table 4 presents the evaluated run-up distances xapr . In Case BR60S1000, both simulations expe-

rienced a subsequent DDT after reaching apr. Because there is no experimental verification in the

scale-up geometry, only the relative derivation can be discussed. The deviation is normalized here

with the run-up distance obtained from the interpolation table approach.

Table 4: Run-up distances xapr in the generic GraVent BR60S1000 scale-up.

Test rig configuration Dimensional term Interpolation table Relative deviation

BR60S100L 1.012 0.932 8.69 %

BR60S1000 4.055 4.005 1.25 %

The relative deviation is seven times smaller in the scale-up than in the original configuration. The

smaller deviation in comparison to the original GraVent experiment can be explained by the larger

averaged cell size relating to lower strain rates. Because turbulence does not scale linearly with the

geometrical dimension, it can be assumed that volumes of unburned gas behind obstacles isolated

by potential shear layers do not scale linearly either. According to this assumption, the impact of

quenching on the flame trajectory decreases in larger geometries. The smaller deviation between the

two stretch limit treatments in the scale-up is proof of that behavior. Strain rates from both modeling

approaches are not high enough to result in significant flame quenching here.

3 Conclusions

In this study, the presence of local flame extinction by flame stretch has been presented for H2-CO-air

mixtures undergoing flame acceleration to fast flames. DNS simulations have been carried out for

22.5 vol.-% H2 in air as well as for 75/25 vol.-% H2/CO in air. The simulation results show how

vortices, shedding from the obstacle edges, stretch the flame and separate sections of the flame from

the bulk flame. The strain rate grows in smaller vortices leading to strong stretching of the flame.

Locally the flame’s reactivity is reduced or it even extinguishes. Starting from flame tip velocities of

300 m/s, first vortices were observed, which efficiently quench the flame. With increasing velocities

the intensity of said vortices is assumed to grow. Furthermore, in CO containing fuels the momentum

of the jet passing the same obstacles is higher than in pure H2 fuels. The increased momentum allows

for equally strong strain as in H2 fuels at lower flame tip velocity. As a consequence, the observed

impingement depth of vortices shedding from the rear edge of the obstacle is larger in comparison to

pure H2 fuel. The effect of isolating a fresh gas in a pocket behind obstacles is therefore stronger in

CO containing fuel.

For the purpose of an application oriented modeling approach for safety analysis, three different

approaches for evaluating critical stretch rates are investigated in an RANS based compressible CFD

solver. The CFD solver has already been validated for subsequent FA and DDT of H2-CO-air mixtures

in one geometry configuration (Barfuss et al., 2019). A variation of obstacle spacing and blockage ra-

tio allows for a more general statement on the necessity to consider quenching in efficient combustion
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modeling approaches.

Simulated run-up distances to the speed of sound in the combustion products have been compared

with experiments. Simulations neglecting quenching show better agreement than simulations with

Zimont’s dimensional term for the flame stretch limit. While run-up distances of the different gcr

approaches significantly deviate in small-scale geometries with high blockage ratios, the differences

become irrelevant on medium to large-scale geometries. Therefore, the combustion phenomenon

of partial flame quenching does not need to be taken into account in TFC combustion models for

accelerating H2-CO-air flames in obstructed channels. Even though it can be neglected, the authors

suggest to still apply a quenching term to maintain an upper limit of turbulent intensity as DNS data

has shown general presence of partial quenching. A good practice for H2-CO-air flames appears to

be using strain rate limits of flame extinction from 1D counter-flow flame simulations with detailed

chemistry, which take the increasing pressure of transient flame acceleration into account.
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Abstract

Experiments are conducted in a smooth 10 × 10 mm square cross-section, 1-m long channel, closed at

the ignition end and open at the other end. Simultaneous two-direction schlieren visualization is used

to investigate the three-dimensional dynamics of transition to detonation for a stoichiometric H2-O2

mixture. Results show the existence of two distinct structures before detonation onset: (i) asymmetric,

composed of an oblique shock trailed by a flame, that runs preferentially along the wall, and seems

to get ignited inside the boundary layer developed by the precursor shock; (ii) symmetric, referred

to as strange wave in literature, propagating at the speed of sound in combustion products. The

combined effect of shock induced preheating and viscous heating near walls seem to be responsible

for the formation of the complex flame-shock interactions observed. Furthermore, simultaneous two-

direction optical access allows to map the exact location of detonation onset, showing that 78 % of

cases exploded in corners, highlighting the role of corner flows and boundary layers in transition to

detonation at this scale.

Keywords: DDT, narrow smooth channels, hydrogen safety, flow visualization, strange wave

1 Introduction

To comply with international agreements limiting CO2 emissions, different solutions have been pro-

posed to reduce the share of fossil fuels in electricity generation and transportation (Masson-Delmotte

et al., 2018). The increased used of renewable (e.g. wind, solar) requires efficient/lasting storage so-

lutions due to its intermittent nature. Among them battery banks or electrolyzers to produce hydrogen

(H2). H2 has the potential to be a key player in enabling a sustainable energy transition. Its widespread

use in transportation, for instance, poses risks due to leaks in refueling stations for vehicles (such as

the recent accident in Sandvika, Norway) or in fuel cell/battery enclosures that can lead to strong

explosions via deflagration-to-detonation transition (DDT). Note that the typical gaps in these com-

partments are of the order of millimeters, therefore understanding of DDT at this scale is needed to

mitigate the aforementioned hazards through improved, research-based design.

Towards that goal, in general, we focus on a canonical configuration, namely a 1-m long, optically

accessible, square cross-section channel (10 mm × 10 mm) to study all stages of DDT: from ignition,

flame propagation and acceleration, to transition to detonation. However, here, we are only interested

in characterizing the dynamics before and during detonation onset (i.e. formation of flame-shock

complexes) and revealing their three dimensional structure. Studying this stage is essential to under-

stand how to promote/mitigate DDT in narrow channels. Previous numerical and experimental work

on flame-shock interaction by (Khokhlov et al., 1999, Thomas et al., 2001) have identified interesting

structures that lead to DDT; Yanez and Kuznetsov (2016) also observed similar structures but using

narrow channels in which very wrinkled funnel-shape flames trail behind planar shocks. These quasi-

steady flame-shock complexes propagate at speeds of the order of the speed of sound in combustion

products; the authors called this regime strange wave.

In the present work, two channels are used to study the formation of strange waves. They allow one-

and two-direction simultaneous schlieren visualization, respectively.
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2 Experiments

2.1 Apparatus and procedure

The experimental apparatus was designed to allow flexibility regarding optical access. Its total length

is 1030 mm; 91 % of which is optically accessible. To switch from one-direction (1-DV) to two-

direction visualization (2-DV) only the center piece of the channel needs being interchanged (see

cross sectionals view in Fig. 1). In both configurations, 15-mm thick polycarbonate plates are used as

windows. Aluminum flanges on top and bottom avoid bending of the polycarbonate during detonation

propagation. For the two direction configuration, spacers prevent bending on the sides (one of them is

visible in Fig. 8 bottom view). None of the tests performed showed signs of deformation. Structural

integrity is ensured with bolts screwed on the aluminum in a "sandwich" configuration.

The experiments were conducted as follows: (i) the channel was vacuumed to an absolute pressure

below 1 mbar (controlled by a MKS 220DA pressure sensor); (ii) a plastic cap, held on a servo motor’s

arm, sealed the open end of the channel; (iii) subsequently, the reactive mixture (stoichiometric H2-

O2) was fed into the channel until it reached atmospheric pressure. (iv) At this point, the plastic cap

was automatically removed by the servo motor; one second later the mixture is ignited (Eign < 1 mJ) at

the closed end by the electric arc that forms between the electrodes. This procedure ensured adequate

control of the mixture composition (Φ = 1±0.01). The waiting time between filling and ignition was

also carefully controlled; 15 s were found sufficient to avoid any impact of initial flow unsteadiness

on early stages of flame propagation. After each test, the channel was vacuumed for a few minutes to

remove visible condensation from burned gases.

Closed end (ignition) Open end

10 mm

10 mm

10 mm

10 mm

Aluminum flanges

Electrodes support
Center piece aluminum part

Polycarbonate optical access

Fig. 1: Schematic of narrow channel (top) and cross-sections for 1-DV (bottom left) and 2-DV (bottom
right). Red squares indicate effective section of the channel; white spaces optically accessible.

2.2 Flow visualization

Schlieren visualization (SV) is performed on both channels. Two sets of cameras were used:

(i) Two black and white Photron FASTCAM SA-Z set at 140k frame per second (fps) (158 ns expo-

sure), together with (248 ns exposure) for 2-DV; (ii) Shimadzu HPVX camera, with acquisition rates

of 1 million (500 ns exposure) to 10 million fps (100 ns exposure), together with a Shimadzu HPV2

camera set at 1 million fps (500 ns exposure) for 2-DV.

Different light sources were utilized, two 100-mm diameter collimated LED, and a mercury light,

coupled with a collimating mirror also of 100 mm in diameter. While the collimated LED offers

compactness, the use of a mercury light provides a smaller focal point that results in a larger range

of observable gradients (the side view in Fig. 8 is the only case using the latter). For the remaining
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cases shown, the collimated LED set-up is used with a razor blade occulting 50 % of the light to

highlight gradients in the direction of flame propagation. Our schlieren set-up allows to visualize a

section up to 100 mm; 2-DV is performed on the same section when done simultaneously. Figure 2

shows a simplified schematic of the global optical set-up. To trigger high speed camera(s), a BPW34

photo-diode, placed before the section of interest detects the arrival of the flame.

Collimated white LED/ Mercury light

Lens

Filter

45 ° mirror

Side view

Bottom view
Channel

Fig. 2: Schematic of global optical set-up for one- and two-direction visualisation.

3 Results and discussion

For the sake of clarity in the presentation of the results that follow, Fig. 3 presents a schematic of

the visualization orientations. Note that “Bottom” and “Side” faces refers to the relative position of

the cameras; the actual position of the bottom face along the z−axis (or side face along y−axis) is

arbitrary, as SV only provides integrated information along the line of visualization. The chosen rep-

resentation is convenient when interesting dynamics occur in the lower right corner as seen from the

ignition end. Post-processing typically consists of contrast adjustment, and sometimes, background

subtraction to highlight important flow features. A total of 56 tests were performed of which 26 used

1-DV and 30 used 2-DV.

Propagation direction

Bottom faceSide face

y

z

xIgnition end

Fig. 3: Schematic of the visualization directions. “Side” and “Bottom” faces refer to the camera
position.

3.1 Strange wave dynamics

3.1.1 Early stages and formation

Figure 4 shows the structure observed during formation of the strange wave using 1-DV. Time 0 µs

is arbitrary, and simply represents the first instance in the sequence. The tip of a very corrugated
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flame (A) is seen to propagate from left to right at t = 0 µs. Expansion of burned products and the

acceleration of the flame itself, generate perturbations within the fresh but shocked mixture ahead of

the flame (weak (B) and strong (C) pressures waves are visible in this frame). At 27.5 µs, strength-

ening of flame acceleration and successive preheating from precursor shocks/pressure waves result

in new, stronger shocks, forming closer to the flame. The flame starts to show a rather symmetric

shape, preferentially burning near walls, resembling a funnel-shape (D) presumably filled with un-

burned mixture, finally, the flame catches up with the shock at 55 µs (not shown as it is outside of

the viewing window). Note that an explosion emanating somewhere on the bottom face is observed,

remnants of which are visible as a discontinuity traveling left (E). Not enough information is available

to tell whether this local explosion lead to DDT. Front speeds computed from the images vary from

1200−1500 m/s for the corrugated flame, and from 700−1000 m/s, for the precursor shock.

t = 0 µs

Side
x

z

t = 27.5 µs

Side
x

z

t = 55 µs

Side
x

z

Fig. 4: 1-DV: symmetric formation of strange wave; section 454 to 544 mm from ignition; conditions:
stoichiometric H2-O2 at p0 = 100 kPa, and T0 = 290 K. Raw images. A: corrugated front; B: weak
pressure waves; C: precursor shock; D: funnel-shaped flame surface; E: left moving discontinuity.
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Fig. 5: 1-DV: asymmetric formation of strange wave; section 454 to 544 mm from ignition; condi-
tions: stoichiometric H2-O2 at p0 = 100 kPa, and T0 = 290 K. Raw images. F: oblique shock; G:
second ignition.

Interestingly, in some cases using the same configuration and viewing section, another structure was

observed (see Fig. 5). In this case no perturbations seem to be visible ahead of the flame, instead,

a front propagating within the boundary layer at the bottom wall forms an oblique shock (F). Upon

reflection from the top wall, a second ignition within the boundary layer takes place (G). On the last
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frame, at 55 µs, a symmetric shape starts to form. This shape is very similar to that observed experi-

mentally by Thomas et al. (2001) and numerically by Khokhlov et al. (1999), and Oran et al. (2002)

when they studied shock-flame interactions. The precursor shock in this case propagates at the same

speed as that reported above.
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Fig. 6: Simultaneous 2-DV of the formation of strange wave; section 281 to 353 mm from ignition;
conditions: stoichiometric H2-O2 at p0 = 100 kPa, and T0 = 290 K. Background substracted to
highlight important flow features. H: left moving discontinuity.

Figure 6 shows 2-DV during formation of the strange wave. Note that in this channel this stage of

DDT occurred in a different section, 281 mm ≤ x ≤ 383 mm, instead of 454 mm ≤ x ≤ 544 mm. At

t = 0 µs, this configuration shows a similar structure as in Fig. 4 preceded by a succession of pressure

waves. The main difference lies on the fact that the corrugated flame does not catch up with the pertur-

bations, instead the mixture seems to ignite within the boundary layer, likely due to a flame-boundary

layer interaction, resulting in a front that propagates near the wall (similar to that seen in Fig. 5). Si-

multaneous SV allows to pinpoint the exact location in the channel cross-section where ignition takes

place (bottom right corner looking from the ignition end). At 7.1 µs, the front in the boundary layer

propagates faster than the corrugated flame (∼ 3000 m/s), subsequently it decelerates to 2400 m/s,

between 7.1 and 14.2 µs. In the side view, at 14.2 µs, another fast front starts to propagate within

the boundary layer at the lower edge of this frame. The ignition of this front seems to be the result

of an oblique shock-boundary layer interaction. However, based on a preliminary survey of all the

results collected, ignition within the boundary layers arise more frequently due to flame-boundary

layer interactions. The exact reason of spontaneous ignition within the corner is not clear, additional

tests and analysis are currently being carried out to rule out uncertainties concerning manufacturing

imperfections. The DNS of Dziemińska and Hayashi (2013) and LES of Zhao et al. (2017) present

a similar scenario of DDT, but in our case, the flame-shock complex propagates more than 100 mm

before it actually transits to detonation. A discontinuity (H), similar to that seen in Fig. 4 at 55 µs, is

also visible at 7.1 and 14.2 µs. The overall dynamics obtained closely resembles that for 1-DV.
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3.1.2 Quasi-steady propagation
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Fig. 7: 1-DV of strange wave; section 454 to 544 mm from ignition; conditions: stoichiometric H2-O2

at p0 = 100 kPa, and T0 = 290 K. Raw images.

The structure of the strange wave is visible in Fig. 7. It is very similar to that observed by Yanez and

Kuznetsov (2016), except that in our case it propagates at a speed ∼ 29% higher (∼ 1800 m/s). As

mentioned above, it is composed of a flat shock with a very wrinkled funnel-shaped flame surface

responsible for sustaining the very high burning rates observed. The 2-DV shown in Fig. 8, reveals

additional information. At 0 µs, the Bottom view and Side view exhibit very different shapes. From

the side, a similar shape as that observed in the first configuration, with a planar shock ahead of a

funnel-shaped flame, whereas from the bottom, only a planar shock is visible, just before the black

spacer. Even though this flame-shock complex is supersonic with respect to reactants ahead, it is not

the quasi-steady strange wave observed by Yanez and Kuznetsov (2016). The planar shock propagates

around 1200 m/s and it is quickly caught up by the funnel-shaped flame. When they merge near the

center, at 18 µs, the complex accelerates to ∼ 1500-1600 m/s and starts to flatten, sometimes staying

curved in one corner until detonation onset. The Bottom view at 18 µs, is evidence of the convoluted

three-dimensional structure that forms when both oblique flame-shock complexes merge.

3.1.3 Detonation onset

Transition to detonation systematically occurs following the strange wave structure described above.

Figure 9 shows the results obtained using the 1-DV configuration. An ignition kernel develops at the

bottom wall at t = 0 µs. The initially planar shock becomes curved, as the shock generated from

the explosion travels towards the top wall, consuming the fresh shocked mixture present downstream

of it. Finally, the frame at 3.2 µs, shows a quasi-planar shock of an incipient detonation. Run-up

distances computed from the schlieren images (i.e. DDT location) lied between 38 - 67% of the total

length of the channel (sample size: 14 tests). The high temporal resolution used allowed us to resolve

the detonation onset in great detail (5 million fps).

Figure 10 shows the results obtained with 2-DV configuration, following the flattening of the complex

described in Fig. 8, whose propagation speed is ∼ 2000 m/s, a strong explosion takes place. Note that

to be consistent with the schematic in Fig. 3, the planes x− y and x− z were translated, and subse-

quently rotated over the x−axis; the DDT point is actually in the top left corner. Run-up distances

lied between 42-47% of total length (sample size: 20 tests).

SV performed on the same section for 1-DV configuration (454-544 mm) include four different struc-

tures (Figures 4, 5, 7 and 9); fully developed detonations, as well as slower deflagrations were also

observed but not included here. The 2-DV channel, on the other hand, provided repeatable results
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Fig. 8: Simultaneous 2-DV of the propagation of a complex flame-shock structure; section 352 to 423
mm from ignition; conditions: stoichiometric H2-O2 at p0 = 100 kPa, and T0 = 290 K. Raw images.
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Fig. 9: 1-DV of transition to detonation; section: 454 to 544 mm from ignition; conditions: stoichio-
metric H2-O2 at p0 = 100 kPa, and T0 = 290 K. Raw images.

for the same viewing window, and each figure shows different sections, as specified on the figures’

captions. The discrepancies observed between 1-DV and 2-DV cases are due to manufacturing im-

perfections that were identified on the edges of the windows, and are currently being corrected. As

a consequence, the available reactive volume is about 10% larger, as there are pockets of reactive

mixture in small gaps outside the cross section that perturbs the boundary layer and corner flows.

This shows the importance of geometry induced perturbations on the stochasticity of DDT; similar

observations have been made for obstructed channels by Goodwin et al. (2016), Teodorczyk et al.

(2009), Ren et al. (2017). Table 1 summarizes our results.

The extra information gathered from the 2-DV allows us to map the exact location of detonation on-

set (see Fig. 11). For 78 % of the cases ignition occurs within a corner, and always close to a wall,

elucidating the crucial role played by viscous boundary layers and corner flows in detonation onset.
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Fig. 10: Simultaneous 2-DV of transition to detonation; section: 393 to 498 mm from ignition, rotated;
conditions: stoichiometric H2-O2 at p0 = 100 kPa, and T0 = 290 K. Raw images

Table 1: Summary of results specifying number of occurrences and structures observed per visualiza-
tion type. Total sample size: 56 tests.

1-DV 2-DV

Symmetric 4 0

Asymmetric 3 6

Funnel-shaped 5 4

DDT onset 14 20
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Fig. 11: Spatial likelihood of detonation onset on the channel cross-section (looking from the ignition-
end) in percentage (sample size: 20 tests). Conditions: stoichiometric H2-O2 at p0 = 100 kPa, and
T0 = 290 K.

Krivosheyev et al. (2019) built a similar map, for highly diluted acetylene-oxygen mixtures, using a

different configuration (i.e. a closed, circular 6-m long tube, 60 mm in diameter). They also observed
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a high likelihood of DDT close to walls; bear in mind however, that the flow structures and boundary

layers that develop behind precursor shocks differ significantly between square and circular cross-

sections.

4 Conclusions

DDT experiments were conducted using two narrow channels to characterize the three-dimensional

structure during detonation onset. One-direction and two-direction simultaneous schlieren visualiza-

tion was used for that purpose.

The following structures were observed: (i) symmetric funnel-shaped flames; (ii) asymmetric shapes

as a result of ignition within boundary layers upon their interactions with the accelerating flame and/or

oblique shocks formed by propagating fronts near walls; (iii) quasi-steady propagation of symmetric

flame-shock complexes (rather short-lived, for the 2-DV channel); and (iv) detonation onset near the

channel’s walls.

Notably, 2-DV allowed us to map the exact location of detonation onset on the channel’s cross-section.

The highly three-dimensional flows observed, shed light on the importance of understanding the com-

plex structures that develop before DDT, as they may provide important clues regarding mitigation

strategies (i.e. quenching of fast flames and suppression of DDT onset).

Future work will include enhancing the quality of the flow visualization, better control of the geome-

try, as well as the characterization of waves speeds (i.e. flames, shocks, etc.), as an attempt to better

understand the role played by corner flows on DDT dynamics.
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Abstract 

Many lithium-ion batteries are susceptible to thermal runaways in which an internal or external 

fault in one cell induces uncontrolled self-heating to temperatures high enough to thermally 

decompose the cell materials and cause emission of flammable gases and vapors. Often, the 

thermal energy released by thermal runaway causes propagation to adjacent cells, thereby 

escalating the incident. In the case of energy-storage batteries, the gaseous thermal runaway 

products can accumulate within the battery enclosure, posing a gas explosion hazard. 

UL 9540A, Test Method for Evaluating Thermal Runaway Fire Propagation in Battery Energy 

Storage Systems, has been developed to test the propensity of batteries to thermal runaways and 

to characterize both the fire and explosion threat associated with such runaways. The tests, which 

are typically initiated by flexible film heaters, are conducted on a cell level, on a module level, and 

larger. This paper describes the composition and explosibility properties of battery gases collected 

during that testing. 

Closed vessel maximum explosion pressures measured for representative gas mixtures in a 5-liter 

test vessel show a maximum pressure of approximately 7 bar-g at a gas concentration of about 

20% in air. Burning velocities measured in a 40 mm ID glass tube at room temperature using 

ASHRAE standard 34-2010 methodology typically have been approximately 40 cm/s. Explosion 

protection provisions should adjust this measured burning velocity for the battery enclosure 

temperatures anticipated during thermal runaway events. 

Keywords: batteries, gas explosions, explosibility, thermal runaways  

 

1. Introduction 

Energy storage systems (ESS) are a necessary advancement to meet society’s goals to implement 

renewable energy generation, reduce air emissions, and improve electrical grid resilience. 

Electrochemical ESS using lithium-ion (li-ion) cells are one approach popularly pursued because 

of excellent electrical performance characteristics and relatively low cost. However, li-ion batteries 

have demonstrated the potential for fires and explosions from the consumer product scale 

(Samsung, 2017) up to the grid energy storage scale (APS, 2019) through various public incidents.  
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1.1 Energy storage system construction 

The primary function of ESS are to separate the generation and consumption of electrical energy. 

Therefore, the fundamental component is the electrochemical energy storage cell (energy storage 

mechanism). A block diagram from UL 9540 (Underwriters Laboratories Inc., 2016) shows the 

major components of the system, which include inverters and switchgear (input and output energy 

conversion), and battery management systems which may handle several processes such as 

charging/discharging, power conditions, input/output signalling, and environmental control. 

Faulty operation of equipment in this system can lead to internal or external faults that induce 

uncontrolled self-heating and thermal runaway in cells. The heat generated from these cells is often 

sufficient to induce cascading thermal runaway conditions within the energy storage system 

resulting in fires or explosions. UL 9540A, a standard for evaluating fire and explosion hazards of 

ESS, was developed to determine the thermal runaway propensity of ESS cells and to quantify the 

volume and constituents of gases released during thermal runaway at cell level (Underwriters 

Laboratories, Inc., 2019). Module (groups of electrically connected cells) level and unit (groups 

of modules) level tests are conducted to ascertain the extent of thermal runaway propagation within 

an ESS product and associated gas release volumes. A full set of data provides the anticipated 

release volume of an ESS in a propagating thermal runaway scenario and provides the properties 

of the gas: lower flammability limit, maximum closed vessel deflagration pressure, and burning 

velocity. 

 

Figure 1. Block Diagram of Electrical Energy Storage System. 

Three physical formats of li-ion cells are manufactured, and all three may be utilized in ESS: 

cylindrical, prismatic, and pouch formats. In all formats, the cells are comprised of anode, cathode, 

separators and electrolyte materials. The outer enclosure and geometry define a cell’s physical 

format. Li-ion cells used in ESS weigh from tens of grams up to several kilograms. Figure 2 

provides basic examples, though the physical dimensions of cells vary widely and increase with 

cell electrical capacity. Cells often include a safety vent intended to relieve internal vapor pressure. 
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Figure 2. Li-ion cell physical formats.  

Energy storage specific li-ion cells tend to be physically larger than consumer cells because their 

size is not limited by the need to fit within consumer product enclosures, though there are 

manufacturers who do develop energy storage systems (ESS) from cells used in consumer 

products. The five material components of a common li-ion cell consist of a cathode material, an 

anode material, a separator material between the two electrodes, an electrolyte, and an outer case. 

To manufacture a cell, cathode, separator, and anode materials are either wound together 

simultaneously or are assembled in a stack of alternating layers (Schröder et al., 2017). This 

“winding” or “jellyroll” is inserted into a case manufactured from aluminium or steel, or into 

metallicized polymer pouch, depending on the cell format. In order to enable winding or stacking, 

cathode and anode materials are coated onto substrates of aluminium and copper foil, respectively 

(Warner, 2015). Electrolytes are injected into any of these formats at the conclusion of assembly 

(Schröder et al., 2017). 

 

(a) 

 

(b) 

Figure 3. a) Cells enclosed within a module housing, b) open and enclosed ESS units. 

Cells are electrically interconnected in series and parallel from several cells to thousands of cells 

to achieve increases in voltage and output current. A manufactured group of cells that are housed 

within an enclosure that typically includes hardware (e.g., fuses) and software (e.g., battery 
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management) electrical safety features is referred to as a module. Modules contain tens to hundreds 

of kilograms of cells and may or may not have thermal runaway propagation mitigating features. 

Figure 3 (a) shows a schematic of a module with cylindrical cells designed by UL to demonstrate 

the potential for cell-to-cell propagation of thermal runaway, off-gassing and flaming behaviour 

of li-ion modules.  

Complete residential ESS typically do not exceed the module scale and may include all ancillary 

equipment within a single housing. In commercial and industrial applications, modules are 

typically installed within racking physically similar to data systems and telecommunications 

equipment. Bus bars connect modules, to meet voltage and current design objectives. Bus bar 

voltage ranges from hundreds of volts DC to more than 1000 VDC. Complete racks are defined as 

“units” and may be unenclosed or have enclosures that aid in meeting thermal management, 
electrical and mechanical safety, and visual appearance objectives. Units typically weigh from tens 

to thousands of kilograms. Rack arrangements are shown in Figure 3 (b). 

An ESS installation can consist of a single unit, especially in residences, and may be installed 

indoors or outdoors. Commercial and industrial installations can scale from single to hundreds of 

ESS units. It is common for ESS units to be installed in an intermodal shipping container which 

contains ancillary ESS equipment and a complete fire protection system (e.g., detection, alarm, 

and extinguishing systems), which enables manufacturers/installers to perform some pre-assembly 

before shipping. Similarly, custom large weatherproof enclosures are built to house one more ESS 

units. Dedicated ESS buildings constructed on-site are similar in layout to intermodal containers. 

Figure 4 shows the basic layout of ESS equipment commonly found at installations.  

 

Figure 4. Examples of outdoor ESS installations. 

The layout of ESS units in installations is like the layout of data and telecommunications 

equipment racking. The installation volume may be orders of magnitude larger than outdoor ESS 

enclosures. Indoor ESS installations are not common in North America, as codes and standards 

currently require indoor equipment configurations to be first tested to develop fire and explosion 

safety performance data using UL 9540A before an Authority Having Jurisdiction (AHJ) approves 
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a specific installation (NFPA 855, 2019; International Code Council, 2018; Underwriters 

Laboratories, Inc., 2019). 

1.2 Phenomenological description of li-ion cell thermal runaway and cell materials 

The basic design of a li-ion cell is unique in terms of fire and explosion hazards in that a single 

product can possess all of the elements necessary to initiate and sustain the process of combustion: 

fuel, heat, and some of the oxygen needed for partial oxidation of combustible cell materials. 

Thermal runaway occurs when a li-ion cell increases its own temperature through self-heating, 

uncontrollably, until the rate of heat generation exceeds the rate of heat dissipation. The thermal 

runaway process often initiates in response to an abuse mechanism that destabilizes electrical and 

chemical potential energy stored by the cell. Abuse mechanisms can be thermal (e.g., external heat 

exposure), mechanical (e.g., crushing, penetration), electrical (e.g., external short circuit, 

overcharge, over discharge), or internal short circuits (e.g., formation of internal growths that 

compromise the separator, manufacturing defects, and contamination).  

Electrical potential energy is released as part of thermal runaway when a loss of separator integrity 

results in an internal short circuit and Joule heating. The contribution of electrical potential energy 

to thermal runaway severity and heat release rate has been documented by Golubkov, et al., (2015), 

Said, et al. (2018), and others. 

Chemical potential energy is released as part of thermal runaway when cell materials are 

sufficiently heated to initiate exothermic decomposition reactions, which lead to further heating 

and additional exothermic decomposition reactions. Feng, et al. (2018) identified six reactions that 

occur during a thermal runaway process. All but the separator melting are exothermic reactions. 

Although some reactions occur in parallel, the following order is given: 

1. Decomposition of the solid-electrolyte interphase, which can happen as low as 57 °C. 

2. Melting of the separator. 

3. Further decomposition and regeneration of the solid-electrolyte interphase.  

4. Cathode decomposition.  

5. Electrolyte decomposition.  

6. Decomposition of the graphite/carbon anode with electrolyte.  

In terms of materials, li-ion cells used in commercial and residential energy storage applications 

are effectively the same as those used consumer products (Warner, 2015). Common cathode 

materials are: Lithium Cobalt Oxide (LCO), Lithium Iron Phosphate (LFP), Lithium Manganese 

Oxide (LMO), Lithium Nickel Cobalt Aluminum Oxide (NCA), Lithium Nickel Manganese 

Cobalt Oxide (NMC), and Lithium Titanate (LTO). Anodes typically consist of graphitic carbons, 

although newer anode materials now include lithium alloyed metals. (Mekonnen et al., 2016; Nitta 

et al., 2015; Doughty et al., 2012; Warner, 2015). Within the first few charge cycles, a coating 

referred to as the solid-electrolyte interphase forms on the anode surface by reactions with the 

electrolyte. Separator materials are made from polyethylene, polypropylene and ceramic-
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polyolefin composite membranes (Orendorff, 2012; Baldwin, 2009; Yang et al., 2012; Zhang et 

al., 2016). The thickness is typically on the order of 25 μm but may be less. 

Electrolytes can be aqueous, non-aqueous, ionic liquids (salts with low boiling points), gel and 

solid polymers, or hybrid electrolytes. Most electrolytes used in commercial cells are non-aqueous 

and consist of a solution of dissociated lithium salt (LiPF6) in hydrocarbon solvents (Doughty et 

al., 2012; Mekonnen et al., 2016). The hydrocarbon solvents are typically mixtures of ethylene 

carbonate, dimethyl carbonate, propylene carbonate, diethyl carbonate, and ethyl methyl carbonate 

(Li, et al., 2016; Aurbach, et al., 2004). 

Table 1, summarized from Somandepalli et al., shows an example of the material composition of 

an LCO cell by mass ratio (Somandepalli et al., 2014).  

Table 1. Materials used in a lithium cobalt oxide pouch cell.  

Chemical Compound 

Molecular 

Formula ∆ Hc (kJ · g-1) Mass % Purpose 

Lithium Cobalt Oxide LiCoO2 Inorganic 42.5 Cathode 

Lithium-intercalated Graphite LiC6 Inorganic 34.9 Anode 

Diethyl Carbonate C5H10O3 21.15 7.2 Electrolyte 

Nylon 6 (C6H11NO)n 28.74 2.2 Case material 

Ethylene Carbonate C3H4O3 12.3 1.1 Electrolyte 

Propylene Carbonate C4H6O3 15.53 0.9 Electrolyte 

Polypropylene (C3H6)n 42.66 9.0 Separator 

Dimethyl Carbonate C3H6O3 13.4 0.3 Electrolyte 

Polyester Terephthalate (C10H8O4)n 22 2.0 Case material 

 

Table 1 demonstrates that material composition determines cell stability and the severity of thermal 

runaway. For example, the temperature of internal short circuit can be increased selecting a 

separator material with a higher transition temperature, which can prevent breaching and 

distortion. A polyethylene separator material has a transition temperature of 135 °C, whereas 

composite separators may have transition temperatures in excess of 220 °C (Orendorff, 2012). 

Cathode selection can affect thermal runaway severity. Less heat is released during thermal 

runaway with an LFP cathode than with an LCO cathode (Feng, et al., 2018).  

Material composition also determines the off-gassing constituents once thermal runaway occurs. 

The thermal energy generation of thermal runaway results in dissociation and vaporization of 

nearly all cell materials, typically leaving only residual soot, metals used for the cell case, and 

anode and cathode substrates. The gaseous/vapor products of thermal runaway are often released 

through the safety vent. The safety vent may or may not prevent catastrophic rupture of the cell 

case during thermal runaway. With higher energy density cell chemistries, cell material surface 

temperatures achieved during thermal runaway can ignite the mixture, but off-gassing can occur 
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entirely without flaming, especially when thermal runaway occurs in confined volume such as in 

a module, unit or in a battery room/outdoor container. 

1.3 Thermal runaway vent gas composition and release volume 

UL 9540A has standardized a methodology for determining the thermal runaway gas composition 

by applying an abuse mechanism to a cell contained in an 82 L nitrogen-inerted pressure vessel, 

shown in Figure 5. This approach was developed from that used by Somandepalli et al. (2014).  

 

Figure 5. 82-Liter gas composition test apparatus at UL. 

Application of thermal energy to the external cell surface by flexible film heater at 4 °C/min to 7 

°C/min is one of the abuse mechanisms used, as the results of the thermal abuse provide data which 

quantifies the surface temperature at which the cell safety vent operates, and the surface 

temperature of the onset of thermal runaway.  

The inert environment inside the test apparatus prevents combustion during thermal runaway off-

gassing, and facilitates collection of unreacted thermal runaway gases1. The accumulated gases are 

identified and quantified by gas chromatography. Table 2 provides a typical makeup of thermal 

runaway off-gas composition for common li-ion chemistries. The gas composition results is used 

to develop the synthesis of thermal runaway gas for follow-on explosibility testing, described in 

section 2. The volume of gas released by a cell thermal runaway in the test apparatus, assumed to 

follow the ideal-gas law,  is given by: 

     (1) 

               (2) 

 

 
1 excluding reaction of thermal runaway gas components with any cathode-bound oxygen. 
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Where: 

V is gas volume in m3, nBVG is the number of moles of battery vent gas, R is the universal gas 

constant in J/mol·K , P is pressure in Pa, T is temperature in °K, ⱷO2 is the oxygen volume fraction 

in the test chamber prior to testing, and the subscripts “i”, “f”, and “∞” denote test apparatus initial, 

final and ambient conditions at Normal Temperature and Pressure (NTP), respectively. 

UL 9540A standard requires testing of energy storage modules if a cell demonstrates thermal 

runaway and releases flammable gas. Propagation of thermal runaway in a module testing may 

result in a larger release of thermal runaway vent gas. Testing of energy storage units is necessary 

if module level testing demonstrates that module to module thermal runaway propagation is 

possible. Quantification of thermal runaway gas volume release at both module and unit level 

testing is achieved by collecting the offgas and totalizing the product of the exhaust flow rate and 

concentration measurements of CO, CO2, total hydrocarbons, and hydrogen. 

1.4 Propagation of thermal runaway within ESS 

The thermal exposure imposed on adjacent cells by cells in thermal runaway is often enough to 

start the decomposition reactions described by Feng et. al., cause an ISC and induce a cascading 

event. Figure 6 shows the time evolution for propagation of thermal runaway in a non-electrically 

interconnected array of twenty-five 18650 cylindrical li-ion cells. One cell in the bottom layer was 

heated with a flexible film heater until thermal runaway. Within 1.5 s, thermal runaway occurred 

in adjacent cells and the velocity of gas release was fast enough to cause jetting and flame lift-off. 

After 8.5 s thermal runaway propagated to all cells in the array. From 11.5 s until after 22 seconds, 

the surface temperatures of the cell array are at a high enough temperature to emit visible light. 

Within 65 s the array was exhausted of thermal runaway gases and residual combustible material. 

The gas composition obtained by testing one of the cells from Figure 6 with the 82-L gas 

composition test apparatus using the UL 9540A cell level test methodology is shown in Table 2. 

Values have been rounded to the nearest integer and correspond well with values tabulated by 

Baird et al. (2019). 

Table 2.: Representative gas composition from cell level thermal runaway tests  

Gas Percent 

Carbon Dioxide  36 

Carbon Monoxide   22 

Hydrocarbons  10 

Hydrogen  32 

Others < 1% 

Similar thermal runaway propagation speed and severity results for 18650 cells in air have been 

measured by (Said et al., 2019). Said et. al. showed that the intensity of cell to cell heat transfer in 

arrays can support thermal runaway propagation even without flaming in a nitrogen environment.  
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Figure 6. Propagation of thermal runaway from one to 24 adjacent 18650 cells. 

The thermal energy generated by cell to cell thermal runaway propagation, as well as high 

momentum flaming combustion of thermal runaway can enable module to module thermal 

runaway propagation. Figure 7 shows a UL 9540A module level test demonstration conducted at 

UL based on the module design shown in Figure 3a. The module contained 27.2 kg of cells, with 

a capacity of approximately 3.2 kWh. The pressure generated within the module enclosure was 

high enough to vent flaming gases more than 1 m, as shown in Figure 7c.  

(a)  (b) (c) 

Figure 7. Demonstration of module (a) at t = 0 (b) during a 20-min period of off-gassing without 

flaming (c) immediately after ignition of thermal runaway gas. 

Figure 3b shows that typical rack configurations tend to have minimal air gaps between modules, 

which may not provide insulation enough to inhibit heat transfer and prevent propagation between 

adjacent modules in a unit. Propagation of thermal runaway is also possible between nearby units 

if spacing is not adequate to limit heat transfer from unit to unit, particularly considering the 

potential for jet flaming from modules in thermal runaway. Without sprinkler protection, FM 

Global recommends spacing units a minimum of 1.8 m – 2.7 m apart based on full-scale tests of 

LFP and NMC ESS units, respectively (Ditch, 2019). 

1.5 Development of an explosion hazard from accumulated battery gas 

Explosion hazards can develop where unburned thermal runaway vent gas accumulate in a 

confined volume. Figure 3 and Figure 4 show confined volumes defined by the module, unit and 

    
0 s < 0.5 s 1.5 s 5 s 

    
8.5 s 15 s 22 s 65 s 
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battery room enclosures. Therefore, deflagration hazards can occur at several different product 

levels. Figure 8 shows the volume flow rates measured during the UL 9540A module level test 

demonstration. Volume flow rates were determined by measuring gas concentrations within the 

ductwork of an oxygen consumption calorimeter that collected the gases released by the module. 

CO and CO2 were measured by nondispersive infrared gas analysis and total hydrocarbons were 

measured using flame ionization detection. The module released a total of 1 m3 of thermal runaway 

gas before flaming.  

The demonstration also showed that the module enclosure forced under-ventilated conditions in 

which the gases were released without flaming. A release volume of 1 m3 volume is adequate to 

create a mixture above the lower flammability limit (LFL) in volumes up to approximately 16 m3, 

based upon a range of LFLs from 6.1 v% to 11.8 v% calculated for thermal runaway gas by Baird 

et al. (2019). The severity of the deflagration hazards are greater for smaller volumes, as the fuel 

concentration can reach a worse-case scenario near stoichiometric fuel-air conditions. The gas 

composition data of the cell are used to develop the deflagration parameters lower flammability 

limit (ASTM E-918), laminar burning velocity (ASHRAE 34), and Pmax (EN 15967) 

 

Figure 8. Volume flow rates of thermal runaway off gas. 

2. Explosibility parameter values for thermal runaway gases 

The gas explosibility parameters needed for explosion protection design depend on the protection 

method and associated design standard.  The primary parameters for NFPA 68 (2018) explosion 

vent sizing are the gas mixture closed vessel deflagration pressure, Pmax, the gas mixture laminar 

burning velocity, Su, and the ratio of the gas mixture volume, Vmix, to the enclosure volume.   The 

European normative standard for gas explosion venting, EN 14494 (2007), uses these parameters 

plus the gas mixture normalized rate-of-pressure rise, KG. 
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In applying these explosion venting standards, the protection design is usually based on a worse-

case, near-stoichiometric, gas mixture. Therefore, determinations of Pmax and Su require testing or 

calculations over a range of gas concentrations.  UL 9540A testing requires determination of  Pmax 

and Su over a range of fuel concentrations for the thermal runaway vent gas mixture measured at 

the cell level in the inerted environment. 

An example of Pmax test data obtained over a range of fuel concentrations is shown in Figure 9. 

Thermal runaway vent gases correspond to the mixture documented in Table 2. Pmax data for the 

thermal runaway gases was obtained in a spherical 5 L test vessel using a 10-15 joule squib igniter. 

A Pmax of 6.4 bar-g was measured at a fuel concentration of 29 vol%. Data from Somandepalli et 

al. (2014) obtained for thermal runaway vent gases from 7.7 Wh cells at 100% SOC are also shown. 

The Somandepalli et al. tests were conducted in a 20 L test vessel using a 250 J chemical igniter.   

The Somandepalli et al. data show a Pmax of 7.0 bar-g at a fuel concentration of about 15 vol%. 

The slightly higher Pmax for the smaller cell thermal runaway gases may be due to larger test vessel 

and more energetic igniter since the gas compositions were similar.  

 

Figure 9. Closed vessel pressure versus concentration for two different size cells. 

Gas mixture burning velocities for the UL 9540A thermal runaway gases were obtained by 

measuring flame propagation speeds and flame front surface areas in a 4-cm diameter, 150 cm 

long glass tube and adjusting the flame speed by the ratio of the flame base cross-sectional area to 

the flame surface area per Jabbour (2004).  Data obtained for the same thermal runaway gases as 

used to obtain the Figure 9 data show a maximum burning velocity of roughly 35 cm/s at a fuel 

concentration of 26 v%, with burning velocities decreasing to about 20 cm/s at a concentration of  

17 v% on the lean side and about 38 v% on the fuel rich side of the worst-case concentration.  This 

data is not necessarily representative of results for other UL 9540A runaway gas samples, some of 

which have produced significantly higher burning velocities. 
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Johnsplass et al. (2017) have calculated burning velocities using measured thermal runaway gas 

compositions and widely used open-source software for chemical reactions and burning velocities. 

Their results for different lithium ion electrolytes show peak values of Su in the range 35-50 cm/s 

at equivalence ratios of 1.1 to 1.2.  The lower end of this range is about 10% higher than the peak 

Su for the gas from Table 2, while the upper end of that range is roughly comparable to the higher 

values of Su measured from gases produced in UL 9540A tests. 

Since laminar burning velocities increase rapidly with increasing gas mixture temperature, the 

room-temperature measured values of Su need to be adjusted upward for ESS explosion venting 

applications in which the thermal runaway produces elevated gas temperatures.  Fernandes et al. 

(2018) have calculated values of Su for gas compositions formed from vented Li-ion cell 

overcharge tests. They show the value of Su for stoichiometric mixtures increasing from 30 cm/s 

to almost 110 cm/s as the gas mixture initial temperature increases from 300 K to 600 K. 

Normalized rate-of-pressure rise, KG, data are also obtained for the UL 9540A thermal runaway 

gases using the same test method as for Pmax values. Data for the Table 2 gas mixtures resulted in 

a KG of 84 bar-m/s at a fuel concentration of 29 v%. This is 29% greater than the KG value 

measured by Somandepalli et al. of 65 bar-m/s for their tests with 100% SOC thermal runaway 

gases. However, the use of the 5-L and 20-L test vessels for this data may limit its applicability 

because of the well-known test-vessel large-volume flame acceleration effects mentioned by 

Somandepalli et al.  

The gas mixture volume to be used for explosion venting applications can be either the entire ESS 

enclosure volume for worse-case scenarios, or a smaller volume for performance-based scenarios 

involving thermal runaway conditions represented by UL 9540A testing.  In the latter case, 

calculations can be based on the volumes of the thermal runaway gases measured in module or 

larger scale UL 9540A testing. Usually, this would entail assuming the measured gas volumes 

from worse-case near-stoichiometric mixtures with enclosure air.  

If NFPA 69 (2019) or another explosion prevention standard is to be used, the applicable 

explosibility parameters are either the gas mixture LFL to achieve prevention by combustible 

concentration reduction or the Limiting Oxygen Concentration (LOC) to achieve prevention by 

inerting. LFL data are obtained with gas samples from UL 9540A thermal runaway tests.  An LFL 

value of 8.9 v% was obtained for the gas shown in Table 2, as determined using ASTM E918 with 

an electric arc ignition.   Baird et al. (2020) report LFL values in the range 6.1% to 11.8% for gas 

compositions obtained from different cell chemistries and SOCs. 

Thermal runaway gas LOC data are not routinely measured because they depend on the inert gas 

used and, so far, there have been few, if any, ESS inerting applications.  Calculation methods to 

estimate fuel gas mixture LOC values from the gas composition and LOC values of the constituent 

gases are described by Britton et al. (2016) and summarized in Annex B of NFPA 69-2019.  
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Standardized tests, such as ASTM E2079, can be used to check estimated LOC values, particularly 

if there are uncertain temperature variations in ESS application scenarios.  

3. Conclusions 

Li-ion cells can present a unique fire and explosion hazard in that they can act as a fuel, oxidizer 

and ignition source. Gases that vent from lithium-ion cells have been shown to be flammable but 

may not always ignite, especially if housed with a product enclosure. Thermal runaway, with or 

without flaming, can create sufficiently intense heat transfer to propagate thermal runaway 

between cells, modules and units. While the cell thermal runaway data is used to develop the 

deflagration parameters (i.e., lower flammability limit, laminar burning velocity, Pmax), 

consideration has to be given to product design that may allow accumulation of unburned thermal 

runaway gases in ESS rooms and containers. Total volume and volume release rates of thermal 

runaway gas must be quantified for designing explosion prevention and deflagration venting 

systems. This data is obtained from larger-scale module and unit level tests described in the UL 

9540A standard. 
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Abstract 

 

Utility-scale lithium-ion energy storage batteries are being installed at an accelerating rate in many 
parts of the world.  Some of these batteries have experienced troubling fires and explosions.  There 
have been two types of explosions; flammable gas explosions  due to gases generated in battery 
thermal runaways, and electrical arc explosions leading to structural failure of battery electrical 
enclosures.      The  thermal  runaway  gas explosion  scenarios,  which  can  be initiated  by various 
electrical faults, can be either prompt ignitions soon after a large flammable gas mixture is formed, 
or delayed ignitions associated with late entry of air and/or loss of gaseous fire suppression agent. 
The electrical explosions have entailed inadequate electrical protection to prevent high energy arcs 
within electrical boxes vulnerable to arc induced high pressures and thermal loads. Estimates of both 
deflagration   pressures   and  arc  explosion  pressures   are  described  along  with  their  incident 
implications. 

 
Keywords: battery explosions, thermal runaways, arc flash, deflagration protection. 

 
 
 
 
1.   Introduction 

 

According to the International Energy Agency (2020), worldwide energy storage system capacity 
nearly doubled from 2017 to 2018, to reach over 8 GWh. The total installed storage power in 2018 
was about 1.7 GW. About 85% of the storage capacity is from lithium-ion batteries. 

 

U.S. Energy Information Administration (2019) projections are that megawatt-scale battery capacity 
will approximately triple from 2018 to 2021.  Based on current utility plans, EIA projects most of the 
additional capacity to come from increasingly large lithium-ion energy batteries. Many such 
installations are now in the range 2 MW to 20 MW, but several planned installations have capacities 
greater than 100 MW. A major reason for these expansions is that the cost for lithium-ion batteries 
lowered from approximately $1200 per kWh in 2010 to less than $200 per kWh in 2018 (Bloomberg, 
2019). 

 

Figure 1 shows a simplified layout of a utility-scale lithium-ion Energy Storage Battery (ESB) 
installation unit.  Lithium-ion cells, which can be any one of the three different geometries shown in 
the diagram, are arranged in a module.  These cells almost always have vents to prevent internal over- 
pressurization. Modules are equipped with electrical protection (fuses) and sensors for monitoring of 
voltages and (sometimes) temperatures, and either passive or active ventilation provisions. 

 

Modules are placed and electrically interconnected in vertical racks as indicated in Figure 1.  Each 
rack has a rack-level battery management system that communicates with the module sensors, and 
also has one or more DC connectors and fuses. A typical rack has a voltage of about 1000 VDC. The 
racks are installed in an enclosure, sometimes called a Battery Energy Storage Unit, equipped with 
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system level Battery Management System (BMS) for electrical control, a Heating Ventilation Air 
Conditioning (HVAC) system, and a fire detection and suppression system. 

 

 
 

Figure  1. A simplified Battery Energy Storage Unit example. 
 
Battery Energy Storage Units have doors for operating and maintenance personnel and for installation 
and replacement of equipment.   A variety of Energy Storage Unit sizes have been used to accommodate 
the varying electrical energy and power capacities required for different applications. Several designs 
are variations or modifications of standard ISO freight containers, with nominal dimensions of 2.4 m x 
2.4 m x 6 m, and 2.4 m x 2.4 m x 12 m. Other designs are up to 16 m in length. 

 

Installations are being located in rural, urban, and suburban areas, often adjacent to a solar power or 
wind turbine generator for charging the battery.  There are also many behind-the-meter installations 
in which the energy storage  battery can be charged by the utility electricity grid and often has 
electrical controls to allow discharging through an inverter and utility interface back into the grid. 

 

Unfortunately, there have been a large number of energy storage battery fires in the past few years. 
For example, in South Korea, which has by far the largest number of energy storage battery installations, 
there were 23 reported fires between August 2017 and December 2018 according to the Korea Joongang 
Daily (2019). A Korean government led investigation of these incidents found that one important 
cause of the fires was defective battery protection systems. The failure of these protection systems in 
some incidents caused components to explode. Other fires in South Korea and elsewhere have involved 
explosions from other causes, including a vulnerability of some batteries to operate at abnormally high 
temperatures under certain fault conditions (Yonhap News Agency, 2020). 

 

The objectives of this paper are 1) to describe some generic scenarios of energy storage battery fire 
incidents involving explosions, 2) discuss explosion pressure calculations for one vented deflagration 
incident and some hypothesized electrical arc explosions, and 3) to describe some important new 
equipment and installation standards and regulations intended to prevent energy storage battery 
explosions. 

 
2.   Thermal Runaway Gas Explosion Incidents 

 

Various recent papers, for example Guo et al (2018) and Li et al (2019), describe how any one of 
several fault conditions, including electrical faults, overcharging, and particulate/moisture  
contamination, can lead to an escalated temperature in one lithium-ion cell, causing deterioration and 
eventual failure of the cell separator, with subsequent electrolyte decomposition and elevated vapor 
pressure. This leads to a thermochemical runaway venting in the cell that can then propagate to 
many other cells in an energy storage battery module. The vented thermal runaway causes 
flammable gas to be emitted into the battery enclosure, where the resulting flammable 
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mixture can be ignited by hot module casings, electrical connectors, or ejected sparks from the involved 
module. This generic explosion hazard has been discussed previously by Marr et al (2013) and Baird 
et al (2020), among others. 

 

Two or three different runaway gas explosion hazard scenarios can occur.  In one scenario, the 
flammable gas mixture is ignited soon after it is formed near the initiating module, such that there is 
only a minor deflagration and a subsequent fire.  In the second scenario, batteries in thermal runaway 
release flammable gases without igniting initially, and a delayed explosion associated with the 
accumulation of additional flammable atmosphere then occurs.  Another variation of the delayed 
explosion incident described below involves an initial fire with accumulation of incomplete combustion 
products and possibly fire suppression agent, until something happens, e.g. oxygen addition to the rich 
gas mixture, to suddenly render the mixture ignitable. 

 

2.1       Prompt explosion incidents 
 

One particular Korean energy storage battery incident in which a prompt thermal runaway occurred 
was investigated and described by Kim et al [2019].  The battery portion of the 1.0 MWh Energy 
Storage System (ESS) consisted of 15 racks, each containing nine modules, which in turn contained 
22 lithium ion 94 Ah, 3.7 V cells. A 250 kW Power Conversion System (PCS) was connected to the 
battery through a Battery Control Panel. Electrical protection included module fuses and rack fuses.  
The initiating event in this incident was a series of PCS faults. As indicated in Figure 2, the faults 
occurred shortly after the battery was fully (95%) charged and began to discharge. However, t h e  
P C S  f a u l t s  p r o d u c e d  a  c u r r e n t  r e v e r s a l  a n d  f o r c e d  b a t t e r y  c h a r g i n g ,  with 
a thermal runaway when the battery was at a 90.8% State of Charge (SOC).   

 
 

Figure 2. Battery state of charge preceding thermal runaway (from Kim et al, 2019) 
 
The electrical faults in this incident caused a cell voltage imbalance and ground fault in one of the 
battery modules.  Data records indicate the cell voltage imbalance rose to 3 V, whereas the battery 
manufacturer recommends the system be tripped when voltage imbalance exceeds 0.10 V.  The 
corresponding recorded cell temperature rise was at least 64 oC, producing a cell temperature in 
excess of the 80 oC threshold for the onset of cell membrane deterioration and exothermic 
decomposition reactions (Guo et al, 2018). The absence of any battery data after the onset of thermal 
runaway suggests that the flammable electrolyte decomposition gases were ignited soon after thermal 
runaway in at least one module. 
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Recommended safety improvements in Korean ESS installations include Surge Protection Devices (Kim et 
al) and limitations on the charging rate and the maximum allowable State of Charge (Yonhap News, Feb 6, 
2020).  
In other battery ESS thermal runaway incidents, the flammable gases accumulated in the battery 
enclosure for a while because of inadequate enclosure ventilation. Ignitions eventually occurred 
producing varying levels of enclosure explosion damage. 

 

2.2       Delayed explosion incident in Arizona 
 

One delayed explosion battery ESS incident is particularly noteworthy because the severe firefighter 
injuries and unusual circumstances in this incident were widely reported (Renewable Energy World, 
2019). This incident occurred at the Arizona Public Service (APS) McMicken Energy Storage facility 
in Surprise, Arizona, 28 miles northwest of Phoenix.  As shown in Figure 3, the facility is adjacent to 
an APS substation. According to the APS posted updates (APS 2019), this is a 2 MW, 2MWh facility 
put into service in March 2017. 

 

 
 

Figure 3. APS ESS in Surprise, Arizona 
 
Figure 4 is a view into the APS ESS (after the incident) showing the racks and a module transporter 
in the aisle. Besides a HVAC system, the ESS was equipped with an automatic fire suppression 
system that was designed to discharge a gaseous suppression agent, probably FK-5-1-12 
(CF3CF2C(O)CF(CF3)2), upon fire detection. 
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Figure  4. View into APS ESS after incident (APS, 2019). 
 
On the afternoon of April 19, 2019, alarms triggered by the Battery Management System were 
received by battery monitoring personnel. At about 5 PM, smoke was seen by  a  pa s se rb y  venting 
from the ESS (APS, 2019).  The Surprise Fire Department was called and responded to the scene.  
Upon arrival, firefighters also observed a dense ground level white smoke or fog as can be seen in 
Figure 5. 

 

 
 

Figure  5. Firefighters observing white smoke or fog around APS ESS in Surprise, AZ (Chief Ruiz) 
 
The Surprise firefighters were concerned about possibility of hazardous materials inside and venting 
from the ESS and requested assistance from a four-man hazmat team at the nearby Peoria Fire 
Department.  The four Peoria firefighters approached the still closed ESS structure with handheld gas 
detectors. The readings, including very high carbon monoxide levels, and telephone conversations with 
APS personnel caused them to pause for several hours before attempting entry into the ESS. 

 
According to the Surprise Fire Department incident report, when the external gas concentration and 
temperature readings subsided, the firefighters did open the ESS door.  S o o n  a f t e r  t h e  
d o o r  w a s  o p e n e d  a t about 8 PM, an explosion occurred! The blast wave pressures and 
velocities caused two firefighters to be blown approximately 23 m away from the door, passing under 
the chain link security fence shown in Figures 3 and 5.  The emerging flames from the ESS produced 
severe burn injuries.  All four Peoria firefighters were hospitalized, two with severe burn and trauma 
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injuries, including facial and head injuries despite their wearing helmets and face shields. Four 
firefighters from the Surprise Fire Department experienced minor injuries. 

 
Figure 6 shows the front of the APS ESS after the explosion.  There is some bulging distortion of the 
wall and there is char above the open doorway. Pressure induced deformations of the ESS end wall 
and ceiling are also visible in Figure 4. A door on the end wall was blown off. 

 

 
 

Figure  6. APS Surprise ESS after incident. 
 
An incident investigation led by APS is still underway with occasional progress reports posted on 
an APS web page (APS, 2019).  As of this writing, the following investigation results were posted 
in the most recent (November 2019) APS progress report. 

 
 A single rack of modules was compromised by the initiating thermal event; the fire did not 

spread to surrounding racks. 
 After the initiating event, the fire suppression agent was discharged. 
 The compromised modules emitted a mixture of explosive gases, which built up in the 

container. 
 The battery modules did not themselves explode; the gas mixture reached certain 

concentrations, came in contact with a thus far unidentified ignition source and subsequently 
exploded. 

 
The APS updates so far have not provided an explanation for the source of the white smoke or fog 
seen emanating from the ESS during this incident, but there has been a lot of conjecture about this. A 
similar looking fog is often observed during the discharge of gaseous agent fire suppression systems. 
The fog induced by the gaseous agent discharge is usually due to atmospheric water vapor condensing 
because of the cooling effect of the gas expansion as it is discharged from the suppression system 
nozzles.  In the APS ESS incident, the ESS atmosphere probably also contained condensable flammable 
vapors, such that the observed fog could be a combination of condensed flammable vapors and water 
droplets, possibly together with some FK-5-1-12. 

 
The explosion analysis described below is not part of the APS investigation, nor has it been reviewed 
by the investigation team. The objective of this analysis is to develop an understanding of the flammable 
vapor mixture size and burning velocity that was ignited upon opening the door.  The premise is that 
the ignition source had been present all along, but the concentration of FK-5-1-12 in 
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the atmosphere had been sufficiently high to prevent re-ignition and provide some inerting.  The FK- 
5-1-12 minimum design concentration for flammable liquid fires, per NFPA 2001 (2015) guidelines, 
is 5.9 %, with higher concentrations probably being needed depending on the electrolyte cup burner 
Minimum Extinguishing Concentration (MEC). FK-5-1-12 cup burner MECs measured by Ingram 
(2013) for several electrolytes ranged from 6.2% to 6.7%. Since the NFPA 2001 minimum design 
concentration is equal to the cup burner MEC multiplied by 1.3, it is quite possible that the FK-5-1- 
12 design concentration for the ABS ESS was about equal to or higher than the NFPA 2001 specified 
propane inerting concentration of 8.1%; thereby providing inerting to prevent re-ignition. When the 
APS ESU door was opened, a significant amount of FK-5-1-12 and other gases flowed out and probably 
were replaced with air to form a flammable mixture ignited by the still hot modules or by flame from 
a suddenly re-ignited fire in the rack. 

 
Deflagration vent areas required to comply with NFPA 68-2018 have been calculated for the APS 
BSS enclosure using different combinations of laminar burning velocity, Su, ratio of flammable mixture 
partial volume fraction, Xpv, i.e. ratio of flammable mixture volume to enclosure volume, and the 
reduced deflagration pressure, Pred. The NFPA 68-2018 vent sizing methodology includes adjustments 
for turbulence enhancement of the laminar burning velocity and partial volume effects. The calculated 
vent areas have been compared to the actual doorway opening (2 m2), and also to an estimated vent 
area of 2.5 m2 corresponding to the total vent area of the doorway together with partial ventilation 
openings.  A second door was blown open at some time during the deflagration and provided some 
additional obstructed vent area that is difficult to estimate because of the door inertia. The normal ESS 
ventilation system is designed to be shut down prior to the discharge of the gaseous fire suppression 
agent, but there clearly was some leakage causing the emission of the observed fog before the door 
was opened. 

 
Based on explosion testing with structures of similar size and construction (including ISO mobile 
containers), the observed damage in Figures 4 and 5 are estimated to be caused by an internal 
pressure in the range 0.10 bar to 0.17 bar. These Pred values together with various values of Su and 
Xpv that result in a calculated required vent area of either 2 m2 or 2.5 m2 are shown in Table 1. The 
APS ESS enclosure dimensions used in these calculations are 2.1 m x 3.5 m x 6.1 m. 

 
Table 1: NFPA 68 Parameters Resulting in Observed APS ESS Av 

 

Pred (bar) Su (m/s) Xpv Av (m2) 
0.10 0.20 0.17 2.00 
0.10 0.25 0.063 2.00 
0.10 0.20 0.5 2.51 

0.10 0.25 0.122 2.49 
0.14 0.20 0.36 2.01 
0.14 0.31 0.046 2.00 

0.14 0.28 0.063 2.00 
0.14 0.22 0.19 2.00 
0.14 0.31 0.075 2.50 

0.17 0.20 0.60 2.00 
0.17 0.22 0.31 2.00 
0.17 0.22 1.0 2.49 
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Results in Table 1 show that NFPA 68 calculated areas are roughly equal to the actual enclosure vent 
area for a mixture burning velocity no greater than 0.22 m/s if most of the ESS enclosure was filled 
with a flammable gas mixture when the explosion occurred.  A burning velocity of about 0.20 m/s 
has been calculated for methane-hydrogen mixtures with an equivalence ratio of about 0.60 providing 
the ratio of hydrogen-to-methane is less than about 0.60 (Sarli and Benedetto, 2007).  It also is 
applicable to mixture equivalence ratios of 1.5 with hydrogen-to-methane ratios less than about 0.50. 
Similarly, a burning velocity of about 0.20 m/s has been calculated for vented runaway lithium ion 
battery gases at equivalence ratios of about 0.60 and about 1.6 to 1.8 (Johnsplass et al 2017). 

 
If only a small fraction (less than 10%) of the enclosure had a flammable mixture at the time of the 
explosion, the mixture burning velocity may have been as large as 0.31 m/s, which is a representative 
burning velocity calculated (Johnsplass et al, 2017) for the flammable mixtures produced in lithium- 
ion cell runaways at equivalence ratios of about 0.7 and about 1.5 to 1.7. Since the flammable mixture 
was formed so soon after the door was opened, and areas away from doorway probably retained 
significantly higher concentrations of FK-5-1-12 so as to prevent flame propagation, it is more likely 
that Xpv is not much greater than 0.10. The results in Table 2 with values of Xpv ≤ 0.10 suggest that 
the mixture burning velocity was in the range 0.25 to 0.31 m/s. 

 
3.   Thermal Runaway Explosion Prevention Measures 

 

The lithium-ion energy storage battery thermal runaway issue has now been addressed in several 
recent standards and regulations.   New Korean regulations are focusing on limiting charging to less 
than 90% SOC to prevent the type of thermal runaway conditions shown in Figure 2 and in more 
recent Korean battery fires (Yonhap News 2020).  The new NFPA 855 standard for energy storage 
systems requires that “a listed device or other approved method shall be provided to preclude, detect, 
and minimize the impact of thermal runaway.” A footnote elaboration explains that the approved 
method can be a battery management system evaluated to UL 1973 or UL 9540. 

 

Another NFPA 855 requirement for lithium-ion systems is for explosion control, specified to be either 
explosion prevention systems in accordance with NFPA 69 or deflagration venting in accordance 
with NFPA 68.  There is an exception for systems that have had large-scale fire tests demonstrate 
“that flammable gas concentrations in the room, building, or walk-in unit cannot exceed 25 percent 
of the LFL in locations where the gas is likely to accumulate.”   An NFPA 855 Annex paragraph 
explains that “a UL 9540A test or equivalent methodology should evaluate the fire characteristics of 
an ESS that undergoes thermal runaway, such as might occur due to a fault, physical damage, or 
exposure hazard. The data generated by the large-scale fire testing is intended to be used by 
manufacturers, system designers, and AHJs [Authorities Having Jurisdiction] to determine the fire 
and explosion protection required for an ESS installation.”      Use of the UL 9540A tests for 
characterizing  thermal  runaway  gas explosibility  properties  and release  volumes  is described  in 
another paper by the authors for this symposium (Barowy, Gandhi, and Zalosh 2020). 

 

A recent New York City (2019) Fire Department  regulation  for outdoor battery energy storage 
systems also requires thermal runaway fire testing evaluations and has two additional requirements 
for explosion mitigation that are analogous to the NFPA 855 requirements.  It is also required that 
venting is positioned and oriented so that blast waves and any potential shrapnel are directed up and 
away from personnel. The new NYC regulation also requires a manually-operated purge system to 
exhaust smoke and gases by a switch installed at the fire department or utility connection.  This 
requirement is intended to prevent firefighter injuries of the type that occurred in the APS Surprise 
AZ incident described above. 
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4.   Arc Flash Explosion Incidents 
 
Several lithium-ion battery energy storage system incidents involved electrical faults producing an 
arc flash explosion. The arc flash in these incidents occurred within some type of electrical enclosure 
that apparently could not withstand the thermal and pressure loads generated by the arc flash.  One 
example of an electrical enclosure that is designed to withstand a limited/controlled arc flash is a DC 
contactor. Each rack in the ESS enclosure is usually equipped with at least one high-voltage DC 
contactor to make and break electrical connections to the rack modules. The Battery Management 
System also has a DC contactor for overall system charging and discharging current. 

 
Figure 7 shows an example of a DC contactor design and operation. The stationary contact connectors 
at the top of the contactor are connected to the rack electrical circuit. The movable contact bridge 
position is dependent on the presence or absence of current in the contractor coil. When the contact 
bridge approaches or disengages from the stationary contact an electric arc is formed as shown in the 
diagram.   Since the arc can transmit a lot of heat to the contacts, there is often a gas within the 
contactor housing to provide cooling.  In some cases, as shown in this diagram, hydrogen is used. In 
other cases, nitrogen or sulfur hexafluoride is used in these contactors. 

 

 
 

Figure 7. DC Contactor operating diagram (from www.epcos.com High-Voltage Contactors) 
 
DC contactors are rated for their maximum operating voltage and nominal current load.  They can 
also withstand temporary over-currents for a short period of time. Over-currents produce more 
energetic arcs upon opening and closing contacts, and these can challenge the strength and thermal 
resistance of the ceramic housing, which often has an epoxy resin sealant.  Some of the Korean ESS 
fire incidents were reportedly attributed to catastrophic failure of DC contactors due to large electrical 
surges (associated with ground faults and short circuits)  that  fuses  were  not  able  to  interrupt 
sufficiently fast to prevent excessive currents in the DC contactors. 

 
The issue addressed in this section of the paper is the explosion pressures generated from energetic 
arcs within either a DC contactor or another electrical enclosure, such as a battery module or a rack 
protection enclosure (within which the DC contactors are situated). Chévrier et al (1993) have shown 
via Computational Fluid Dynamic modelling and experiments that the arc current causes joule heating 
and thermal radiation of the gas between the electrodes such that the ionized arc gas temperatures are 
approximately 15000 oK.  A combination of expansion of the hot ionized gas and radiant heat 
absorption of the surrounding gas is responsible for the arc induced pressure rise in a contactor 
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enclosure.  Chévrier et al measured and calculated a peak pressure of about 1 bar for an 8 kA arc of 
9 ms duration in a thermal expansion circuit breaker. 

 
Thoren (1962), using results reported by Hennecke and Horn (1960), derived a simple equation for 
estimating the peak pressure from a confined arc flash assuming half of the arc flash energy heats the 
air uniformly in the electrical enclosure. The equation is 

 
   
 
 
where 
P is the arc peak pressure in bar-g, 
N is the number of arcs, 
U is the voltage drop per arc in kilovolts, 
Iarc is the arc current in kiloamps, 
tarc is the arc duration in seconds, 
V is the enclosure volume in m3. 

 

P = 2 NUIarc tarc 

V 

 
(1) 

Equation 1 was used by Crawford et al (1993) to calculate a pressure of 3.2 bar-g that would be 
generated from an 8.1 kA, 140 V, three cycle arc, in an 0.035 m3 motor terminal box, similar to some 
that had experienced ruptures during several chemical plant incidents.  They also estimated that the 
burst pressure of many motor terminal boxes is in the range 0.7 bar-g to 3 bar-g, and that the cover 
of one typical box would fracture at a pressure of 0.72 bar-g.  Motor terminal boxes are sturdier than 
the electrical boxes used in energy storage systems, which would likely have lower fracture or rupture 
pressures. 
Hoagland et al (2017) conducted arc flash tests in a 0.13 m3 enclosure and found that their measured 
pressures agreed very well with pressures calculated using Equation 1. This implies that Equation 1 
can also be used to estimate the arc flash pressures that can be produced in various hypothesized arcs 
in representative energy storage battery electrical enclosures.  Table 2 shows the results of some such 
calculations  for  arc parameters  that are characteristic  of (albeit  not  directly  attributable  to any 
particular ESS) arc flash parameters specified by battery manufacturers for determining required 
thermal personnel protective equipment to be used by electrical service personnel working on or near 
circuits while the battery is near 100% SOC. The calculated pressures are conservatively high estimates 
for enclosures which have ventilation openings. Not shown in Table 2 are the much larger explosion 
pressures calculated for hypothesized arc faults in the much smaller DC contactors. 

 
 

Table 2: Calculated Arc Flash Electrical Enclosure Pressures 
 

Enclosure V (m3) U (kV) Iarc (kA) tarc (s) P (bar-g) 
Rack Encl. 1 0.037 0.9 2.5 0.025 3.1 
Rack Encl. 2 0.036 1.1 6.5 0.021 8.4 

Module 1 0.033 0.09 3.5 0.026 0.49 

Module 2 0.034 0.8 0.38 0.050 0.90 
Module 3 0.053 0.08 0.60 0.026 0.047 

 

The calculated arc flash pressures for rack enclosures are an order-of-magnitude larger than those for 
module enclosures, and are higher than the enclosures can withstand.  However, these enclosures 
usually are vented, which make actual arc pressures significantly lower than the values shown in 
Table 2.  Another significant factor affecting the enclosure strength in an actual arc incident is the 
radiant heat transfer to the enclosure walls, thereby weakening them significantly.   Therefore, it is 
likely that the structural integrities of both rack and module enclosures are compromised in energetic 
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arc explosions.  This is probably why at least some of the fire incidents involved arc induced failures 
of electrical enclosures. 

 
 
5.   Conclusions 

 

Several large-scale lithium-ion energy storage battery fire incidents have involved explosions.  The 
large explosion incidents, in which battery system enclosures are damaged, are due to the deflagration 
of accumulated flammable gases generated during cell thermal runaways within one or more modules. 
Smaller explosions are often due to energetic arc flashes within modules or rack electrical protection 
enclosures.  These smaller explosions can either initiate or exacerbate energy storage system fires. 

 

Estimates of the vented deflagration pressure in one incident have been used, along with various 
assumptions of gas mixture volume and laminar burning velocity, to calculate NFPA 68 deflagration 
vent areas for the energy storage system enclosure.  Comparisons of calculated and actual incident 
vent areas suggest that only a small fraction of the enclosure volume may have had a flammable 
mixture, with a laminar burning velocity in the range 0.25 to 0.31 m/s, at the time of the explosion. It 
is likely that the rest of the enclosure had a sufficient residual concentration of suppression agent gas 
to prevent more extensive flame propagation. 

 

Recently issued standards and regulations for lithium-ion storage battery systems now explicitly require 
protection to prevent and/or control thermal runaways leading to possible deflagrations. Other recently 
imposed measures are intended to limit electrical fault energies in battery control units.  By limiting the 
arc flash energy, these new measures may allow modules and other electrical enclosures to withstand 
otherwise excessive arc explosion pressures. 
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Abstract  

Lithium-ion batteries are widely used in many applications due to their formidable performance and 

characteristics. Numerous accidents involving lithium-ion batteries have occurred in recent years and 

this has led to focus on safety issues related to their extensive use. In this work the Panasonic’s 

NCR18650 lithium-ion cylindrical cells were investigated by Differential Scanning Calorimetry. The 

aim is to identify and characterize the main reactions that occur at the anode under thermal abuse 

conditions and which can lead to thermal runaway. The kinetics of these reactions are assessed using 

the Kissinger and Ozawa methods. Furthermore, the results show the relationship between the initial 

state of charge of the cell and the progress of reactions. 

Keywords: Thermal runaway, lithium-ion batteries, kinetics, fire, explosion. 

  

1. Introduction 

Lithium-ion batteries are now widely used in many applications, particularly in portable digital 

electronics-based equipment or in the automotive sector for electric vehicles (EVs) due to their high-

power density, long cycle life and low self-discharge (Tarascon et al., 2001; Ping et al., 2014; Garche 

et al., 2019). 

Despite these advantages, this technology shows some safety problems related to thermal stability, 

which have led to numerous accidents occurred in recent years, for example in the automotive sector 

or in the energy storage sector (Bandhauer et al., 2011). The presence of dangerous substances both 

for humans and the environment, such as flammable organic solvents, lithium heavy metal oxides, 

carbon and lithium salts makes these devices potentially dangerous. The fire hazard of lithium-ion 

batteries is related to their chemical composition and conditions of use. In fact, during normal 

operating conditions a failure can occur, which can lead to the ignition of a thermal runaway, an 

unstoppable chain reaction during which a series of uncontrolled exothermic reactions occurs (Wang 

et al., 2012).  

In a lithium-ion cell the negative electrode is protected by a film called Solid Electrolyte Interface 

(SEI). This film protects the electrode from direct reaction with solvent (Garche et al., 2019), but it 

is metastable and can decompose exothermically at 90–130 °C. Therefore, when the temperature rises 

to 70–90 °C decomposition begins of the SEI. The cell then starts self-heating followed by the 

exothermic reaction between intercalated lithium and electrolyte, and the exothermic reaction 

between the fluorinated binder and the lithiated carbon at high temperature (Du Pasquier et al., 1998; 

Spotnitz at al., 2003; Wang et al., 2006; Chen et al., 2011; Forestier et al., 2016). 

The active cathode material can also decompose exothermically with the generation of oxygen which 

can react with the electrolyte by oxidizing it (Spotnitz at al., 2003; Belharouak et al., 2006). 
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Therefore, it is necessary to evaluate the behaviour of lithium-ion batteries in abuse conditions that 

can help provide information for improving battery safety (Ruiz et al., 2018). 

Furthermore, the development of a mathematical model to predict battery behavior in case of abuse 

requires knowledge of the mechanism of reactions that take place during the thermal runaway. On 

the other hand, it can help to reduce the number of tests to optimize the battery design. 

Few studies have been carried out in the literature to evaluate the kinetic parameters of the main 

exothermic reactions that occur in batteries (Richard et al., 1999a, 1999b II), while others have 

determined the kinetic parameters of the decomposition reactions of negative and positive electrodes 

based on DSC tests (Wang et al., 2011), Geder, (2014), Yamaki et al., 2014; Chen et al., 2009).  

In this framework this work is a preliminary study aimed at analyzing and characterizing the main 

reactions that occur at the anode during a thermal runaway. In particular, the mechanism of the SEI 

decomposition reaction (in the range 90-120 °C), which is the first step leading to a self-heating 

process, and of the reaction that occurs between the lithiated anode and the PVDF, which is the 

reaction that develops the greatest amount of heat. In addition, it is assessed how the state of charge 

of the batteries affects the reactions and their progress. For this purpose, the anode and cathode of the 

Panasonic’s NCR 18650 cells in different states of charge are analyzed using a DSC. 

 

2. Experiments 

2.1 Materials 

Panasonic’s NCR18650 lithium-ion cylindrical cells (18 mm in diameter and 65 mm length) are 

tested. This type of cells is mostly used in the automotive sector. The active material for cathode is 

lithium-nickel-aluminum-cobalt oxide (NCA), while the anode is made of graphite. The binder is 

polyvinylidene fluoride (PVDF). 

2.2 Charging procedure  

Some cells are charged using a PS 8000 2U series power supply from Elektro-Automatik (EA) with 

a constant current of 12 A, imposing a maximum limit voltage of 4.2 V (accuracy <0.2%), which 

corresponds to a state of charge of the cell (SOC) equal to 100%. For other cells a maximum limit 

voltage of 3.7 V and 3.5 V has been set which corresponds to a SOC of 50% and 30%, respectively. 

SOC of 30% is the value at which lithium-ion cells are normally stored and transported. 

2.3 Disassembly procedure 

The cells are dismantled in a glovebox filled with argon and the collected materials are carefully 

sealed in sealed containers until the tests. To preserve the electrode system and not to upset it 

completely and to study the real system, the samples were tested including the current collector. 

2.3 DSC tests 

Hermetically sealed high pressure resistant stainless-steel pans are used to carry out the tests, in order 

to inhibit the leakage of the gaseous products formed during the test and avoid the danger of a 

catastrophic capsule breakage. 

The mass of the samples is between 10-20 mg. The high-pressure capsules are crimped using a special 

sealing tool provided by the PerkinElmer, with fixed torque. All the tested samples are weighted 

before and after the experiment to test their effective hermetic closure.  

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

167



 

DSC measurements are performed using Perkin Elmer DSC equipment (model 8500) in nitrogen flow 

(20 mL min-1) at different heating rate of 5, 7, 10, 15 K min-1 in the temperature range 25-350 K. 

 

3. Results and discussion 

The mechanisms of some processes are often too complicated and isoconversional methods are often 

used to describe their kinetics. Alternatively, the non-isothermal isoconversional methods described 

by Kissinger (1956) and Ozawa (1970) are applied to evaluate the pre-exponential factor (A) and the 

activation energy (Ea) of exothermic reactions when the mechanism is unknown. These methods are 

based on the basic assumption that the reaction rate to a given conversion is only a function of 

temperature (Vyazovkin et al., 1998). 

The equations can be derived from the integration of the basic kinetic equation taking into account 

that the tests are performed in a non-isothermal way, during which the samples are heated at a constant 

heating rate: β = dT / dt. 

From the results of the DSC tests carried out varying the heating rates, the Kissinger’s equation can 

be written as follows: 

𝑙𝑛 # !!
"",!
$
$ = 𝑙𝑛 ##%$

%&,%
$− %&,%

$"",!
									𝑖 = 1, 2, 3, …	, 𝑢     3.1 

where βi is the heating rate, Tp,i is the peak temperature, and u stands for the different values of the 

heating rate.  

A 𝑙𝑛 # !!
"",!
$
$ 	𝑣𝑠	 &

""
  graph is then plotted, and the best-fit of experimental data is performed. The result 

is a straight line, the slope of which is the value of the activation energy Ea,x, while the pre-exponential 

factor Ax is obtained from the intercept. 

In Ozawa method (Ozawa, 1970; Flynn et al. 1966, Flynn, 1983) the plot of 𝑙𝑛(𝛽' )	𝑣𝑠	 &""   gives a 

straight line, the slope of which is: 

   ln(𝛽) ≅ −0.4567 %
$

&

""
       3.2 

while the pre-exponential factor Ax is obtained from the intercept. 

Fig. 1, 2 and 3 show the results of DSC, in terms of specific heat vs temperature, of the tests performed 

on anode of cells with different states of charge (i.e. 30%, 50% and 100% of SOC, respectively) and 

heating rates. 
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Fig. 1. DSC curves at different heating rates of Panasonic NCR 18650 anode charged at 30% SOC 

 

 

Fig. 2.  DSC curves at different heating rates of Panasonic NCR 18650 anode charged at 50% SOC  

 

 

Fig. 3.  DSC curves at different heating rates of Panasonic NCR 18650 full charged  
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It appears that during heating two main exothermic reactions occur: i) the decomposition reaction of 

the SEI layer (104 – 130 °C) and the exothermic reaction between the lithiated anode and the PVDF 

binder (292 – 329 °C) (Du Pasquier et al., 1998). 

Table 1 reports the peak temperatures of these reactions for cells at different states of charge 

 

 Table 1: Peak temperatures of the exothermic reactions for cells at different states of charge 

 

Standard uncertainty u(T) = ± 0.1 K. 

From fig. 1-3 it is possible to note that the presence and extent of the reaction between the lithiated 

anode and the binder is closely related to the state of charge of the cell. In detail, the lower SOC cell 

does not show a peak related to this reaction (Fig.1), while the 50% SOC cell shows only a smaller 

peak (Fig.2) than the double peaks visible in the results of the fully charged cell (Fig.3). In general, 

the use of different heating rate causes the temperatures at which reactions occur to shift, in particular, 

higher heating rates cause the reactions to move to higher temperatures. This is evident in all the 

figures. Furthermore, if different reactions occur in the same temperature range, the heat flux results 

may overlap and the peaks may not be resolved (Gabbott, 2008). This is evident in Fig.3 for the 

experiment conducted at heating rate of 15 °C/min in which a single peak appears at 329.5°C 

compared to other heating rate where two peaks are distinguished (1st peak at 290.4-300.5 °C , 2nd 

peak at 309.7-329.5 °C). Instead, the lower peak at 290-300 °C at lower SOC may be attributed to a 

low quantity and to the unavailability of lithium in the anode at that temperature (Roth et al., 2004). 

In fact, lithium and PVDF are not close each other, so lithium must diffuse through the graphite to 

reach PVDF and react, hence, not all the lithium is available for reaction. The more the degree of 

lithiation increases, which means that the higher the state of charge, the greater the quantity of lithium 

available for the reaction (Spotnitz et al., 2003). 

In addition, fig.2 shows a small endothermic peak at around 200°C, probably due to the melting of 

the LiPF6 (Roth et al., 1999). Beside this peak, DSC traces of pure LiPF6 reported in literature also 

shows a greater endothermic decomposition peak at 285°C which is not evident in fig.2, which can 

be hidden by the exothermic peaks present in the same temperature range. The appearance of the 

endothermic peak only in fig.2 can be due to the different availability of LiFP6 near the anode which 

is not always ensured in the sampling procedure used. Further studies will be conducted to confirm 

this hypothesis. 

Table 2 reports the kinetic parameters calculated with both Kissinger and Ozawa methods. In 

particular, Fig.4 shows the method of calculating the kinetics parameters using Ozawa’s method.  

 

Heating 

rate 

°C/min 

30% SOC 50%SOC 100 %SOC 

SEI 
decomposition 

SEI 
decomposition 

LixC6 -PVDF SEI 
decomposition 

LixC6 -PVDF 
1st peak 

LixC6 -PVDF 
2nd peak 

5 104.4 °C 108.9 °C 292.0 °C 92.2 °C 290.4°C 309.7 °C 

7 115.7 °C  113.9 °C 294.2 °C 113.3 °C 290.8 °C 314.7 °C 

10 120.3 °C 110.1 °C 311.3 °C 107.4 °C 300.5 °C 318.7 °C 

15 125.5 °C 112.5 °C 324.8 °C 130.4 °C / 329.5 °C 
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Table 2: Kinetic parameters obtained from the Kissinger and Ozawa methods   

Sample Reaction 
Ax, s-1 Ea, kJ mol-1 R2 

Kissinger Ozawa Kissinger Ozawa Kissinger Ozawa 

30% SOC 
SEI 

decomposition 
2.1388 x 103 2.3744 x 109 56.50 137.78 0.91 0.93 

50% SOC 

SEI 
decomposition 

1.2231 x 1042 1.3310 x 1048 340.03 758.01 0.89 0.89 

LixC6 -PVDF 1.0995 x 102 2.7492 x 108 73.49 181.90 0.93 0.95 

100%SOC 

SEI 
decomposition 

2.9447 3.6953 x 105 27.93 75.07 0.87 0.91 

LixC6 -PVDF 
1st peak 

7.7594 x107 1.8475 x 1014 136.21 318.75 0.78 0.80 

LixC6 -PVDF 
2nd peak 

6.1677 x 1018 1.6052 x 1015 151.71 353.55 0.96 0.97 

 

 

Fig. 4.  Ozawa’s method for calculation of kinetics parameters for LixC6-PVDF reaction ( 2nd peak) 

using (100% SOC) 

 

Analyzing the results, it is clear that the correlation coefficient is in the range 0.78-0.97.  This means 

that the assumption of an Activation energy constant throughout the reaction is not exactly true 

(Flynn, 1983). 

By comparing the data obtained with both methods, it is also found that the Ozawa method provides 

values with a higher correlation coefficient. Furthermore, the activation energy and the values of the 

pre-exponential factor of the Ozawa method agree well with those found in the literature (Ren et al., 

2018).  
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Conclusions 

Panasonic’s NCR 18650 lithium-ion cells have been tested using DSC tests at different heating rates. 

Two main exothermic reactions are recognized and analyzed: that at lower temperatures (104 – 130 

°C) is related to the decomposition of the SEI and that, in the range 290-310°C, related to the reaction 

between the binder (PVDF) and the lithium intercalated in the negative electrode. These two reactions 

were kinetically analyzed using a non-isothermal isoconversional method developed by Kissinger 

and Ozawa. 

The relationship between the initial state of charge of the cells and the reactions taking place is 

evident. As for to the SEI decomposition reaction, the activation energy for fully charged cells is 

significantly lower than for 30% and 50% state of charge. 

The cells with lower SOC do not show the peak related to the LixC6-binder reaction, while the cells 

with 50% SOC show only a minor peak, compared to the two peaks which is visible in the full charged 

cell. This is probably due to the availability of lithium during the tests, therefore the greater the state 

of charge and the greater the lithium available for the reaction.   

The data obtained can be used as preliminary results for further and complementary analysis in order 

to develop a detailed mathematical model to describe all the reactions that occur during the thermal 

runaway.   
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Abstract

In nuclear and process plant safety, the accurate prediction of explosion loads requires understanding

of various mechanisms responsible for flame acceleration (FA) and deflagration-to-detonation transi-

tion (DDT). In confined geometries, shock-flame interactions due to shock reflections at obstacles and

walls are a key contributing factor to FA and DDT. In this context, the wrinkling of the flame surface

due to the production of baroclinic torque and in consequence the increase of the integral reaction rate

is referred to as the reactive Richtmyer-Meshkov Instability (RMI).

With the goal of developing a RMI sub-grid model, compressible 3D-DNS of a shock-flame interac-

tion in a lean and a stoichiometric homogeneous H2/Air mixture have been performed. The chemistry

is modeled using a modified one-step Arrhenius approach, since the problem is dominated by fluid

dynamic phenomena rather than complex chemical kinetics. Temporal and spatial discretization are

achieved using a 3rd order Runge-Kutta method and a high-order WENO scheme respectively. The

set-up consists of a planar shock propagating towards a perturbed but statistically planar flame. After

interacting with the flame, the shock is reflected at the back-end of the domain, causing a second

shock-flame interaction (re-shock).

The development of the RMI, measured by the evolution of the flame surface area and turbulent mix-

ing width, is influenced by key physical parameters. One important parameter is the equivalence ratio,

as it affects the Lewis number and laminar flame speed. Using the DNS database, sub-grid model-

ing approaches for closure of the averaged/filtered reaction rate can be quantified. For this purpose

individual terms of the enstrophy transport equation are analyzed, identifying dominant mechanisms

during the development of the instability. Furthermore, the fractal behavior of the RMI is analyzed in

an approach of power-law based modeling of the flame wrinkling factor.

For the investigated cases it is found that the baroclinic torque is the most dominant enstrophy trans-

port term, showing high peaks after every shock-flame interaction. The baroclinic torque is heavily

dependent on the flame thickness, which varies with the chosen equivalence ratio and in time, as the

flame thickness is reduced by about 50% after interacting with the shock and re-shock. Each shock

interaction also causes a strong increase of the flame surface area and turbulent mixing width, with an

maximum increase in area of about 400%. The final area increase of the stoichiometric case is about

30% lower than the lean case due to funnel-closure and smoothing effects, caused by the increased

reaction rate. The fractal dimension Df, as found in power law based modeling, is investigated using

explicit filtering of the present DNS data. There a maximum fractal dimension of 2.92 to 2.96 is

determined for both cases, before the stoichiometric and lean cases settle at a value of 2.38 and 2.67

respectively. Since the maximum fractal dimension of the flame surface is expected to be 8/3 for a

premixed flame, values of Df > 8/3 are a strong indicator for additional wrinkling caused by the RMI.

For the lean case with an effective Lewis number Leeff < 1, thermo-diffusive instabilities can provide

an additional contribution towards flame wrinkling.

Keywords: RMI, DNS, shock, vorticity, fractal, sub-grid model
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1 Introduction

The Richtmyer-Meshkov instability (RMI) (Richtmyer, 1960, Meshkov, 1972), like the Rayleigh-

Taylor instability (RTI) (Rayleigh, 1882, Taylor, 1950), describes a form of hydrodynamic instability,

that can occur at the interface between a light and heavy fluid upon interaction with a pressure gradient

∇p. In the RMI, the pressure gradient is caused by a shock wave, while in the case of RTI it is

caused by constant acceleration g (e.g. gravity). The mechanism causing this type of instability is

the production of vorticity, due to the misalignment of ∇p and the density gradient ∇ρ across the

interface. Small disturbances at the fluid interface are increasingly amplified, leading to wrinkling

and increased mixing of heavy and light fluid.

Two prominent occurrences for RMI and RTI in nature and technology are supernovae (Remington

et al., 2000) and inertial confinement fusion (Lindl, 1995). The focus of this work lies on the RMI

in the context of combustion, where it plays an important role as a mechanism for the deflagration-

to-detonation transition (DDT) in geometrically confined explosions. In that context, the RMI is

caused by a shock wave interacting with a flame (density gradient), after being reflected from an ob-

stacle or wall (Ciccarelli et al., 2010). The RMI causes a heavily wrinkled flame brush region and

subsequently a strong increase in the integral reaction rate, which can be a decisive factor for DDT

(Dorofeev, 2011). Understanding and accurate prediction of the DDT and explosion loads is a key

element in nuclear and chemical safety research (Breitung et al., 2000). Commercial applications

can only provide qualitative predictions of explosion loads in large scale geometries due to the heavy

computational demands posed by the wide time- and length-scale spectrum, associated with the simu-

lation of the chemistry and turbulent flow in such cases (Ciccarelli and Dorofeev, 2008). The accuracy

of large eddy simulation (LES) or unsteady Reynolds-averaged Navier-Stokes simulation (URANS)

could be improved by including small-scale RMI effects via a sub-grid model (Hasslberger, 2017).

In this work direct numerical simulations (DNS) of shock-flame interactions for a lean and stoi-

chiometric H2/Air gas mixture are presented and analyzed in regards of Af(t), δw(t), the enstrophy

transport equation and fractal behavior for power law based modeling of the flame wrinkling. Sec. 2

will give an overview on the numerical methods used for the DNS simulations, which is followed

by an explanation of the case set-up in sec. 3. The simulation results are presented in sec. 4 with an

analysis of the enstrophy transport equation in sec. 4.1 and of the fractal flame wrinkling in sec. 4.2.

2 Numerical Methods

The SENGA solver (Jenkins and Cant, 1999) is used to carry out 3D combustion DNS of the shock-

flame interactions. It solves a dimensionless form of the Navier-Stokes (NS) equations, including the

total energy et and reaction progress variable c, given by Eqs. (1) to (4) and using the dimensionless

variables defined in table 1.

∂ρ

∂ t
+

∂ (ρuk)

∂xk

= 0 (1)
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∂ t
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∂

∂xk

[

ρD
∂c

∂xk

]

(4)

The dimensioned (superscript ’*’) reference (subscript ’0’) values for density ρ∗
0 , temperature T ∗

0 ,

thermal conductivity λ ∗
0 , mass diffusivity D∗

0, specific heat capacities c∗p,0 and c∗v,0, dynamic viscosity

µ∗
0 and the adiabatic flame temperature T ∗

ad are taken from the initial state (unburned H2/Air gas-
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Table 1: Definition of the dimensionless variables.

variable definition

density ρ = ρ∗/ρ∗
0

pressure p = p∗/(ρ∗
0 u∗2

0 )
temperature T = (T ∗−T ∗

0 )/(T
∗

ad −T ∗
0 )

velocity ui = u∗i /u∗0
thermal conductivity λ = λ ∗/λ ∗

0
mass diffusivity D = D∗/D∗

0
total chemical energy et = e∗t /(c

∗
p,0T ∗

0 )

viscous stress τ = (τ∗l∗0)/(µ
∗
0 u∗0)

length xi = x∗i /l∗0
time t = t∗u∗0/l∗0

mixture) at t∗ = 0. The reference velocity u∗0 and reference length l∗0 are set to the laminar burning

velocity SL and to ≈ 250δ ∗
th,st (thermal laminar flame thickness for stoichiometric mixture at t∗ = 0)

respectively.

Using the heat capacity ratio γ = c∗p,0/c∗v,0 and the specific gas constant R∗
s , the reference speed of

sound can be defined as a∗0 =
√

γR∗
s T ∗

0 . This gives a reference Mach number of M0 = u∗0/a∗0. Other

dimensionless parameters such as the reference Reynolds number Re0, Prandtl number Pr, Schmidt

number Sc, Lewis number Le and heat release parameter τh are defined as:

Re0 =
ρ∗

0 u∗0l∗0
µ∗

0

Pr =
µ∗

0 c∗p,0

λ ∗
0

Sc =
µ∗

0

ρ∗
0 D∗

0

Le =
λ ∗

0

ρ∗
0 D∗

0c∗p,0
τh =

T ∗
ad −T ∗

0

T ∗
0

(5)

The parameters Re0 and M0 are calculated using u∗0 = SL as per definition of the reference parameter

u∗0. Since the RMI is mainly dominated by the dynamics of the shock-flame interaction and a detailed

chemistry model would entail large computational costs, the chemistry (see ω̇ in Eq. (4)) is modeled

using the following one step Arrhenius approach.

ω̇ = BAρ(1− c)exp

[

−
βz(1−T )

1−αh(1−T )

]

(6)

The Zeldovich number βz and parameter αh are defined as βz = T ∗
ac(T

∗
ad −T ∗

0 )/T ∗2
ad and αh = τh/(1+

τh), where T ∗
ac is the activation temperature. The values used in the present cases for βz and the pre

exponential factor BA can be found in table 2. The viscous stress tensor τki is defined as:

τki = µ

[
∂ui

∂x j
+

∂u j

∂xi

]

−
2

3
δi j

[
∂uk

∂xk

]

(7)

For time discretization a low-storage third-order explicit Runge-Kutta scheme (Wray, 1990) is uti-

lized. The spatial derivatives of all convective terms are calculated with the fifth order WENO-5

method by Jiang and Shu (1996), using the scalar Lax-Friedrichs flux splitting procedure described

by Shu (1998). At the non-periodic boundaries, the scheme is gradually reduced to a one-sided 2nd

order scheme. The scheme provides sharp shock capturing capabilities without numerical oscillations

for the investigated cases. Figure 1 shows a comparison of the WENO-5 scheme with an analytical

1D solution of a shock at a shock Mach number of Ms = 1.5, where the shock is resolved by about 2-3

nodes. All simulations presented in this work are initialized with a Ms = 1.5 shock, without expansion

fan and contact discontinuity.
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Fig. 1: Comparison of the numerical and analytical shock-tube solution for Ms = 1.5.

Fig. 2: Set-up schematic with position of shock and statistically planar flame.

3 Simulation Set-Up

The simulation domain, consisting of a rectangular channel divided into areas of unburned and burned

gas by a statistically planar flame, is schematically shown in Fig. 2. Figure 3 depicts the boundary

conditions used in the set-up. A modified Navier-Stokes characteristic boundary condition (NSCBC)

is implemented at x = 0 to allow for both outflow and inflow of fluid (Poinsot and Veynante, 2005).

To enable the reflection of incoming shock waves, an adiabatic free-slip boundary is applied at x =
Lx. The remaining boundaries in y and z-direction are periodic. The RMI can only occur if an

initial disturbance is present in the flame surface. A flame disturbance method by Tritschler et al.

(2013) is used for this purpose. It enables a quasi-stochastic disturbance of the flame front while still

remaining reproducible on different systems, i.e. it is not based on random numbers. Across all cases

in this work the initial flame disturbance was kept constant. The influence of changes in the initial

flame disturbance on the development of the wrinkled flame brush was investigated in Bambauer

et al. (2020) for a nonreactive medium. The disturbance field, is shown in Fig. 4, with the initial

displacement in x-direction for each point of the statistically planar flame surface.

For the present work, two cases of a H2/Air gas mixture at different equivalence ratios φ are inves-

tigated. The set-up parameters listed in Tab. 2 for the stoichiometric case (φ = 1) and the lean case

(φ = 0.5) were calculated using the Cantera software (Goodwin et al., 2018) and the GRI-MECH

3.0 model at T ∗
0 = 298.15K and p∗0 = 1bar. Changing φ has an effect on several important param-

eters, such as the laminar flame speed SL, the heat release parameter τh, the density gradient of the

flame ∇ρ and the Lewis number. Generally, the Lewis number (see Eq. (5)) is calculated using the

mass diffusion coefficient of the deficient reactant. For a very lean mixture (φ ≪ 1) the Hydrogen-

Lewis number is LeH2 ≈ 0.3 and for a very fuel-rich mixture (φ ≫ 1) the Oxygen-Lewis number is

LeO2 ≈ 2.1. To avoid a jump of the Lewis number at φ = 1, an effective (also known as reduced)

Lewis number Leeff is defined, that provides a smooth transition between LeH2 and LeO2 in the whole
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Fig. 3: Set-up schematic showing the boundary conditions.

Fig. 4: Distortion δx of the statistically planar flame front.

φ range. The definition of the effective Lewis number used in this work can be found in Bechtold and

Matalon (2001) and is calculated from the Cantera results with

Leeff = 1+
(LeH2 −1)+(LeO2 −1)ALe

1+ALe
, (8)

where ALe = 1+βz(Φ−1) and Φ = φ for fuel-rich mixtures and Φ = 1/φ for lean-mixtures. For the

sake of simplicity the following text will refer to the effective Lewis number only as "Lewis number"

or Le.

The normalized flame area Af/Af,n and the normalized turbulent mixing width δm/δm,n, obtained from

the DNS, can be related to the wrinkling factor and turbulent diffusion, which is required for LES or

URANS sub-grid modeling. There they can provide insights in modeling approaches for closure of

Table 2: Input parameters for simulation cases.

stoichiometric lean

φ 1.0 0.5

Le 1.1 0.5

Re0 1093 213

Pr 0.47 0.52

Sc 0.52 0.26

τh 7.1 4.5

βz 5.0 5.0

M0 0.005609 0.001025

Ms 1.5 1.5

BA 50000 13000
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the reaction rate term, or the non-linear convective term. For Af (Klein et al., 2020) and δm (Tritschler

et al., 2014) the following definitions are used.

Af =
∫∫∫

V
|∇c|dV (9)

δm =
∫ Lx

0
4〈c〉(1−〈c〉)dx (10)

〈c〉=
1

LyLz

∫∫

cdydz (11)

With δth,st as the thermal laminar flame thickness of the stoichiometric case, the dimensions of the

domain are Lx ×Ly ×Lz = 128δth,st × 32δth,st × 16δth,st uniformly discretized by 1024× 256× 128

grid points. The shock and flame are initialized at xs = 3.125δth,st and xf = 12.5δth,st respectively. The

initial thermal laminar flame thickness of the lean case is δth,le ≈ 8δth,st.

4 Results

Figure 5 shows density slices in the xy-plane at successive timesteps for the stoichiometric and

lean case. The subfigures Fig. 5a to Fig. 5d show the formation of fresh gas funnels reaching into

the burned side of the gas, after the first shock-flame interaction at t × SL,st/δth,st = 0.2. Then at

t × SL,st/δth,st = 0.4, a second shock-flame interaction (’re-shock’) occurs, after the shock has been

reflected from the back wall of the domain. Next at t ×SL,st/δth,st = 0.6, another shock flame interac-

tion occurs (termed ’reflection’), caused by partial transmissions and reflections of the shock between

the flame surface and the back wall after re-shock. Finally another interaction with a partially re-

flected shock occurs at t × SL,st/δth,st = 0.8. As time progresses differences between both cases in

the development of the fresh gas funnels and later the overall structure of the flame surface become

apparent. The laminar flame speed for φ = 1 is about five times higher than for φ = 0.5. This leads

to an increased reduction in size of the fresh gas funnels for the stoichiometric case, as the funnels

and other developing turbulent structures are continuously being enclosed by reacting gas. The ef-

fects of this on later development of the flame surface structure, can be seen in Fig. 5d. In the lean

case the flame surface shows a variety of small scale wrinkled structures, which are not present in the

stoichiometric case.

Another contributing factor to the differences in the development of the flame brush for both cases

are the differences in Lewis number. In the lean case the formation of thermo-diffusive instabilities

are promoted by the low Lewis number which contributes to the flame wrinkling in addition to the

RMI. The shock-position offset is caused by differences in the speed of sound, due to an increased

adiabatic flame temperature in the stoichiometric case and differences in the turbulent mixing width.

Figure 6 shows the temporal development of the normalized flame surface area Af and normalized

turbulent mixing width δm for the stoichiometric (φ = 1) and lean (φ = 0.5) case. The flame area is

normalized with the area of the shock tube cross-section Af,n. For δm,n the initial mixing width of the

φ = 1 case at t × SL,st/δth,st = 0 is taken. After each shock interaction, an area increase is observed

for both cases. The stoichiometric case shows a steep linear increase at the beginning of the first

shock interaction, growing faster than the lean case. Since the initial flame perturbation is the same

for both cases, this is caused by the increased initial density gradient across the flame due to the lower

flame thickness (see Fig. 8) and the increased heat release parameter τh for φ = 1. As is shown in

sec. 4.1, this leads to a higher production of baroclinic torque and increased wrinkling. The flame

surface area then reaches a maximum increase of about 300%, before decreasing slightly again until

the interaction with the re-shock. The area decrease is caused by the closure of the fresh gas funnels

by the burning gas and further smoothing of emerging turbulent structures. The funnel-closure and

smoothing effects are far less pronounced for the lean case, therefore it surpasses the stoichiometric

case in area after the re-shock. The final surface area values reached at t × SL,st/δth,st = 1 differ by

about 30% between both cases. Another effect, which is visible for both Af and δm, is a short initial
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(a) Density slice at t ×SL,st/δth,st = 0.2; formation of fresh gas funnels after first shock-flame interaction.

(b) Density slice at t ×SL,st/δth,st = 0.4; second shock-flame interaction (re-shock).

(c) Density slice at t ×SL,st/δth,st = 0.6; third shock-flame interaction (1st reflection).

(d) Density slice at t ×SL,st/δth,st = 0.8; fourth shock-flame interaction (2nd reflection).

Fig. 5: Density slice of the shock tube at z = Lz/2 for successive timesteps. Comparison of equiva-

lence ratio for stoichiometric (φ = 1) and lean (φ = 0.5) H2/Air gas mixture.
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(a) Normalized flame surface area. (b) Normalized mixing width.

Fig. 6: Normalized flame surface area and normalized turbulent mixing width over time for lean and

stoichiometric gas mixture.

decline when an interaction with a shock wave occurs. This is not connected with the RMI itself, but

caused by the shock interacting with the leading flame structures first, before interacting with the rest

of the flame (and RMI sets on). Those structures are then flattened or pushed back, initially reducing

Af and δm.

Proceeding with the turbulent mixing width shown in Fig. 6b, it becomes apparent that the initial

δm differs between both cases due to differences in flame thickness δf. The flame thickness δf is

defined by δf = Vf/Af, where the flame volume Vf is calculated by summation of all grid points with

0.01 ≤ c ≤ 0.99. The normalization parameter δf,n is taken for φ = 1 and t × SL,st/δth,st = 0 and

δf,n ≈ 1.76δth,st. Initially the flame thickness of the lean case is about eight times higher than for the

stoichiometric case, resulting in an increased δm at the start of the simulation (see Fig. 8). In both cases

the turbulent mixing width in Fig. 6b initially grows linearly after each shock flame interaction. While

the lean case continues to grow in a linear fashion until the next shock interaction, the stoichiometric

case reaches a maximum before it plateaus or even begins to decline (similar to Fig. 6a). Towards the

end of the simulation the turbulent mixing width of the stoichiometric case keeps increasing steadily

while δm starts to settle for the lean case. The continued growth could be explained by the increased

reaction rate at φ = 1, that causes large areas of burned gas to expand into the unburned gas as visible

in Fig. 5d.

4.1 Enstrophy Analysis

The generation of vorticity due to baroclinic torque at the flame surface, is the main mechanism

responsible for the RMI. The enstrophy Ω = ω2
i /2 can be interpreted as a scalar energy equivalent of

the vorticity ωi = εi jk∂uk/∂x j and its transport equation is given as:

∂Ω

∂ t
+uk

∂Ω

∂xk

= ωiωk

∂ui

∂xk
︸ ︷︷ ︸

TI

−εi jkωi
1

ρ2

∂ρ

∂x j

∂τkl

∂xl
︸ ︷︷ ︸

TII

+
εi jkωi

ρ

∂ 2τkl

∂x j∂xl
︸ ︷︷ ︸

TIII

−2
∂uk

∂xk

Ω

︸ ︷︷ ︸

TIV

+εi jk

ωi

ρ2

∂ρ

∂x j

∂ p

∂xk
︸ ︷︷ ︸

TV

(12)

The terms on the right hand side represent the changes in enstrophy due to vortex stretching (I),

viscous torque (II), diffusion (III), dilatation (IV) and baroclinic torque (V). The normalized volume

integrals of the terms I to V are shown in Fig. 7 for the lean and stoichiometric case. Generally peaks

in the enstrophy terms can be observed after each shock interaction. Term V (baroclinic torque) is

dominating most of the time for both cases, although the peak heights differ in comparison. Term

I (vortex stretching), term III (diffusion) and term IV (dilatation) show small peaks on each shock-

flame interaction. Comparing the behavior of term I and term III in figs. 7a and 7b, a noticeable
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(a) φ = 0.5 (b) φ = 1

Fig. 7: Normalized volume integral (with V = LxLyLz) of the enstrophy transport terms for lean and

stoichiometric gas mixture (with enlarged figure section for φ = 1).

Fig. 8: Normalized flame thickness over time for lean and stoichiometric gas mixture.

difference between the cases becomes apparent. After each shock interaction the terms decline again,

but at a much slower rate than the baroclinic torque (term V), which causes terms I and III to become

the dominant terms after the re-shock and the reflection. This can be seen for φ = 0.5 and to a lesser

extent for φ = 1 as the values reached for term I and III are generally much smaller in this case. The

influence of Term II (viscous torque) on the enstrophy production can be neglected for the investigated

cases.

Focusing on term V, a significant difference in peak height between both cases can be seen after the

first shock interaction. As already mentioned in the discussion of Fig. 6, this is caused by differences

in initial flame thickness (see Fig. 8) and heat release τh, leading to a considerably increased density

gradient for φ = 1. Since the thickness of the lean flame is massively reduced after each shock

interaction and the flame surface area is increased due to the formation of fresh gas funnels and

other turbulent structures, the peak in baroclinic torque is massively increased at the re-shock, even

surpassing the stoichiometric flame. The flame thickness decrease, is caused by the compression

of the flame by the shock and the increased pressure level after passing of the shock wave. The

flame thickness, which initially is about 8 times higher in the lean flame, is reduced by about 50%

after interacting with the shock and re-shock (later interactions have a negligible effect on the flame

thickness).
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4.2 Fractal Analysis

A common approach for reaction rate closure in RANS and LES, is to model the sub-grid scale

wrinkling factor Ξ = |∇c|/|∇c̄| (overbar indicates RANS averaging or LES filtering) as a power-law

function, giving the expression (Fureby, 2005, Knikker et al., 2004):

Ξ = (ηo/ηi)
Df−2 (13)

The outer and inner cut-off scales ηo and ηi are taken as the LES filter width ∆ and a quantity that

corresponds to the smallest occurring flame structure (Gülder, 1995), respectively. The fractal di-

mension Df of the premixed flame can be calculated from the present DNS data by explicit filtering

(Chakraborty and Klein, 2008). With the generalized flame surface density (FSD) Σgen = |∇c| defined

by Boger et al. (1998) and using Eq. (13) the following expression for Σgen is obtained (Gouldin et al.,

1989):

Σgen = |∇c̄|(∆/ηi)
Df−2 (14)

Following the method described in detail by Chakraborty and Klein (2008) and taking the volume

average of Eq. (14), results in

log(〈Σgen〉/〈|∇c̄|〉) = (Df −2) log(∆)− (Df −2) log(ηi) . (15)

Equation (15) can be interpreted as a straight line equation with a slope of (Df −2). Figure 9 shows

a double logarithmic plot of 〈Σgen〉/〈|∇c̄|〉 over the normalized filter size ∆ for the stoichiometric

case at t × SL,st/δth,st = 1. When the filter width is smaller than the stoichiometric flame thickness

δth,st (see sec. 3), the variation of log(〈Σgen〉/〈|∇c̄|〉) becomes increasingly non-linear. For ∆ ≫ δth,st

the linear behaviour expected from Eq. (15) becomes apparent and the fractal dimension Df can be

calculated from the slope of a line fit. By repeating this procedure for successive timesteps and for all

cases, the evolution of Df over time, as shown in Fig. 10a, can be determined. Since the definition of

Df is tied to the FSD or flame surface area Af (see Eq. (9)), it is consistent that Df evolves similarly to

Af as shown in Fig. 6a. Initially the shock will flatten the initially disturbed (see Fig. 4) flame surface,

reducing the fractal dimension to Df ≈ 2, or Ξ ≈ 1. The fractal dimension then steeply increases to

about 2.92 for φ = 1 and 2.78 for φ = 0.5. After the re-shock Df increases further for the lean case

and reaches larger values than the stoichiometric mixture, with a maximum of ≈ 2.96 (≈ 2.89 for

stoichiometric). Towards the end of the simulation the fractal dimension values settle at 2.38 (φ = 1)

and 2.67 (φ = 0.5). In the flamelet regime Kerstein (1988) suggests a fractal dimension of 7/3, while

the maximum Df for a flame in the well-mixed regime (Hawkes et al., 2012) as well as a passive

scalar iso-surface (Mandelbrot, 1975) is found to be 8/3. Values of Df > 8/3 are a strong indicator

for additional wrinkling caused by the RMI and possibly thermo-diffusive instabilities for Le < 1.

The intersection of the straight line fit with the line given by 〈Σgen〉/〈|∇c̄|〉 = 1 in Fig. 9 yields the

inner cut-off scale ηi. The development over time of the normalized inner cut-off scale ηi/δth,st is

shown in Fig. 10b, where the stoichiometric thermal flame thickness δth,st is used for normalization

in both cases. The values of ηi/δth,st are only weakly dependent on the chosen equivalence ratio,

since both cases show similar normalized values of ≈ 1± 25%. The assumption of a constant and

stoichiometry-independent ηi could be useful for simplified sub-grid modelling approaches using

Eq. (14), as only Df has to be modelled.

5 Summary and Outlook

DNS of premixed lean and stoichiometric H2/Air flames interacting with a Ms = 1.5 shock-wave are

performed. Two cases are investigated that involve a lean and a stoichiometric H2/Air mixture with

an equivalence ratio of φ = 0.5 and φ = 1. Spatial discretization and shock capturing is achieved by

implementing the WENO-5 scheme. The scheme successfully avoids numerical oscillations around

discontinuities, while resolving the shock with about 2-3 grid points.

During a simulation there are three significant occurrences of shock-flame interaction:
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Fig. 9: Left: Double logarithmic plot of volume averaged wrinkling factor over normalized filter size,

for φ = 1 and t ×SL,st/δth,st = 1.

(a) Fractal Dimension. (b) Inner cut-off scale.

Fig. 10: Fractal dimension and inner cut-off scale for lean and stoichiometric gas mixture over time.
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• interaction of the shock-wave with the initially perturbed flame surface

• re-shock due to the reflection of the shock wave at the back wall

• interaction with partially reflected shock (flame surface ↔ wall)

The individual terms of the enstrophy transport equation are investigated, where it is found that the

baroclinic torque, which is responsible for the RMI, dominates the other terms most of the time. It is

found that the vortex stretching and diffusion term surpass the baroclinic term after the re-shock. This

effect is visible in the lean case and to a lesser extent in the stoichiometric case as the vortex stretching

and diffusion terms are generally much smaller there. The baroclinic torque shows high peaks after

each shock-flame interaction. The peak heights are heavily influenced by the flame thickness, which

differs between both cases and in time due to flame compression and an increased pressure level

caused by the shock wave. After the first shock-flame interaction, the peak height of the stoichiometric

case is about ten times higher than for the lean case, due to the previously mentioned differences in

flame thickness and also heat release ratio, leading to an increased density gradient across the flame.

After the re-shock the baroclinic torque production of the lean case increases significantly as the

difference in flame thickness is reduced and more flame surface area is available.

The effects of the baroclinic torque production and flame wrinkling also become apparent when in-

vestigating the temporal development of the flame surface area Af and the turbulent mixing width

δm. A strong increase in Af and δm is observed on each shock interaction, with a maximum possible

increase of about 400% for the investigated cases. Due to funnel-closure and smoothing effects of the

stoichiometric case, the end values of Af differ by about 30% between both cases. Finally the fractal

behavior of the flame surface is investigated in the context of power-law based modeling of the wrin-

kling factor. For the stoichiometric and lean case a maximum fractal dimension of about 2.92 to 2.96

is determined (reached at different times), before settling at 2.38 respective 2.67. The inner cut-off

scale is only weakly dependent on the equivalence ratio and reaches values close to the stoichiometric

thermal flame thickness (±25%).

For the lean case (Le = 0.5) the Lewis number is significantly smaller than unity, therefore the flame

is more susceptible to thermo-diffusive instabilities in addition to the RMI. A next step would be to

investigate the effect of isolated changes in the Lewis number to separate the influence on flame wrin-

kling of the thermo-diffusive instabilities and RMI. Furthermore the investigations on the enstrophy

transport equation and fractal behavior can be used in the work towards a sub-grid model of the RMI

flame wrinkling.
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Abstract 

In the paper the physical and mathematical model for the description of the processes of transition, 

attenuation and suppression of detonation in hydrogen-air mixture in one- and two-dimensional 

formulation, taking into account reduced and detailed kinetics of chemical transformations in 

reactive gases, by inert gas plugs was proposed. On the basis of this model calculations of the 

interaction of plane (in one-dimensional formulation) and cellular (in two-dimensional formulation) 

detonation wave propagating in hydrogen-air mixture with layer of inert gases (argon, nitrogen, 

carbon dioxide) were performed. It was shown that depending on the type of isolating gas and the 

length of the plug various flow regimes were realized after the shock wave exits from the inert gas 

plug: a) reinitiation of detonation wave; b) suppression of the detonation wave with the formation of 

a deflagration wave at the end of the inert gas layer; c) suppression of the detonation wave with the 

combustion zone isolation by inert gas plug. The geometric limits of detonation (minimum inert gas 

plug length leads to detonation suppression with combustion zone isolation) for all three types of 

inert gas plugs were calculated. Comparison of the effectiveness of detonation suppression by 

various inert gas plugs shows that the carbon dioxide is more efficient for suppressing the 

detonation wave, i.e. geometric limits of detonation during interaction of detonation with carbon 

dioxide plug is smallest compared with other two types of plugs. 

Keywords: detonation wave, detonation suppression, inert gas plug, physical and mathematical 

modelling  

  

1. Introduction 

The physical and mathematical modelling of the interaction of detonation waves propagating 

through a hydrogen-air mixture with a layer of unreacting gas is performed in the paper. The 

relevance of these studies is related to issues of explosion and fire safety, namely, the problem of 

attenuation and suppression of detonation waves in combustible gas mixtures (Gottiparthi and 

Menon 2012, Liu et. al. 2016, Tropin and Fedorov 2017, 2018, 2019). Explosions of combustible 

industrial gases and gas suspensions are one of the main causes of technological disasters. An 

example of the catastrophe is the explosion in the city of Kaohsiung, Taiwan related with a 

propylene leak (Yang et.al. 2017). The explosion occurred during the transportation of propylene 

from the port to a chemical plant through a pipeline laid in underground utilities. One way to 

prevent the catastrophic consequences of these incidents is to use inert components, for example 

solid inert particles or inert gas plugs, to suppress detonation and to isolate the combustion zones.  

There are a lot of works devoted to suppression the detonation waves by inert components, 

primarily by solid inert particles. The addition of chemically inert particles reduces the velocity of 

detonation (Borisov et.al. 1975, Tropin and Fedorov 2014, 2019), change the length of the chemical 

reaction zone of the detonation wave (Borisov et.al. 1975) and at certain conditions can lead to the 

splitting of detonation wave (DW) into frozen shock wave (SW) and lagging from it the combustion 
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front (Dong et. al. 2005, Fedorov and Tropin 2013, Liu et. al. 2016). The concentration limits of 

detonation in various mixtures of hydrogen, methane, silane and oxidizer while suppressing DW by 

clouds of inert micro- and nanoparticles was defined by many authors both experimentally and 

numerically (Bedarev (2019), Gottiparthi and Menon (2012), Pinaev et.al. (2015), Tropin and 

Fedorov (2019)). Furthermore, in these papers it has been shown that the most effective in 

detonation suppressing the smaller diameter particles. Papalexandris (2004) and Shafiee and 

Djavareshkian (2014) shown that the addition of inert microparticles destroys the cellular structure 

of the DW in some model mixture. 

There are not many papers in the literature devoted to the suppression of explosion and detonation 

by inert gas plugs. Yang et.al. (2019) were carried out experimental studies demonstrates the flame 

propagation suppression with inert gas plugs. They were found that the critical length of the inert 

gas section required for successful suppression of flame from the igniting the flammable section is 

from 0.2m to 0.9m long depending on type of inert gas.  

This paper proposes the numerical study of the process of detonation wave interaction in a 

hydrogen-air mixture with plugs of three inert gases: carbon dioxide, argon, nitrogen.  

2. Physical and Mathematical Formulation of the Problem 

Let’s consider a shock tube filled with the mixture of hydrogen and air at atmospheric conditions (

0 1p = atm, 
0 296T = К). Plane (in one-dimensional formulation) and cellular (in two-dimensional 

formulation) detonation wave was used as the initial data and located at the left boundary of shock 

tube (Fig. 1). At some distance from the detonation wave the inert gas plug (
2CO , 

2N  or Ar ) is 

located. After the start of the calculation, the detonation wave moved from left to right and interacts 

with the plug.  

The considered process was modeled by the Euler system of equations describing the motion of an 

inviscid compressible gas, taking into account the multicomponent nature of the gas mixture and 

chemical kinetics.  

During modeling the flows with detonation waves, as in any problem with chemical reactions, 

arises the problem of choosing a kinetic scheme for an adequate description of the combustion 

process. In this paper, we will consider the reduced and detailed kinetics of combustion of a gas 

mixture. Detailed kinetics makes it possible to more accurately reproduce such parameters as the 

ignition delay time of the mixture, the distribution of the components of the gas mixture in the 

structure of the detonation wave, but requires a large machine time costs. To describe the chemical 

reactions in the reacting gas mixture we will use the following detailed kinetics model provided by 

Tien and Stalker (2002) and taking into account 38 reactions of 8 components. In our previous 

studies, this model allowed us to describe the experimentally observed ignition delay time in a 

hydrogen–oxygen mixture (Bedarev and Fedorov 2006, Fedorov et.al. 2010), to calculate the 

concentration limits of detonation (Fedorov and Tropin 2013), and to determine the geometric limits 

of detonation (Fedorov and Tropin 2011). 

We will also use the previously developed one-stage model of chemical kinetics (Bedarev et.al. 

2015). According to this model, the combustion of a stoichiometric mixture of hydrogen and 

oxygen will be described by one integral irreversible reaction:  

2 2 2 2 22      2   H O N H O Nν ν+ + → +  

where ν – stoichiometric coefficient depending on the degree of dilution of the mixture with 

nitrogen (for air ν = 3.82). A detailed verification of this kinetic scheme by ignition delay times, 

detonation wave velocity, detonation cell size and inclined detonation wave modes, as well as an 

algorithm for determining the model constants are presented by Bedarev et.al. 2015, 2019. 
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Fig. 1. The problem statement. Flow pattern. 

 

3. Results and discussion 

Let's consider the interaction of a one- and two-dimensional detonation wave with inert gas plug of 

various inert gases (argon, nitrogen, carbon dioxide). 

3.1 One-dimensional detonation wave. Reduced kinetics 

First of all, one-dimensional calculations using reduced kinetics mechanism were performed. 

Depending on the type of isolating gas and the length of the plug, various flow regimes can be 

realized after the shock wave leaves the inert plug: a) detonation reinitiation; b) suppression of the 

detonation wave with the formation of a deflagration wave; c) suppression of the detonation wave 

with the combustion zone isolation. Figs. 2-5 shows the examples of these regimes during 

interaction of detonation wave with nitrogen gas plug with various length. In figures left boundary 

of the plug located at coordinate 0.5x = m. It can be seen that after the detonation wave enters the 

inert plug chemical reactions stops and detonation wave transforms into the shock wave. The latter 

attenuates during its propagation in inert plug. Then, if the inert plug length is not enough to reduce 

the shock wave parameters less than some critical, after the shock wave exits the plug behind its 

front chemical reactions starts again. Fig. 2 shows the propagation of the shock wave through 

nitrogen plug 30cm length. It can be seen that after shock wave exits from the plug behind its front 

the initiation of detonation wave occurs. The temperature behind the frozen shock wave before it 

leaves the plug is equal to 816K. So, we have the first interaction regime – re-initiation of 

detonation. Fig. 3 shows the propagation of the shock wave through nitrogen plug 40cm length. 

Here, after the shock wave exits from plug re-initiation of detonation does not occur, temperature 

behind the frozen shock wave is equal to 760K. Shock wave propagation and compression waves 

propagation from the left boundary of the plug-reacting gas interface towards the shock wave are 

observed. Fig. 4 shows distribution of mass concentration of water vapor in shock tube. There are 2 

regions of high mass concentration of water vapor – left caused by the propagation of detonation 

wave before the interaction with inert gas plug and right – indicates a chemical reactions behind the 

shock wave front after it exits from the plug. Here we have another one interaction regime – 

suppression of detonation wave with formation of deflagration wave. Fig. 5 shows the propagation 

of the shock wave through nitrogen plug 70cm length. It can be seen that after the shock wave exits 

from the plug no chemical reaction are observed behind its front, only propagation of attenuated 

shock wave are occurs. The temperature behind the frozen shock wave before it leaves the plug is 

equal to 636K which is much less than hydrogen ignition temperature. So, here we have the third 

interaction regime – suppression of detonation with isolation of combustion zone and propagation 

of frozen shock wave which attenuates during its propagation in combustible gas.  
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Fig. 2. Pressure distribution in shock tube. Nitrogen gas plug 30 cm length. Reinitiation of 

detonation wave 

 

Fig. 3. Pressure distribution in shock tube. Nitrogen gas plug 40 cm length. Detonation wave 

suppression with the formation of deflagration wave 
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Fig. 4. Distribution of mass concentration of water vapor in shock tube. Nitrogen gas plug 40 cm 

length. Detonation wave suppression with the formation of deflagration wave 

 

Fig. 5. Pressure distribution in shock tube. Nitrogen gas plug 70 cm length. Detonation wave 

suppression 

In other inert gases under consideration these regimes are remains but at different plug length. The 

table 1 summarizes the flow regimes after the shock wave leaves the cloud of three inert gases: 
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carbon dioxide (CO2), nitrogen (N2) and argon (Ar). In the table, the regimes are indicated as 

follows: A –reinitiation of detonation; B - detonation wave suppression with the deflagration wave 

formation; C – detonation wave suppression with the combustion zone isolation. If we will compare 

the detonation suppressing effect of the plugs we can see that carbon dioxide is more effective for 

detonation suppression and the argon is less effective in this process. These difference caused by the 

different densities and heat capacities of the inert gases. The parameters are: carbon dioxide – 

1.764ρ = kg/m
3
, 843.86

p
c = J/(kg*K), nitrogen – 1.123ρ = kg/m

3
, 1040

p
c = J/(kg*K), argon – 

1.604ρ = kg/m
3
, 519.65

p
c = J/(kg*K). The energy losses of shock wave will be the greater if the 

multiplication of density and heat capacity of inert gas in plug will be greater. The multiplication 

are greater in carbon dioxide and the smallest in argon. Yang et.al. (2019) experimentally compare 

the effectiveness of deflagration suppression by carbon dioxide and nitrogen gas plug and obtain 

that the latter is less effective in this process. So our calculations are in good agreement with the 

experimental observations. 

 

Table 1: Detonation regimes 

 L = 0.3 m L = 0.4 m L = 0.6  m L = 0.7 m L = 1.2 m 

CO2 B B C C C 

N2 A B B C C 
Ar A B B B C 

 

3.2 One-dimensional detonation wave. Detailed kinetics 

Then, one-dimensional calculations using detailed kinetics mechanism were performed. All three 

types of detonation flows described in section 3.1 in calculations with the detailed kinetics are 

remains, but the length of inert gas plugs for corresponding regimes are greater. Fig. 6 shows the 

first realized regime – detonation reinitiation during interaction of detonation wave with nitrogen 

plug 75cm length. It can be seen that after shock wave leaves the plug the initiation of detonation 

wave behind its front occurs. The second regime – suppression of detonation with formation the 

deflagration wave are shown in figs. 7, 8. Here, we have a propagation of shock wave and 

compression waves (fig. 7) and reaction front (deflagration) behind them (fig. 8). The last regime – 

suppression of detonation with isolation of reaction zone are presented in fig. 9. Here, it can be seen 

the propagation of attenuated shock wave without any chemical reaction.  

The table 2 summarizes the flow regimes after the shock wave leaves the cloud for all three inert 

gases under consideration. In the table, the regimes are indicated in the same form like in section 

3.1. From tables 1 and 2 it can be seen that the length of inert gas plug of corresponding inert gas is 

greater in calculations with detailed kinetics. But qualitatively the results are similar: the argon plug 

has greater length for detonation suppression, the smallest one – the carbon dioxide plug. Yang 

et.al. (2019) were carried out experimental studies of interaction of deflagration waves with inert 

gas plug. In experiments they obtain that for suppression of the high velocity deflagration wave the 

90cm carbon dioxide plug is needed. But the detonation is more powerful process and quite possible 

that for its suppression the longer plugs will be needed. Given this circumstance the cloud lengths in 

calculations with detailed kinetics are more appropriate compared with reduced kinetics. 

Table 2: Detonation regimes 

 L = 0.5 m L = 0.75 m L = 0.9  m L = 1.5 m L = 1.7 m L = 2.6 m 

CO2 A A C C C C 

N2 A A A B C C 

Ar A A A A A B 
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Fig. 6. Pressure distribution in shock tube. Nitrogen gas plug 75 cm length. Reinitiation of 

detonation wave 

 

Fig. 7. Pressure distribution in shock tube. Nitrogen gas plug 150 cm length. Detonation wave 

suppression with the formation of deflagration wave 
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Fig. 8. Distribution of mass concentration of water vapor in shock tube. Nitrogen gas plug 150 cm 

length. Detonation wave suppression with the formation of deflagration wave 

 

Fig. 9. Pressure distribution in shock tube. Nitrogen gas plug 170 cm length. Detonation wave 

suppression 
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3.3 Two-dimensional detonation wave. Reduced kinetics 

It should be noted that detailed kinetic models are expensive in machine time. Therefore, in two-

dimensional calculations, to optimize computational costs, we used the mentioned above single-

stage reduced model. 

In two-dimensional calculations all three types of detonation flows realized in one-dimensional 

calculations are remains. Fig. 10 shows these three regimes for a CO2 plug with a length of L = 0.2 

m (a), 0.3 m (b), and 0.4 m (c) in the form of the fields of density maxima in time. For a plug with a 

length of L = 0.2 m (fig. 10a), after the shock wave leaves the inert gas plug, the detonation wave is 

reinitiated with the further formation of the cellular structure. It is seen that at first the detonation 

cell with a small size is formed, but then the size of the detonation cell is enlarged to a value of 10-

15 mm typical for a stoichiometric hydrogen-air mixture. Fig. 10b shows the fields of density 

maxima in time in case of detonation suppression with the formation of deflagration wave and fig. 

10c shows the fields of density maxima in time in case of detonation suppression. The difference 

between the regimes can be seen in the fields of temperature and mass fraction of CO2, which 

shown in fig. 11. Here the calculation results at time of 1.9 ms for clouds of 0.3 m (a, b) and 0.4 m 

(c, d) length are presented. It can be seen from the figure that for plug of inert gas with a length of 

0.3 m, a combustion zone appears at its right boundary, which for a moment from 1.7 ms to 1.9 ms 

moves at an average velocity of about 485 m/s. Conclusions about the propagation dynamics of the 

combustion zone and the effect of turbulence on its behavior will allow further studies. We can also 

note the instability of the contact boundary of the CO2 layer. This is Richtmayer-Meshkov 

instability, which is caused by the passing of reflected shock waves through the boundary between 

the layer of light and heavy gas. 

 

 

 

Fig. 10. Fields of density maxima in time for a CO2 plug of length L = 0.2 m (a), 0.3 m (b),  

and 0.4 m (c). 

 a 

 b 

 c 
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Fig. 11. Fields of temperature and mass fraction of CO2 for plugs of length L = 0.3 m (a, b)  

and 0.4 m (c, d). 
 

The table 3 summarizes the detonation flow regimes after the shock wave leaves the cloud for three 

inert gases under consideration. In the table, the regimes are indicated in the same form like in 

section 3.1. It is seen from comparison of the tables 1 – 3 that the two-dimensional calculations 

gives the smallest length of inert gas plug with corresponding inert gases compared with one-

dimensional calculations with two kinetics models. This can be caused by the small width of the 

channel. The experiments of Yang et.al. (2019) shown that if the channel is wider than the larger 

inert gas plug is needed at the same gas and wave parameters.  

Table 3: Detonation regimes 

 L = 0.2 m L = 0.3 m L = 0.4  m L = 0.5 m L = 0.75 m 

CO2 A B C C C 

N2 A A A B C 
Ar A A B C C 

4. Conclusions 

Calculations of the interaction of plane (in one-dimensional formulation) and cellular (in two-

dimensional formulation) detonation wave propagating in hydrogen-air mixture with plug of inert 

gases (argon, nitrogen, carbon dioxide), based on the physical and mathematical model for the 

description of the process, taking into account reduced and detailed kinetics of chemical 

transformations in reactive gases, were performed.  

It was shown that depending on the type and the length of inert gas plug various flow regimes are 

realized: reinitiation of detonation wave; suppression of the detonation wave with the formation of a 

deflagration wave; suppression of the detonation wave with the combustion zone isolation by inert 

plug. 

Temperature 

CO2 mass fraction  

Temperature 

CO2 mass fraction  

a 

b 

c 

d 
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The geometric limits of detonation (minimum inert gas plug length leads to detonation suppression 

with combustion zone isolation) for all types of inert gas plug under consideration were calculated. 

Comparison of the effectiveness of detonation suppression by various inert gas plugs shows that the 

carbon dioxide is more efficient for suppressing the detonation wave and argon is less efficient for 

this process.  
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Abstract

An analysis of boundary conditions and numerical grid dependency for the simulation of atmospheric

boundary layer flow in urban environment with regard to gas propagation is presented. Although

irregular terrain, buildings and other obstacles influence the flow field significantly, realistic veloc-

ity and turbulent fields upstream the area of interest is of major importance and must be reproduced

by the simulation method as realistically as possible to depict all important convection and diffusion

processes. In this study the consistency of inlet boundary conditions and various wall function ap-

proaches using Reynolds averaged Navier Stokes equation simulations as well as the influence of

subgrid-scale models in Large Eddy Simulation are investigated with regard to numerical grid reso-

lution and roughness length. Variations are applied for simulations over level terrain with local grid

refinement, which are validated using experimental wind tunnel data.

Keywords: CFD, LES, gas dispersion, atmospheric boundary layer

1 Introduction

Precise prediction of dispersion of hazardous gases inside the atmospheric boundary layer for com-

plex environment is becoming increasingly important for a proper estimation of risks connected to

normal operation and accidents in different industrial objects. Particularly as formerly, pure industrial

regions, get mixed with inhabited areas by growing cities. Typically simple dispersion models follow-

ing the Gaussian or Lagrangian approach (e.g. Janicke (1985), Janicke and Janicke (2007)) are used

for these applications. Velocity, fluctuation and dispersion fields needed in Lagrangian models are

often based on logarithmic wind profiles which are altered to account obstacles. Different approxima-

tions are available for the reproduction of recirculation zones e.g. behind buildings and the turbulence

induced by different obstacles (see (Hirtl and Baumann-Stanzer, 2007)). Whereas the result quality

of Lagrangian models depend highly on the underlying wind and dispersion fields, Gaussian models

don’t resolve obstacles in the flow field, which makes them only applicable for releases in open or

simple environment. Besides these methods, hazardous gas propagation can be calculated within the

Euler approach using additional transport equation and results of the flow simulations. The most com-

mon approaches are Reynolds Averaged Navier-Stokes (RANS) and Large Eddy Simulation (LES)

methods. In RANS time averaged velocity and dispersion fields are calculated, while LES resolves a

substantial part of turbulent structures both in time and space.

All three models (Gaussian, Lagrangian and Euler approach) were tested and compared with wind

tunnel measurements in a model evaluating case study for typical accidental scenarios (Baumann-

Stanzer et al., 2015), where high uncertainties of the results have been revealed. For releases into an

open space the first phase of dispersion can properly be predicted by all model types, whereas for

sources located in complex terrain (such as street canyons) only scale resolving techniques such as

LES are able to capture the strong discontinuities close to the release.

Many authors discussed horizontal homogeneity of atmospheric boundary layer flow for RANS. A

short summary is given in section 2.2.1. Sensitivity to surface roughness and grid refinement at the

ground has, to the authors best knowledge, not been described in the literature. For LES simulations

of Atmospheric boundary layer (ABL) Porté-Agel et al. (2000) and Bou-Zeid et al. (2005) com-

pared their dynamic scale dependent model (DSDM) with standard and dynamic Smagorinky model,
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where they also discussed the grid influence though only for SDDM. Stoll and Porté-Agel (2006)

extended the investigation for one grid with various wall functions and roughness lengths up to 0.5 m

for SDDM. Xie et al. (2015) analyzed sensitivity of three dynamic subgrid-scale (SGS) models to

numerical scheme, filter size and grid resolution. Dependency on SGS modeling, atmospheric rough-

ness and numerical grid with near-wall grading has not been described in literature for the models

used in this study.

Aim of this work is to analyze rough wall boundary conditions, grid dependency and turbulence mod-

els for RANS and LES methods with focus on roughness length dependency for generating reliable

atmospheric flow fields in gas propagation simulation.

2 Computational Methods

In the following section the geometrical and boundary conditions as well as the numerical setup of

the simulations is described separately for RANS and LES methods. The software tool used in this

work is OpenFOAM R© (v1906) (Weller et al., 1998).

2.1 Computational domain

All simulations are performed in full scale. The computational domain has a size of 7H ×H ×H

in RANS and 10H ×H ×H in LES, with (x-length × y-width × z-height) and H = 600 m. In case

of LES, a recycling or mapping approach is applied to ensure fully turbulent inlet conditions, which

copies the velocity field from a mapping plane at x= 7H back onto the domain inlet. The resolution in

x- and y-direction (streamwise and spanwise) is 12.5 m. Three mesh refinements in vertical direction,

with width of the first cell being ∆z1 = 1.6 m, 3.2 m and 8 m are applied.

2.2 Boundary conditions

2.2.1 RANS

Vertical profiles of velocity and turbulence kinetic energy usually specified at the inlet in RANS

have to be in equilibrium with driving force at the top of the computational domain and roughness

characteristics of the ground to guaranty horizontal homogeneity in flow direction for each closure

model (Richards and Norris, 2011)(Blocken et al., 2007). For the standard k-ε turbulence model

Richards and Hoxey (1993) introduced a set of boundary conditions, widely used in wind engineering

applications and thoroughly discussed (e.g. Hargreaves and Wright (2007), (Richards and Norris,

2011)). Inlet boundary conditions according to Richards and Hoxey (1993) and reading as

Ux =
U∗
κ

ln

(
z+ z0

z

)
, k =

U2
∗√
Cµ

, ε =
U3
∗

κ (z+ z0)
, (1)

are applied for all simulations regardless of different wall function approaches. In eq. (1) Ux is the

mean axial velocity, k is the turbulence kinetic energy, ε is the dissipation rate, U∗ is the friction

velocity, z is the height coordinate and z0 is the roughness height. The von Karman constant is

defined as κ = 0.41 and Cµ is a common constant of the k-ε model. At the top boundary U is set to

a constant value given by eq. (1) for z = H appearing as driving force, whereas zero normal gradient

condition (zero-gradient) is employed for the pressure p, k and ε . A fixed pressure is given at the

outlet with zero-gradient for other variables. At the ground wall condition for U , zero-gradient for p

and k, and wall function according to Richards and Hoxey (1993) for ε are applied. All simulations

have been performed with zero normal velocity (slip) for U and zero-gradient conditions on the sides

of the domain for the pressure p, turbulent kinetic energy k and turbulent dissipation rate ε .

Rough wall treatment at the ground is imposed by different wall functions for turbulent viscosity νt .

The first wall function is based on roughness height z0 (referred further to as the z0-WF), where patch
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value of νt is calculated with

νt,w =
U∗z1κ

ln
(

z1+z0

z0

) −νw, (2)

with friction velocity defined as U∗ = C0.25
µ

√
k, the distance to adjacent cell midpoint z1 and fluid

viscosity at the wall νw. The second wall function is based on the so-called sand grain roughness ks

(ks-WF), where

νt,w =
U∗z1κ

ln
(

E u∗z1
νw

) −νw, with E =
9.8(

1+ 1
2
k+s

) . (3)

The non-dimensional sand grain roughness is defined as k+s = U∗ks

ν , where ks is set to 30 z0.

2.2.2 LES

Tabor and Baba-Ahmadi (2010) classified LES inflow methods, to specify a time-varying turbulent

velocity field, in precursor and synthetic methods. The atmospheric boundary layer profile can be

provided by different treatment at the ground. In (Rodi et al., 2013) distinction is made by explicitly

modeling roughness elements, applying momentum force or prescribing shear stress at the wall. In

case of precursor method the inflow profile is generated upstream the area of interest. Different

combinations of precursor methodologies and roughness modeling have been applied in literature.

In Nakayama et al. (2011) rectangular blocks are arrayed and resolved on the surface of a separate

precursor domain to produce a fully developed boundary layer flow, which is imposed to the inlet of

the main domain. Nozawa and Tamura (2002) and Yang and Meneveau (2016) additionally recycled

and rescaled the outlet field to inlet of precursor domain, whereas e.g. Bechmann and Sørensen (2011)

and Chaudhari et al. (2018) neglected the rescaling due to assumption of fully developed boundary

layer over constant roughness height upstream the area of interest. Direct recycling of the flow fields

behind the obstacles (pure periodic boundary conditions) usually needs long extension in downstream

direction, which can get numerically expensive (Chaudhari et al., 2018). (Xie and Castro, 2009)

described that their LES results were not in reasonable agreement with wind tunnel data, when using

periodic condition with short downstream extension. Other authors, especially when interested in

flow over afforested regions, use momentum forces in porous media to predict atmospheric boundary

layer, while in simulation of urban and suburban areas this method is rarely used.

Various models for applying shear stress at the wall to provide ABL profile are known from literature.

Within this study the well known Schumann-Grötzbach (Schumann, 1975),(Grötzbach, 1987) wall

function is used, where the turbulent viscosity is defined as

νt,w =
|〈U〉| |Ũ |κ2

∂ |Ũ |
∂ z

[
ln
(

z1+z0

z0

)]2
−νw, (4)

where |〈U〉| and |Ũ | are magnitude values of the horizontal averaged and the instantaneous filtered

velocities of the ground adjacent cells. Comparison with the boundary condition of Thomas and

Williams (1999) in time average form proposed by Vasaturo et al. (2018) was made for few cases

with only minor differences to proposed results, whereas they are not shown.

Periodic boundary conditions are employed at sides of the domain and mapped fields are imposed at

the inlet. Zero-gradient boundary condition is used for pressure at the top, bottom and inlet boundary

whereas a fixed value is given at the outlet. Wall condition is applied for the velocity at the ground,

while slip and zero-gradient conditions are employed at the top and outlet boundaries respectively.

For the turbulent kinetic energy k zero-gradient conditions are enforced everywhere but inlet and

sides of domain.
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2.3 Numerical settings

2.3.1 RANS

All RANS simulations are run with the standard k-ε model using the SIMPLE algorithm for pressure

correction. Due to numerical oscillations in velocity and pressure fields a blend of 90% second-order

central differencing and 10% of the more diffusive second-order upwind differencing is imposed for

convection terms. Convergence criteria for residuals is set to 10−4.

2.3.2 LES

For the pressure-velocity coupling, the PISO algorithm (Issa, 1986) with two pressure correction

steps and variable time step is used, where Courant-Friedrich-Lewis (CFL) number is limited to 0.4.

Four LES models (Smagorinsky (SM) (Smagorinsky, 1963), dynamic Smagorinsky (DSM) (Lilly,

1992), k-equation (kEM) (Yoshizawa, 1986) and dynamic k-equation model (DOM) (Kim and Menon,

1995)) are utilized in the simulations. The Smagorinsky constant in SM is Cs = 0.168. All cases are

initialized with flow fields of previous LES and run for about 11 flow through times to ensure a

developed turbulent boundary layer. For statistical convergence a sampling of 120 flow through times

is applied. Horizontal pressure gradient is imposed by scaling of the inflow velocity to a constant

mean value. Second order implicit backward differences scheme is used for temporal integration,

while convection terms are discretized using second order scheme.

3 Results and discussion

3.1 RANS

In Fig. 1 velocity profiles for four roughness lengths (z0 = 0.06 m, 0.3 m, 1.0 m, 1.5 m) with three

near-wall refinements (adjacent cell center z1 = 0.8 m, 1.6 m and 4.0 m) and two wall functions (see

section 2.2.1) are shown at the distance of 3000 m behind the inlet. Whereas a good agreement with

the inlet profile is achieved for lower roughness with both wall function approaches, simulations with

ks-WF do not converge with higher roughness due to numerical instabilities. For z0-WF increasing

deviation from the inlet profile can be seen for z0 = 1 m and z0 = 1.5 m with increasing near-ground

resolution. For very rough walls only the simulation with the coarse mesh is able to prevent changes

in longitudinal direction, while finer meshes still give reasonable results.

It should be mentioned, that it is usually not recommended to use ks-WF if ks > z1 (e.g. (Blocken

et al., 2007),(Franke et al., 2004)), which is the case for all but one simulation presented. However,

results show that with restricted violation of ks > z1 reasonable results can be achieved, while sub-

stantial exceeding the limit leads to numerical diverging simulations.

For simulations of gas propagation prediction of the turbulence level is of major importance, since

dissipative processes increase with increasing turbulence. Therefore, the development of turbulent

kinetic energy k in longitudinal direction must be analyzed as well. At the inlet a constant value of k

is specified (see eq. 1). Vertical profiles of k for the same configurations as above are shown in Fig. 2.

The turbulent kinetic energy in near ground region increase with decreasing grid refinement for all

roughness lengths and wall functions. For the medium rough cases (z0 = 0.06 m and 0.3 m) k-profiles

of z0-WF retain the inlet profile reasonably good, while for higher roughness the deviations increases.

Sand grain roughness wall function (ks-WF) over-predicts k up to 20% in near-ground region for all

cases. However, since the inlet velocity profile is calculated with z0-WF condition, improved homo-

geneity of z0-WF over ks-WF can be expected. Profiles for turbulent dissipation rate, shown in Fig. 3,

indicate negligible disagreement with target profiles.

To minimize numerical effort, the inflow lengths in industrial application is much shorter than shown

above, where numerical stability and blocking effects of obstacles are the only reasons for longer

inflow regions in RANS. However, for gas dispersion the propagation region can easily exceed one

kilometer. The development of U- and k-profiles in flow direction from the inlet is shown in Fig. 4

with additional measurement data from wind tunnel experiments, described in (Fischer et al., 2010)
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Fig. 1: Normalized profiles of time averaged velocity of prescribed grids and wall functions 3,000 m

downstream the inlet (RANS). Thick solid line indicates inlet profile.

1. Velocity and especially k-profiles immediately start diverging from inlet profile near the ground.

Velocity profiles converge to a stable condition at about 3,000 m downstream the inlet. This rapid

changes have to kept in mind when doing gas propagation simulations with RANS with high rough-

ness lengths.

3.2 LES

Due to extensive numerical costs, two roughness lengths (z0 = 0.06 m and z0 = 1.5 m) are considered

in the LES. Since the first part of the numerical domain is used as precursor in LES, longitudinal

changes do not take place in our simulations. Fig. 5 shows velocity profiles of three SGS models

normalized by reference velocity (Ure f ) at zre f = 70 m for minor roughness length (z0 = 0.06 m).

Corresponding profiles of the time averaged Reynolds normal stress in flow direction u′u′ normalized

with friction velocity u∗ = κ Ure f / ln
((

zre f + z0

)
/z0

)
are shown in Fig. 6. Presented measurement

data for this roughness is provided by the University of Hamburg measured in wind tunnel experi-

ments. Compared to the logarithmic profile, SM and kEM underpredict the velocity in the near-ground

region and matches the log-profile at about 20 m respectively 30 m with minor influence of the grid,

whereas the progression of DOM show high dissimilarity between grid resolution for the first 50 m of

boundary layer. The Velocity predicted by DOM is significantly overestimated at the ground for the

two finer meshes.

SM and kEM profiles of u′u′ overestimate up to 100% compared to measurement data, with minor

grid dependency in near-ground region whereas sensitivity to grid resolution can be observed in the

lower region (z ≤ 30 m). The DOM shows high mesh dependency over the complete presented height

with increasing values for decreasing grid resolution.

1https://mi-pub.cen.uni-hamburg.de/index.php?id=6339
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Fig. 2: Normalized profiles of time averaged turbulent kinetic k energy of prescribed grids and wall

functions 3,000 m downstream the inlet (RANS). Thick solid line indicates inlet profile.
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Fig. 3: Profiles of time averaged turbulent dissipation rate ε of prescribed grids and wall functions

3,000 m downstream the inlet (RANS). Thick solid line indicates inlet profile.
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Fig. 6: Normalized profiles of Reynolds normal stress in streamwise direction of prescribed grids and

SGS-models for z0 = 0.06 m (LES).

Similar behavior can be observed for U- and k-profiles in high roughness environment (z0 = 1.5 m),

which are shown in Fig. 7 and Fig. 8 with experimental data of (Fischer et al., 2010)2 and an addi-

tional SGS model (DSM). Reference height in this case is zre f = 100 m. Increasing mesh dependency

is noticeable for all SGS models compared to z0 = 0.06 m with considerably high deviation in near-

ground velocities for DSM and DOM. Contrary to the lower roughness the SM and kEM overestimate

the velocity of log- and experimenta data near the surface for this roughness length. The coarse grid

matches the experimental data reasonable well, whereas the deviation increases with mesh refine-

ment. DSM and DOM, both using dynamic procedure for estimating the model constants Germano

et al. (1991), shows high dependency with regard to grid refinement, with increasing fullness of the

profile for finer meshes. Similar constraints were observed with wall-adapting local eddy-viscosity

2https://mi-pub.cen.uni-hamburg.de/index.php?id=6339
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SGS model (WALE) (Nicoud and Ducros, 1999), which is not shown here.
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Fig. 7: Normalized velocity profiles of prescribed grids and SGS-models z0 = 1.5 m (LES). Thick solid

line indicates inlet profile.
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Fig. 8: Normalized profiles of turbulent kinetic energy of prescribed grids and SGS-models for z0 =
1.5 m (LES).

Theoretically, since the SM is too dissipative in the near-ground region, high damping of turbulent

kinetic energy occurs which leads to less reduction of mean shear and thereby larger velocities (Porté-

Agel et al., 2000). In presented simulations this is the case only for z0 = 1.5 m, where k-values are

under- and velocities are overestimated. For z0 = 0.06 velocities of SM and kEM are lower as ex-

pected logarithmic profile. Porté-Agel et al. (2000) also mentioned a opposite effect for the dynamic
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Smagorinsky model, which cannot be observed in our simulations with the DSM (and also DOM) for

both roughness lengths.

A verification of LES quality with profiles of resolved and SGS turbulent kinetic energy for z0 = 1.5 m

(Fig. 9) shows expectable ratios. In the upper region (above 40 m) less then 20% of the turbulence is

modeled in all SGS models but DOM. The resolved part of turbulence decreases to zero at the surface,

since the grid scale gets of the order of the local length scale (Porté-Agel et al., 2000). The intersec-

tion between modeled and resolved part is lowest in DSM, with strong gradients and a high mesh

influence. In SM and kEM less of the near-ground turbulence is resolved. The profile is smoother and

the dependency of grid refinement is less. The lowest ratio of resolved turbulence can be seen in DOM

model over the complete ABL height. Highest and lowest ratio result in comparable velocity profiles,

which can be seen as a hint that the ratio might not be the main reason for the high overprediction of

velocity in DSM and DOM.

Considering the energy spectra of the normalized streamwise velocity for different heights (normal-

ized with friction velocity u∗ and probe height z) the results should be proportional to (k1z)−5/3 for

large wave numbers k1 and to k−1
1 for small wave numbers (Kader and Yaglom, 1991). Perry et al.

(1986) additionally mentioned a collapsing of lines when plotted against k1z. The normalized spectra

of kEM and DOM for z0 = 1.5 m and ∆z1 = 3.2 m are shown in Fig. 10. For DOM the spectra are

in good agreement with the (k1z)−1 slope in the near-surface region, what would indicate a correct

damping, which can’t be seen in the velocity profiles. The decay of kEM is faster for (k1z) ≤ 0.7,

which was already reported in (Porté-Agel et al., 2000) and results from too strong dissipation of

kinetic energy. The (k1z)−5/3-slope is well predicted by the kEM. The DOM has a more unspecific

slope which roughly matches (k1z)−5/3 until k1z = 10 with a significant increase of the slope at wave

number greater than 10, which results in an increase of fluctuation above z = 300 m.

It should be noted that regarding to the high dissipation of SM in near-wall region, usually a damping

function (e.g. van Driest damping (van Driest, 1956)) is applied in wall-bounded flows. Since grid re-

finement near the wall is coarse (even for the fine mesh) compared with typical industrial applications

and the implemented version of van Driest damping is limited to dimensionless wall normal distance

y+ ≤ 50, no damping at the ground is applied in simulations using the SM. Other damping functions

as e.g. described in (Mason and Thomson, 1992) will be implemented and tested in the future.
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Fig. 9: Ratio of resolved and modeled turbulent kinetic energy for z0 = 1.5.
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4 Conclusions

Reynolds-averaged Navier-Stokes Simulations of atmospheric boundary layer are performed with

various wall function approaches for three near-wall grid refinements and three roughness lengths.

Horizontal homogeneity of velocity profiles in RANS for minor roughness is achieved with both, z0

and ks based wall functions. For higher roughness lengths increasing grid refinement at the ground

leads to increasing velocity near the ground. Profiles of k for smoother walls are best preserved by

fine grid resolution, where simulations with z0-WF show less alteration in flow direction than ks-WF

simulations. For very rough walls ks-WF numerically diverge for the used setup and are therefore not

applicable. In summary velocity and k-profiles succeed best homogeneity with z0-WF. A grid depen-

dency is seen, whereas increasing grid resolution should be used for increasing roughness lengths.

In LES four SGS models are applied on two roughness lengths (z0 = 0.06 m and z0 = 1.5 m). Smagorin-

sky and k-Equation model show little dependency on grid refinement for smooth and slightly more for

very rough ground, whereas for SGS models using dynamic procedure (DSM and DOM) significant

variation with increasing overestimation of near-ground velocity is observed for increasing grid res-

olution at the surface. However, velocity profiles of SM and kEM still show deviation to theoretical

log-profile in ground region, with increasing discrepancy for increasing roughness. In the profiles of

turbulent kinetic energy high variations can be observed.

Future work should extend the study to the influence of spanwise and streamwise grid resolution. A

thorough investigations of the interaction between dynamic model equations and rough wall function

implementation might explain the high velocities of DSM in near-surface region. Also the above men-

tioned damping function of (Mason and Thomson, 1992) should be applied for standard Smagorinsky

model to improve the results for small roughness lengths.
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Abstract

Pressure piling presents a major explosion hazard in interconnected process vessels. Pressure en-
hancement in the secondary vessel due to the acceleration of the flame through the connecting pipe
can generate a disproportionately more violent explosion than would have been expected based on
the concentration of dust in the secondary vessel. Pressure piling is a very complex phenomenon that
is difficult to investigate through experimentation. Advanced computational fluid dynamics (CFD)
modelling is a promising route to accurately account for all the complexities associated with pressure
piling.

In this paper, the current state of knowledge concerning pressure piling is presented. Further, the ef-
fects of varying the length-to-diameter ratio (L/D) of the primary vessel (Vessel 1) on pressure piling
was investigated using numerical modelling. The volumes and volume ratio of the interconnected
vessels were kept constant while the L/D of Vessel 1 was varied from 0.5 to 15. The simulations of
coal dust explosion were performed using the coalChemistryFoam solver from OpenFOAM version
5.0.1. It is hoped that the findings from this study provide insight into the effects of the geometrical
design of interconnected vessels, particularly L/D, on pressure piling. Additionally, this work has
implications for the optimal placement of explosion isolation devices intended to actuate before the
flame front and pressure escape to downstream vessels.

Keywords: pressure piling, coal, CFD, OpenFOAM, dust explosion, numerical modelling

1 Introduction

The greatest hazard in an interconnected system is pressure piling—the behaviour of an explosion as it
propagates from one vessel to the next through an interconnecting duct (Barton, 2002). A deflagration
in a vessel, even if the vessel is vented, can enter a connecting duct and travel towards another vessel.
The acceleration of the flame through the duct causes pre-compression of the gas in the duct and
the connected vessel. If there is an ignitable concentration of dust inside the second vessel or along
the length of the duct, the flame can ignite the dust. The explosion in the second vessel will be
disproportionately higher than would have been expected based on the concentration of dust in it.
This is due to the magnifying effect of the pre-compression of the gas from the first vessel. Pressure-
piling effect depends on the explosion severity (KSt), the dust concentration, and the conditions inside
the duct, including flow velocity and the strength of the initiating event (Barton, 2002).

Due to the limited range of available data and conflicting results from the literature, it is difficult to
develop models that can be used to make definitive predictions on the limiting conditions of pressure
piling in an interconnected system. Advanced computational fluid dynamics (CFD) modelling is
a promising route to accurately account for the complexities associated with phenomena such as
pressure piling to meet safety requirements. The phenomenon of pressure piling during combustible
dust explosions in interconnected vessels have been investigated, to some extent, using the Gexcon’s
DustEx modelling software. However, very limited studies are available on the numerical modelling
of pressure piling using the opensource software OpenFOAM.

OpenFOAM (Open-source Field Operation And Manipulation) is a free computational fluid dynamics
(CFD) code developed by OpenCFD Ltd. and the OpenFOAM Foundation. OpenFOAM is gaining
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recognition in academic, research and industrial sectors due to its being opensource, no license fees, a
comprehensive range of fluid dynamics applications, unlimited parallel computing, and no limitation
of number of species in the chemistry models (Lysenko et al., 2013).

Pressure piling has not been numerically studied extensively due to the niche nature of the problem
(McCarthy-Singh et al., 2019), and even when studied numerically, the focus has been more on gas
explosions, with limited effort directed at dust explosions. Some experimental studies have been
published on pressure piling by Gleim and Marcy (1952); Bartknecht (2012); Phylaktou and Andrews
(1993); Singh (1984), Singh (1994); Lunn et al. (1996); Kanzleiter and Fischer (1994); Yan et al.
(2009); Razus et al. (2003); Zhang et al. (2016); and Zhang et al. (2017).

Simulations of homogenous mixtures have, by and large, produced comparative results with exper-
iments (Di Benedetto and Salzano, 2010); however, simulations of non-homogenous mixtures have
unique challenges. Skjold (2010) discussed the challenges for model validation for studies on flame
propagation in non-homogenous dust clouds. These challenges may also explain why more simula-
tion studies have been performed for gas explosions in comparison to dust explosions. Though a few
studies, such as the works of Cloney et al. (2018) and Ogungbemide and Clouthier (2020), have in-
vestigated the capabilities and limitations of the OpenFOAM software to model dust explosions, there
remains a lot to be done on the simulations of non-homogenous mixtures. The current study builds
on the study of Ogungbemide and Clouthier (2020), which investigated the capability and limitations
of OpenFOAM to model the pressure piling effect in coal dust explosions. To date, there has been
no comprehensive experimental or numerical study to investigate the role of the length-to-diameter
ratio (L/D) of the primary vessel on pressure piling. It is hoped that this study improves our current
understanding of flame and pressure propagation through interconnected systems of process vessels.

2 Methodology

This section describes the computational domain, case set up, multiphase discretization, and numer-
ical solution methods used in the simulations. The CFD model employed in this work builds on the
coalChemistryFoam solver from the OpenFoam toolkit version 5.0.1. The equations governing trans-
port processes, thermophysical parameters, and reaction chemistry are given for the gas and particle
phases in this section.

2.1 Model description

The Reynolds-averaged Navier-Stokes (RANS) model used in this study is based on the coalChem-
istryFoam solver from the OpenFOAM toolkit version 5.0.1. The coalChemistryFoam solver is a
transient combustion solver for simulating turbulent, compressible flow, with coal particle clouds and
an energy source term. OpenFOAM solves the compressible RANS conservation equations for mass,
momentum, enthalpy and chemical species on a 3D Cartesian grid. The set of equations is closed by
the ideal gas law and the effects of turbulence is included through the eddy viscosity concept by solv-
ing equations for turbulent kinetic energy (k) and its rate of decay (ε) using the standard k-ε model
by Launder and Spalding (1983).

The geometry was generated using the Salome CAD and meshing software. Two sets of simulations
were performed: the first set was performed with the ignition source located at the centre of Vessel 1
(central ignition), while the second set was performed with the ignition source located 0.02 m from
the upper end of Vessel 1 (end ignition).

The gas-phase chemistry reaction mechanism used in the current work is the MP1 mechanism which
has five species and one reaction as shown in Eqn. 1. This helped to further reduce modelling com-
plexity and computational requirements.
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The parameters of the single-step reaction model, as implemented in OpenFOAM coalChemistry-
Foam are shown in Table 1.

Table 1: Single-step global reaction model parameters.

Name Ar nr Ea,r/R (K) Reaction Order

MP1 3.48×108 0.0 10063.8 [CH4]
1[O2]

0.5

where Ar is the Arrhenius pre-exponential factor, nr is the temperature coefficient, and Ea,r is the

activation energy (Jkg−1).

The overall rate of any specific reaction (ω̇r, molm−3 s) is determined based on a general Arrhenius
expression for the forward and backward reaction coefficients (Eqn. 2 and Eqn. 3).
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kr = ArT
nre(−

Ea,r
RT ) (3)

Following the work of Bradley et al. (1994) and Cloney et al. (2018), the particle composition is as-
sumed to be 40% methane and 60% carbon in this work. Particle devolatilization is described by a
single-step Arrhenius expression. Heat is removed from the particle due to devolatilization. Hetero-
geneous combustion is specified based on a single surface reaction between oxygen molecules and
carbon in the coal particle. A comprehensive model description for the OpenFOAM coalChemistry-
Foam solver can be found in Cloney et al. (2018).

2.2 Numerical domain

The simulation domain for the current model is shown in Fig. 1. The three-dimensional domain
represents an interconnected system that comprises Vessel 1 (the primary vessel) with a volume of
0.025 m3 connected to Vessel 2 (the secondary vessel) with a volume of 0.006 m3 via a 1.0 m long
duct with a diameter of 0.04 m. The volumes and volume ratio of the interconnected vessels were kept
constant while the length-diameter ratio (L/D) of Vessel 1 was varied from 0.5 to 15. Two ignition
positions (central and end) were used in the simulations. In total, sixteen simulations were performed,
eight simulations for each ignition position. Ignition was initiated directly in OpenFOAM 1 ms after
start of simulation and continued throughout the entire simulation period. Probes for monitoring the
parameters of interest (pressure, temperature, and velocity) were positioned at several locations within
the vessels and at regular intervals along the interconnecting duct.

Fig. 1 shows the geometry of the interconnected system. Each vessel was filled with a dust cloud at
a concentration of 500 gm−3. The cellZone Injection model was used to place the dust. The duct
was not filled with dust to remove the complexity of particle inertia and combustion in the duct as
discussed in Ogungbemide and Clouthier (2020) and Taveau et al. (2019). A mass parcel basis type
and fixed-value particle size distribution of 33 µm were used. A uniform temperature of 300 K was
set for both the gas phase and the solid particles. To ensure that all mixtures could actually ignite, the
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modelled ignition source was set to a value of 1500 K. A summary of the simulation parameters used
in the present study is shown in Table 2.

(a) Simulated dust cloud with central ignition. (b) Mesh of interconnected system.

Fig. 1: Simulated dust cloud and grid mesh for one of the interconnected systems used in the current

study. Two ignition positions (central and end) were used in the simulations.

Table 2: Simulation parameters used in the model.

Parameter Value

Fluid air
Solid coal dust
Particle size (µm) 33
Volatile content (%) 40

Volume (Vessel 1 - primary vessel) (m3) 0.025

Volume (Vessel 2 - secondary vessel) (m3) 0.006

Volume (Duct) (m3) 0.00126

Dust concentration (gm−3) 500

Particle density (kgm−3) 1300
Ambient pressure (Pa) 100000
Temperature (fluid) (K) 300
Temperature (particles) (K) 300
Ignition temperature (K) 1500
Cell (tets) size (m) 0.010 (max) & 0.001 (min)
Simulation time (ms) 300
Start of ignition (ms) 1

In this work the coal particles were discretized using the Discrete Particle Model (DPM) Lagrangian
approach. Particle-wall interaction was taken into consideration, but particle–particle interaction was
neglected. Interaction between the gas and particle phase was modelled using a particle-source-in-cell
method (Christ, 2013, Migdal and Agosta, 1967) where the particles act as point sources and sinks
within the cell in which their centre resides.

The gas phase conservation equations were solved using a segregated approach where each equation
is discretized over all cells with the finite volume method. The convective terms were discretized
using a bounded Gaussian upwind interpolation scheme, the diffusion terms were discretized using
Gaussian linear interpolation, and the time-derivative terms were discretized with an Euler scheme.
Preconditioned Conjugate Gradient (PCG) was used for symmetric matrices (pressure) and Precon-
ditioned Bi-Conjugate Gradient (PBiCG) for asymmetric matrices (velocity). The Diagonal-based
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Incomplete Cholesky (DIC) preconditioner was used with the PCG solver, while the Diagonal-based
Incomplete LU preconditioner (DILU) was used with the PBiCG solver. Pressure-velocity coupling
was achieved using the PIMPLE algorithm, which is a combination of PISO (Pressure Implicit with
Splitting of Operator) and SIMPLE (Semi-Implicit Method for Pressure-Linked Equations). The sim-
ulation was treated as transient but used the SIMPLE (steady-state) treatment to find the steady-state
solution for each time step. An advantage of using the PIMPLE algorithm is that it generally achieves
better stability over the PISO algorithm and allows the Courant number to be larger than one; however,
the Courant number was kept at a maximum of 0.75 for all the simulations.

The Lagrange solution method includes a fractional timestep approach as described by Macpherson
et al. (2009). At each timestep, the numerical scheme loops through all Lagrange particles, updates
their properties, calculates new velocities, positions, temperatures, and densities, and calculates the
gas phase source terms. If the particle residence time in a cell is smaller than the overall timestep,
all variables are updated using the state in that cell. However, if the particle transfers to an adjacent
cell, it takes a fractional timestep to the cell face, and then a second timestep within the adjacent
cell. This process occurs repeatedly until the overall outer timestep is complete. The Lagrange
momentum and energy exchange equations are integrated analytically. This is completed based on
the fractional timestep, where a semi-implicit Euler formulation is used to solve for velocity and an
explicit exponential Euler scheme is used to solve for temperature. The particle density is updated
explicitly based on the fractional timestep, and the devolatilization and surface reaction models.

The combustion model is a Partially Stirred Reactor (PaSR) model. In the PaSR approach, a computa-
tional cell is split into two different zones. In one zone all the reactions occur, while in the other zone
there are no reactions. Thus, the composition changes due to mass exchange with the reacting zone.
The reaction zone is treated as a perfectly stirred reactor (PSR), in which all reactants are assumed
to be perfectly mixed with each other. This allows us to neglect any fluctuations when calculating
the chemical source terms. A set of ordinary differential equations (ODEs) are constructed from the
species and energy solution vectors, along with the details of the chemistry reaction model. A robust
solver is required to integrate this stiff system of equations, and the Rosenbrock34 algorithm was used
in this work due to the constant failure of the default Seulex algorithm. Coupling between the gas
phase, Lagrange particles, and chemistry solutions is also completed using a segregated approach. At
the start of the timestep the Lagrange position, velocity, temperature, and density are updated along
with the respective gas phase source terms. The fluid velocity is calculated based on the momentum
transport equation, followed by calculation of the combustion reaction source terms. The species mass
fraction and energy transport equations are then solved with the updated source terms and velocity.

3 Results

Varying the L/D ratio of Vessel 1 resulted in both qualitative and quantitative differences in the pres-
sure histories and dynamics of the simulated explosions. Results from the simulations are presented
in this section. Discussion focuses on both the qualitative and quantitative trends observed in the
simulation results.

3.1 General trend

The four distinct phases of coal dust explosion in fully enclosed interconnected systems previously
discussed in Ogungbemide and Clouthier (2020) can be observed in the current study. The first phase
involved the initial slow development of combustion in Vessel 1. The flame started to develop initially
as a sphere from the point of ignition until it reached the vertical walls of Vessel 1. Afterward,
the flame elongated and accelerated in the direction towards the duct opening more than in other
directions. The second phase involved rapid flame propagation through the connecting duct. During
this phase, the flame entered the connecting duct and burned rapidly through the unburned dust cloud
ejected from the expanding dust cloud from Vessel 1. In the third phase, jet flame ignition and
secondary explosion occurred in Vessel 2. Upon the flame arrival in Vessel 2, a secondary ignition of
the more compressed, more turbulent, dust cloud in the vessel occurred. At the time of arrival of the
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flame in Vessel 2, the initial pressure in the vessel was higher than the atmospheric pressure due to
pre-compression. Fig. 2 shows typical examples of flame propagation in the interconnected system
for select simulations with central and end ignition sources.

(a) L/D of 7.5, central ignition. (b) L/D of 7.5, end ignition.

(c) L/D of 15, central ignition. (d) L/D of 15, end ignition.

Fig. 2: Behaviour of flame front propagation in interconnected system for central and end ignition

sources.

In the fourth and last phase, back venting of the secondary explosion in Vessel 2 into Vessel 1 oc-
curred. Due to the pressure generated by the secondary explosion, a pressure differential was gener-
ated between Vessel 2 and Vessel 1. The rapid secondary explosion that occurred in Vessel 2 caused
the pressure in the vessel to surpass that of Vessel 1, and the flow was reversed. As the volume of
Vessel 2 is small compared to that of Vessel 1 (ratio 1:4.4), the compression in Vessel 2 was high,
and it prevented the free outflow of material from Vessel 1 as the pressure gradient favoured flow
from Vessel 2 to Vessel 1. The back flowing mixture contained a significant amount of expanded
combustion products, which tended to increase the flame velocity. This induced additional turbulence
and enhanced the combustion rate in Vessel 1. This, in turn, created a pressure gradient and caused
yet another change in the direction of flow. Consequently, a strong, low frequency oscillation was set
up in the system.
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These oscillations indicate that the compressed combustion mixture in the vessels acted as a system
of springs. This “piston” effect described by Taveau et al. (2019) is applicable to only the central
ignition simulations as the explosion propagation created a symmetrical pressure system in Vessel 1.
In contrast, for end ignition, there is an assymetrical pressure system in the vessel with the propa-
gated pressure from the end ignition point branching into the duct and the opposite end of the vessel.
Consequently, there are more distinct “pressure zones” in the interconnected systems for end ignition
than for central ignition, due to the symmetry of the latter. As the L/D of Vessel 1 increased, it was
observed that the preference of the approaching flame for the duct over the opposite end of Vessel 1
increased, with the flame failing to propagate to the opposite end of the vessel for elevated L/D val-
ues. Back venting from Vessel 2 was the more effective means of propelling the explosion in Vessel
1 to the opposite end in high L/D vessels, rather than the initial explosion in the vessel.

3.2 Pressure-time profiles

The simulated pressure-time profiles in Vessel 1 (0.025 m3) and Vessel 2 (0.006 m3) for end ignition
are shown in Fig. 3. The difference between the pressure simulated in Vessel 1 compared to that of
Vessel 2 is indicative of the pressure piling effect.
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Fig. 3: Pressure profiles in Vessel 1 (0.025 m3) and Vessel 2 (0.006 m3) for end ignition at various

L/D ratios.

For end ignition, the highest pressure enhancement (relative to Vessel 1) was observed for L/D of
7.5, which caused a relative pressure increase of 1.75 in Vessel 2. The lowest pressure enhancement
was recorded for the L/D of 1.0, which had a relative pressure increase of 1.06. The highest recorded
relative pressure increase for central ignition was 1.27 for L/D of 15. Overall, pressure enhancement
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in Vessel 2 increased with L/D, as indicated by the gap between the pressure spike in the pressure
profile of Vessel 2 compared to the pressure peak of Vessel 1 as L/D increased (Fig. 3). However,
this does not translate into the average pressure in the vessels increasing with L/D. In fact, except for
L/D of 7.5 which has a peak pressure of 12.35 bar, the average and peak pressures recorded for the
elevated L/D cases are significantly lower than the pressures recorded for L/D of 0.5 to 2.5.

The rate of pressure rise was estimated for all L/D cases. As expected, in all cases, the rate of pressure
rise in Vessel 2 was higher than observed for Vessel 1 due to pressure piling effect. The highest rate of
pressure rise in Vessel 1 was observed for L/D of 0.5 (695 bars−1), while the highest rate of pressure
rise in Vessel 2 was recorded for L/D of 7.5 (1155 bars−1), which is slightly higher than the value
obtained for L/D of 0.5 in Vessel 2 (1068 bars−1). The relatively high rate of pressure rise for L/D

of 0.5 was probably due to the wider diameter (relative to height) of the vessel allowing the explosion
to almost fully develop before the flame in the duct had reached Vessel 2; thus, increasing the pre-
compression in Vessel 2.

3.3 Effect of L/D on pressure distribution in Vessel 1

For both central and end ignitions, the history-time profiles monitored at the centre and upper extreme
of Vessel 1 are shown in Fig. 4.
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(c) L/D of 15, central ignition.
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(d) L/D of 2.5, end ignition.
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Fig. 4: Comparison of the pressure-time profiles monitored at the centre and extremity of Vessel 1 for

select L/D cases.

For L/D of 0.5 to 10, the pressure-time profiles monitored at the two points are indistinguishable;
however, for L/D of 12.5 and 15, there is a distinct difference in the patterns of the pressure profiles
at the two locations. High frequency pressure oscillations were observed in the vessel extremity.
These pressure oscillations fluctuated rapidly between as much as +2.9bar and −3.3bar relative to
the pressure at the centre for the L/D of 12.5. The oscillations, with a frequency of about 250 Hz,
persisted for about 120 ms. The frequency of these oscillations may be indicative of the acoustic
harmonics of the geometry. A practical implication of this observation is that a primary vessel (where
ignition is initiated) with L/D of 12.5 and above could experience significant vibrations in the vessel
extremities; therefore, these vibrations should be taken into consideration during the design of process
vessels and their structural support. It is also important to consider the L/D of a vessel if the proposed
basis for safety is pressure containment, as using the pressure measured at the centre may not be
indicative of the pressure at the extremities of vessels with elevated L/D. For example, when the
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maximum pressure measured at the centre was 10.4 bar, the pressure monitored at the extremity was
12.8 bar.

3.4 Effect of L/D ratio on time to reach maximum pressure

As the maximum pressure (Pm) is expected to be developed when the explosion reaches the vessel
wall, it stands to reason that the time required for an explosion to attain maximum pressure in a vessel
will increase as L/D ratio increases. Table 3 shows the time required to attain maximum pressure
in Vessel 1 and Vessel 2 for central and end ignition cases. It can be observed from Table 3 that the
time to reach maximum pressure clearly increased with L/D in Vessel 1 for the central ignition cases.
There is no clear trend for the end ignition cases for either Vessel 1 or Vessel 2.

Table 3: Time to reach maximum pressure in Vessel 1 and Vessel 2.

Central ignition End ignition
L/D Vessel 1 (ms) Vessel 2 (ms) Vessel 1 (ms) Vessel 2 (ms)

0.5 43 39 51 45
1.0 45 40 50 45
2.5 48 39 68 46
5.0 58 38 77 46
7.5 74 78 96 46

10.0 72 78 118 47
12.5 64 68 49 46
15.0 83 40 66 55

The relationship between time to reach maximum pressure in Vessel 1 (normalized by the time for
the L/D of 1.0) and L/D is shown in Fig. 5. The best fit for the data is a power function.
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Fig. 5: Normalized time to reach maximum pressure (Pm) in Vessel 1 as a power function of the L/D

ratio. Time to reach Pm is normalized by the time to reach Pm for L/D of 1.

As discussed earlier, the central ignition data has a better fit to the power function than the end
ignition data which has a lot of scatter. For central ignition, if the time to attain maximum pressure in
the vessel with L/D of 1 is known, the relative increase in time required to attain maximum pressure
as the vessel L/D increases can be estimated from the relationship, if other factors remain constant.

3.5 Effect of L/D on magnitude of explosion contact cones

As the flame and pressure emerge from the duct into Vessel 2, they impact the wall directly opposite
the duct opening in the shape of a “contact cone” of combusted and uncombusted materials, if the
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wall is within the reach of the pressure and flame. This may be useful in explosion forensics to
determine the cause and course of an explosion in an interconnected system. Roser et al. (1999), in
their experiments using a 9.4 m3 secondary vessel (Vessel 2) with L/D of 3 connected to a primary
vessel (Vessel 1) of 4.25 m3 with L/D of 2.1, observed contact cones at the points at which the inlet
stream from the connecting duct impacted the wall opposite the duct opening as shown in Fig. 6a.
They also observed another contact cone as Vessel 2 vented back into Vessel 1, the emergent flame
impacted the wall of Vessel 1 directly opposite the duct opening (Fig. 6b).

Contact cones were observed in the current simulations as shown in Fig. 6c and Fig. 6d. As the
L/D increases from 0.5 to 15, the magnitude of the explosion contact cone increases. For example,
the contact cone observed at the wall of Vessel 1 opposite the duct opening for L/D of 15 is distinct
compared to the simulation with L/D of 7.5, for which the contact cone, though present, is not distinct
at the similar pressure scale used.

(a) Contact cone in Vessel 2 (image is from Roser

et al. (1999)).

(b) Back flow contact cone in Vessel 1 (image is

from Roser et al. (1999)).

(c) Back flow contact cone in Vessel 1 for L/D of

15 (current study).

(d) Back flow contact cone is not distinct for L/D

of 7.5 (current study).

Fig. 6: High pressure explosion contact cones from current simulations compared with contact cones

from the experiments of Roser et al. (1999).

Another notable observation from Fig. 6 is that the lower the L/D, the more uniform the pressure
distribution in Vessel 1. In contrast, in vessels with elevated L/D, a high pressure contact cone is
distinct at a higher pressure from the surrounding areas in the vessel, which are at pressure of about
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1.5 bar less than the pressure at the contact cone. This has practical implications for process vessel
designs, as the walls directly opposite the duct openings in both Vessel 1 and Vessel 2 should be
designed with the contact cones in mind.

3.6 Effect of L/D ratio on flame speed within duct

The time it took for the flame front to travel through the duct was estimated for all simulations to
investigate the role of L/D on flame speed within the duct. The estimated flame speeds were normal-
ized by the flame speed estimated for L/D of 1. As shown in Fig. 7, as the L/D ratio increases, the
flame speed in the duct decreases as a power function of L/D. This was probably caused by the larger
flame balls formed in Vessel 1 at low L/D ratios pushing the flame through the duct at a very high
speed. In contrast, as the L/D increased, the diameter of the vessel reduced and the flame ball reduced
in size. The reduced flame ball forced the flame into the duct, albeit at a lower flame speed. Overall,
simulation results show that it takes increasingly longer time for the flame to travel through the same
length of duct as the L/D of Vessel 1 increases. A potential practical application of this relation is
that if the flame speed in a duct connected to a primary vessel with L/D of 1.0 is known, the relative
flame speed for other L/D cases can be estimated from the relationship.
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Fig. 7: Normalized flame speed through the duct as a power function of the L/D ratio. Flame speed

is normalized by the flame speed at L/D of 1.

3.7 Grid independence study

The grid independence analysis for this study was adopted from the grid independence study that
was performed for a similar geometrical set up used in the numerical study by Ogungbemide and
Clouthier (2020), on which the current study is based. The grid cells were varied from 0.005 m to
0.020 m. Grid cells of 0.005 m gave the fastest simulation progress. However, the qualitative trend,
maximum explosion pressures, and rate of pressure rise were not affected by the grid sizes used in the
analysis. Grid sizes ranging from 0.010 m to 0.0010 m were used in the current study to capture the
geometrical variations between the vesels and the interconnecting duct.

3.8 Practical implications for industrial design

In addition to the support that this study provides to the design philosophy that it is more effective to
prevent pressure piling by focusing on Vessel 1 or the duct so that a dangerous pressure build up does
not occur in the first place, there are other notable practical implications for industrial design from
this study. For example, this study shows that a primary vessel with L/D of 12.5 and above could
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experience significant vibrations in the vessel extremities; therefore, these vibrations should be taken
into consideration during the design of process vessels and their structural support. It is also important
to consider the L/D of a vessel if the proposed basis for safety is pressure containment, as using the
pressure measured at the centre may not be indicative of the pressure at the extremities of vessels
with elevated L/D. Another notable observation is that in the event of an explosion, vessels with
elevated L/D will have high pressure contact cones on the walls directly opposite the duct openings,
and these cones should be taken into consideration during process vessel design. Another potential
practical application of this study is that if the flame speed in a duct connected to a primary vessel with
L/D of 1.0 is known, the relative flame speed for other L/D cases can be estimated from the power
relation developed in this study. In addition to the fundamental wisdom that requires the provision
of adequate explosion protection devices on Vessel 1 and the duct to forestall the development of
potentially dangerous pressures and high flame speeds in the interconnected system, the present study
underscores the importance of considering the choice of the L/D ratio of Vessel 1 in the design of
process vessels for handling explosible dusts.

4 Conclusion

Understanding the mechanisms of explosion flame propagation in interconnected vessels is paramount
both during the design of new process plants and when installing systems for explosion mitigation.
The current work investigated the effects of varying the L/D of the primary vessel (Vessel 1) on pres-
sure piling in a system of interconnected vessels. A thorough analysis of several coal dust explosion
simulations for different L/D ratios of Vessel 1 is provided. This study contributes to our understand-
ing of the fundamental mechanisms which govern the propagation of dust flames through a system of
interconnected process vessels.

The following points summarize the major findings from the current study:

• Pressure enhancement in the secondary vessel (Vessel 2) increased with the L/D of the primary
vessel (Vessel 1).

• High frequency oscillations were observed in Vessel 1 extremities at elevated L/D ratios.

• The time to attain maximum pressure in Vessel 1 is a power function of the L/D ratio of the
vessel.

• The magnitude of the explosion contact cone increased with increase in the L/D of Vessel 1.

• As the L/D ratio of Vessel 1 increased, the flame speed in the connected duct decreased as a
power function of L/D ratio.
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Abstract

Flow electrification constitutes a significant hazard to operational safety in industry and for this reason

it has been studied in detail over the years. It is generally accepted that the impact of turbulence on the

electrification of liquids is of paramount importance. More specifically, at sufficiently high Reynolds

numbers and for low-conductivity liquids such as hydrocarbons, the thickness of the hydrodynamic

boundary layer can become comparable to that of the electrical double layer. This can lead to increased

charge diffusion towards the bulk of the flow and, subsequently, flow electrification. However,

quantitative information of the underpinning mechanisms of this phenomenon is still lacking. In this

paper we present a computational framework for the study of electrification of turbulent liquid flows

via numerical simulations. In the first part of the paper, we present the governing equations and

describe the proposed algorithm and its implementation in pafiX, which is a computational tool for

the simulation of fluid flows related to explosion protection. In the second part, we present results

from numerical tests that we performed in order to access the efficiency of the proposed computational

framework.

Keywords: flow electrification, turbulent flows, dielectric liquids, numerical simulations, electrical
double layer, electrohydrodynamics.

1 Introduction

Flow electrification is the phenomenon of transport of electric charge from the interface between

a flowing liquid and a solid boundary towards the bulk of the liquid. This transport is achieved via

the electrical double layer that is inevitably formed at such an interface. In an electrical double layer,

the first layer, also referred to as Stern layer, consists of ions anchored on the solid surface due to

physicochemical processes (Stern, 1924). The second layer, also referred to as diffuse layer consists

of free ions of opposite charge, the concentration of which decreases away from the solid surface. The

characteristic thickness of the electrical double layer is the Debye length (Paillat et al., 2001). It has

been shown that the Debye length is proportional to the square root of the electrical resistivity of the

liquid. Typically, the Debye length is of the order of a few microns.

However, certain liquids of particular importance from the industrial and technological perspective

have high electrical resistivity. Typical examples include liquid hydrocarbons such as benzene and

heptane. In flows of such liquids, the thickness of the diffuse layer is not always negligibly small.

Accordingly, under suitable conditions, ions that are initially located inside the diffuse layer can be

transported towards the bulk of the flow, thereby resulting in flow electrification. For example, in

turbulent flows at sufficiently high turbulent intensities, the thickness of the hydrodynamic boundary

layer can become comparable to that of the diffuse layer and the turbulent structures of the flow will

facilitate the transport of ions away from the diffuse layer. However, it must be mentioned that flow

electrification is not exclusive to turbulent flows but can also occur in laminar flows.

On the other hand, flow electrification during the transport of highly flammable liquids such as hy-

drocarbons, constitutes a major safety hazard. In fact, this phenomenon is deemed responsible for a

number of accidents in the petroleum industry (Paillat et al., 2009). For this reason, it has been the

subject of numerous research efforts over the years. With regard to analytical or numerical studies
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of laminar flows, one can compute the charge density for a diffuse layer of a liquid initially at rest

and then study the effect of the liquid velocity; see, for example, Touchard et al. (1996), Paillat et al.

(2001), Cabaleiro et al. (2008), El-Adawy et al. (2011), Leblanc et al. (2017) and references therein.

The advantage of this approach is that for simple geometries (channel, square duct, circular pipe, etc.)

analytical or semi-analytical expressions for the velocity profile are readily available. Similarly, in

the case of weak space charge, i.e. when the difference between the anion and cation concentrations

near the interface is much smaller than their sum, the charge density profile for a fluid at rest can

be found analytically; otherwise it can be computed numerically in a straightforward manner. One

of the main results of these efforts was that the streaming current is a function of the mean flow velocity.

In the case of turbulent flows, the majority of theoretical and numerical studies are based on the mean

velocity profile; see Touchard (1978), Dumínguez and Touchard (1997), Cabaleiro et al. (2019) as well

as references provided in these papers. Following this approach, Dumínguez and Touchard (1997)

proved that flow turbulence affects the diffuse layer and accelerates electrification. Moreover, it results

in higher electric currents than in laminar flow. However, small-scale turbulent structures near the

hydrodynamic boundary layers are expected to play a significant role in flow electrification. For this

reason, the predictive capacity of approaches based solely on the mean velocity profile has certain lim-

itations. In summary, our knowledge of electrification of turbulent flows currently remains incomplete.

On the other hand, the design of advanced flow solvers and the ever-increasing power of modern

computer have made possible to study turbulent flows via numerical simulations. In fact, simulations

do take into account the small-scale structures of the flow, either by resolving or by modelling them.

For this reason, they can provide significant new physical insight of the underlying mechanisms of the

phenomenon of interest. This approach, however, requires the design of efficient numerical algorithms

for the system of governing equations which consists of three strongly coupled parts: the Navier-Stokes

equations that describe the fluid flow, Gauss’ law for the electric field and the balance law for the

electric charge density. Numerical algorithms for electrohydrodynamics have been developed by

López-Herrera et al. (2011) and Roghair et al. (2013). In those algorithms, however, mechanisms for

charge generation at solid boundaries and charge diffusion away from them are not taken into account.

In this paper we present an algorithm for computational electrohydrodynamics that is well suited for

the study of flow electrification and, more generally, for wall-bounded flows of dielectric liquids. This

algorithm has been implemented in our recently developed computational tool pafiX (2019) for simu-

lations of flows that involve an operational hazard. This tool is available as freeware and is developed

specifically for the study of powder and fluid flows under conditions involving a hazard to operational

safety.

This communication is structured as follows. In section 2, we present the governing equations for the

flows of interest and in section 3, we outline the proposed algorithm. Then, in section 4, we present

and analyze some of the numerical tests that we performed in order to test the efficiency and robustness

of the algorithm. Finally, section 5 concludes.

2 Governing equations

In this section, we describe the governing equations of electrohydrodynamics for incompress-

ible flows. As mentioned above, this system consists of three strongly coupled parts, namely the

Navier-Stokes equations (supplemented with the Lorentz force), Gauss’ law for the electric field, the

balance law of the electric charge density. More specifically, the Navier-Stokes equations describe the

conservation of mass and momentum of the fluid and read,

∇ · u = 0 , (1)

mu

mC
+ (u · ∇)u = −

1

d
∇? + a∇2

u +
1

d
Fel , (2)

where u is the velocity vector, d the (mass) density, ? the dynamic pressure and a the kinematic

viscosity of the fluid. Further, Fel stands for the Lorentz force, i.e. the volume electric force acting
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on the fluid. More specifically, Fel can be derived from the electrostatic Maxwell stress tensor

(Castellanos, 1991). For nonpolar media, it is equal to the product between the electric field E and

the charge density del,

Fel = del E . (3)

For the applications of interest, dynamic currents due to charge transport are very small so that

the effects of electromagnetic induction are negligible (Saville, 1997). Accordingly, the laws of

electrodynamics are simplified to those of electrostatics. In particular, the electric field E satisfies

Gauss’ law,

∇ ·E =
del

n
, (4)

where del is the electric charge density and n is the homogeneous electrical permittivity.

Also, since in the electrostatic approximation the electric field is irrotational, it can be written in terms

of the electric potential q,

E = −∇q . (5)

Accordingly, Gauss’ law reduces to the following Poisson equation,

∇2q = −
del

n
. (6)

Concerning the charge density del, for the flows in hand, it is given by Dumargue (1971),

del = 40(IP=P − IN=N) , (7)

where =P and =N are, respectively, the concentrations of cations and anions in the liquid and 40 is the

elementary charge. Further, IP and IN are, respectively, the valences of cations and anions. They are

often set equal to unity, in which case the above equation reduces to,

del = 40(=P − =N) . (8)

The charge density del satisfies a balance law of the form,

mdel

mC
+ ∇ · J = 0 . (9)

In this equation J stands for the electric current density and is given by Dumargue (1971),

J = delu + fE − �∇del . (10)

The first term on the right-hand side of this equation describes convective currents and the second one

describes (ohmic) conductive currents. Finally, the third term stands for ionic diffusion. This term

is sometimes neglected (López-Herrera et al., 2011) because it can be several orders of magnitude

smaller than the other terms. However, in problems involving diffuse layers of non-negligible thick-

ness, as is the case in flow electrification, this term is significant.

Also in equation (10), � stands for the ionic diffusion coefficient and f for the electric conductivity

of the liquid. Under constant thermodynamic conditions, these coefficients can be considered to be

constant (Leblanc et al., 2017, Touchard et al., 1996). Furthermore, f is given by Dumargue (1971),

f =
42

0
� =0

 B)
, (11)

with B being the Boltzmann constant,) the temperature and =0 = =P+=N the total ionic concentration

in the liquid.
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By virtue of the continuity equation (1), Gauss’ law (4) and the expression (10) for J the charge

balance law (9) is written as,

mdel

mC
+ u·∇del = −

f

n
del + �∇2del . (12)

It is also worth mentioning that the Debye length is given by Paillat et al. (2001),

_� =

√

n  B)

42
0
=0

. (13)

In view of the definition (11) of the electrical conductivity, it can also be written as,

_� =

√

n �

f
. (14)

Therefore the charge balance can be cast in the following form,

mdel

mC
+ u·∇del = −

�

_2
�

del + �∇2del . (15)

3 Numerical algorithm

In this section we elaborate on the numerical procedure that we use to integrate the governing

system of equations, starting with an outline of the Navier-Stokes solver. Since the dynamic pressure

enters the momentum equations (2) via its gradient, its role is to constrain the fluid motion so that

the continuity equation (1) is satisfied. Herein, we couple the continuity and momentum equations

through the distributed Gauss-Seidel scheme, originally proposed by Brandt and Dinar (1979), but

extended to three-dimensional domains and non-uniform grids. The underlying idea of this scheme is

to diminish the error in the continuity equation by iteratively adjusting the velocity field. Afterwards,

the pressure field is modified accordingly so that the residuals of the momentum equations at all points

remain unchanged. Distributive relaxation represents an efficient and intuitive alternative to popular

velocity-pressure schemes such as SIMPLE or PISO (Ferziger and Perić, 2002).

With regard to the discretization of the spatial derivatives of the flow variables, we note the following.

The convective term in (2) is discretized via a fifth-order accurate Weighted Essentially Non Oscil-

latory, WENO, scheme (Jiang and Shu, 1996). Also, the velocity derivatives in (1) as well as the

pressure gradient and viscous terms in (2) are discretized via fourth-order central differences.

Furthermore, for the simulation of wall-bounded flows, one typically introduces non-uniform grids,

with refined meshing in the wall region. In the proposed algorithm, and in order to keep the high-order

discretization schemes simple, the spatial derivatives of the convective terms are transformed via

stretching of the spatial coordinates. For a generic flow quantity Z , this transformation is performed

with the application of the chain rule as follows,

3Z

3G
=

1

G
′
(b)

3Z

3b
, (16)

where the prime symbol denotes the derivative of the G variable with respect to the stretched b vari-

able. Thus, the non-uniform grid in physical x direction space is mapped to the uniform grid in the b

direction on which the derivatives are then discretized.

For purposes of computational savings, we apply the deferred-correction method since it is a well-

established method for the construction of high-order approximations based on lower-order numerical

methods by a process of iterated corrections. According to it, the numerical approximation of a

quantity Z is expressed by,

Z = Z
l
+ (Z

h
− Z

l
)
old
, (17)
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where the superscript l denotes an approximation by a low-order scheme and h an approximation by

a high-order scheme. The terms indicated by “old” are computed explicitly using values from the

previous outer iteration. For the computational cells in the vicinity of a solid boundary there are not

sufficient number of points available to form a five-point stencil for the high-order discretization of

the spatial derivatives. In those computational cells, only the low-order schemes are retained.

Finally, the Navier-Stokes equations are integrated in time via an implicit second-order scheme using

a variable time-step,

mu

mC
≈

(

1 + g=+
1
2

)

u
=+1 −

(

1 + g=+
1
2 + g=−

1
2

)

u
= + g=−

1
2 u

=−1

2g=+
1
2 ΔC=+1

, (18)

with

g=+
1
2 =

ΔC=+1

ΔC=+1 + ΔC=
and g=−

1
2 =

ΔC=

ΔC= + ΔC=−1
. (19)

In the above equations the superscript = is a label for the current time instance, C=, i.e. the most

advanced time at which the solution has been computed. Also, ΔC=+1 is the time-step used to advance

the solution from the =-th time level to the next one.

As regards the electrostatic equations, the left-hand side of the Poisson equation (6) for the electric

potential is discretized via second-order central differences. This discretization results in a linear sys-

tem that can be solved by standard linear solvers. Herein we apply the Jacobi method which facilitates

the straightforward parallelization of the computer code.

The balance law for the charge density is integrated in time with the same time-marching scheme

that is used for the velocity field of the liquid. The convective term of (12) is also discretized via a

fifth-order WENO scheme and the diffusive term via second-order central differences.

It should also be mentioned that the above algorithm has been discretized in staggered grids, which

are not prone to the well-known odd-even decoupling between the pressure and velocity fields. Ac-

cordingly, the dynamic pressure ?, electric field E, electric charge density del are evaluated at cell

centers. Similarly, the Lorentz force in (2) and the conductive current in (12) are also evaluated at

cell centers. On the other hand, the fluid-velocity vector is evaluated at the centers of the cell interfaces.

Finally, the time-advancement of the coupled Navier-Stokes and electrostatics equations is performed

via Strang splitting (?). More specifically, the flow chart of the proposed algorithm to advance the

solution from C= to C=+1
= C= + ΔC is the following.

1. The charge conservation equation (12) is integrated numerically over ΔC/2, from C= to C= +ΔC/2,

by using the velocity distribution from the previous time-step.

2. The electric potential q is computed by solving the Poisson equation (6), the right-hand side of

which involves the values of del that were computed in step 1.

3. The electric field E is computed from (5).

4. The value of the Lorentz force Fel is updated from (3).

5. The Navier-Stokes equations are integrated numerically over ΔC by using the updated values of

Fel. This step provides the values of the fluid velocity u and dynamic pressure ? at C=+1.

6. Finally, the charge conservation equation (12) is re-integrated numerically over ΔC/2, this time

from C= + ΔC/2 to C=+1, by using the velocity distribution at C=+1 that was computed in step 5.

4 Numerical tests and discussion

In this section we present results from three numerical tests that we performed to test the accuracy

of the proposed algorithm. The Navier-Stokes solver has already been tested for turbulent-flow sim-

ulations and the results are reported by Grosshans et al. (2020). For this reason herein emphasis is

placed on the numerical treatment of the charge density equation (12). To this end, we present three
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Table 1: Material properties of benzene.

Symbol Quantity Value

d Fluid density 879 Kg/m3

a Fluid kinematic viscosity 7.24 × 10−7 m2/s

n Permittivity 2.04 × 10−11 F/m

) Temperature 298 K

� Ionic diffusion constant 2.21 × 10−9 m2/s

=0 Total ionic concentration 7.97 × 1013 ions/m3

test cases, namely, charge relaxation of benzene at rest and flow electrification of laminar flow with

uniform and non-uniform charges at the boundary.

In all cases the computational domain is a duct of square cross section. Its height, �, is equal to 1 cm

and its length, ! , is equal to 2c�. The computational domain is discretized via 60×60×60 grid cells.

The grid is refined close to the solid walls since the near-wall regions are the ones with the highest

velocity and charge-density gradients. The distribution of grid points in the two spanwise (H and I)

directions is performed in a fashion similar to that employed by Kim et al. (1987) for grid refinement

in the wall-normal direction in channel flows. Thus the grid points at the H direction are located at,

H 9 = cos

(

9 − 1

# − 1
c

)

, 9 = 1, . . . , # , (20)

where # is equal to the total number of points in the H direction. Since we investigate a square duct

flow, the number of points and the grid-point distribution in the I-direction are the same as in the

H-direction. At the walls of the duct, zero-slip conditions are applied for the velocity field. Also, in

order to mimic a very long duct, periodic boundary conditions are applied in the streamwise G direction.

For purposes of non-dimensionalization, the half-height of the duct �/2 is used as the reference

length-scale and the electric relaxation time, Ce = n/f, is employed as the reference time-scale. Also,

the maximum of the initial charge distribution, (del,0)max, is employed as the reference charge density.

The dimensionless length, time and charge density are denoted by G∗, C∗ and d∗
el

respectively. Finally,

for all the simulations presented therein the time step was determined via the CFL condition with a

Courant number equal to 0.25.

4.1 Charge relaxation in benzene

In this test the working medium is benzene. We assume that it is at rest and contained in a square duct.

Its material properties are provided in table 1 above. The particular value of the ionic concentration

=0, is set so as to match the electric conductivity f of benzene on the basis of equation (11). The

electric conductivity of benzene is f ≈ 1.1 × 10−12 S/m (Forster, 1962).

Initially, a specific electric charge density del,0(H, I) is assigned to benzene. This initial condition

is computed as the solution of a Poisson equation. The right-hand side of the Poisson equation is

adjusted so that the maximum initial charge, (del,0)max, is located at the center of the square section of

the duct; see figure 1. With regard to boundary conditions, zero Dirichlet conditions are prescribed

for the charge density and zero Neumann conditions are prescribed for the electric potential. The

objective of the test is to compute the relaxation of this electric charge with time. This problem admits

an analytic solution, namely,

d∗el = d∗el,0 exp(−C∗) . (21)

In figure 2 we have plotted the analytical and numerical solutions for the evolution of the charge

density at the center of the cross section. From this figure we readily infer that our numerical solution
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Fig. 1: Charge relaxation in benzene. Colormap of the initial charge density d∗
el,0

at the cross section
of the duct. The peak of the charge density, (del,0)max, is located at the center of the cross section.

Fig. 2: Charge relaxation in benzene. Analytical and numerical solutions for the evolution of the
charge density at the center of the cross section.

matches the analytical one. The very good accuracy of the computations was further confirmed by

comparing the analytical and numerical solutions at different points in the cross section of the duct.

4.2 Laminar flow electrification - uniform charge at the boundary

In this test we consider electrification of a laminar flow in a square duct. The flow is maintained by

an externally applied pressure gradient P , the value of which is adjusted so that the bulk Reynolds

number is '4b = 2000. The bulk Reynolds number is defined as '4b = Db�/a with Db being the bulk

velocity, i.e. the mass flow rate divided by the cross-section area of the duct. At such bulk Reynolds

number, the flow remains laminar.

We assume that the charge at the top and bottom walls (i.e. the walls normal to the H direction) is kept

constant and equal to (del,0)max = 1 mC/m3. Also, we assume that initially a layer of electric charge is

formed next to these walls. Inside this layer the charge decreases linearly from (del,0)max to zero and

the thickness of this layer is �/10.

On the other hand, the duct walls normal to the I direction are kept free of charge. The objective of

this test is to compute the diffusion of charge from the walls towards the bulk of the duct. In order

to accelerate this process, we use an artificial ionic diffusion coefficient is that 100 times than that of

benzene given in table 1. Also, the electric conductivity is modified according to equation (11). All

other parameters have been kept the same as in table 1. With this set of parameters, the value of the

Debye length for this case is _D = 2.02 × 10−4 m.

In figure 3 we provide plots of the charge density along the H axis at four different time instances from
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(a) (b)

Fig. 3: Laminar flow electrification - uniform charge at the boundary. Charge density profile along
the H direction at four different times and I = 0. The right plot is a zoom near the wall.

(a) (b)

(c) (d)

Fig. 4: Laminar flow electrification - uniform charge at the boundary. Contour plots of the charge
density distribution at the cross section of the duct (HI plane) at four time instance. (a) C∗ = 0, (b)
C∗ = 0.054, (c) C∗ = 0.54, (d) C∗ = 1.35. Each plot depicts 20 iso-contours distributed evenly between
d∗

el
= 0 and d∗

el
= 1.

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

233



Fig. 5: Laminar flow electrification - uniform charge at the boundary. Profiles of the charge density
along the H direction at C∗ = 5.0 and I = 0 computed with four different grids.

which we can observe the diffusion of the charge towards the bulk of the domain. Contour plots of

the charge density distribution at the cross section of the duct and for the same fours instances are

provided in figure 4. From these plots we confirm that in this particular case, flow electrification is

dominated by charge diffusion away from the walls. Moreover, the charge density does not vary in

the G direction. This is to be expected because in a fully established laminar flow the streamlines

are parallel to the streamwise G direction, i.e. only the streamwise velocity component is non-zero.

On the other hand, the initial charge distribution varies only along one of the spanwise directions.

Consequently, the convective term in the charge density equation (12) is always equal to zero. In other

words, in this particular case, there are no convective currents.

In order to test the efficiency of the proposed computational framework, we have performed a numerical

grid-convergence study for this test case, the results of which are presented below. More specifically,

we used four different computational meshes consisting, respectively, of 30 × 30 × 30, 60 × 60 × 60,

60 × 120 × 120 and 60 × 240 × 240 grid cells. In figure 5 we show the results for the charge-density

profiles along the H direction at C∗ = 5.0 and I = 0 as obtained with these grids. We observe that the

numerical results are practically identical, thereby affirming the accuracy of the computations.

4.3 Laminar flow electrification - non-uniform charge at the boundary

In this test we also consider electrification of a laminar flow in a square duct. As in the previous case

of subsection 4.2, we assume an initial layer of electric charge adjacent to the top and bottom walls

(normal to the H direction) whose thickness is �/10. Inside this layer, the charge density decreases

linearly away from the walls. Moreover, the walls normal to the I direction are kept free of charge.

However, this case differs from the previous one in two important aspects. The first one is that the

charge at the top and bottom walls, i.e. the planes normal to the H direction, is not uniform but varies

sinusoidally along the streamwise G direction. In particular, we set

del(G, H = ±�/2) = (del,0)max

(

1 + 0.1 cos
2cG

!

)

, (22)

with (del,0)max = 1 mC/m3. In this manner the velocity vector and the gradient of the charge density

are no longer perpendicular and therefore, the charge density will vary along the G direction too.

The second difference is that in this test case the Debye length has been increased to _D = 3× 10−3 m.

It should be mentioned that this particular value does not correspond to a real liquid and is introduced

herein only for the purposes of validation of the proposed algorithm and the implemented computer

code. On the other hand, the diffusion coefficient � has been kept the same as in the previous test. It

can be inferred from (15) that the increase of the Debye length will result in higher levels of electrifi-

cation away from the walls, i.e. in the bulk of the duct. This is due to the decrease of the amplitude
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Fig. 6: Laminar flow electrification - non-uniform charge at the boundary. Contour plots of the charge
density distribution at steady state and at the cross section (HI plane) with G = 0. The plot depicts 20
iso-contours uniformly distributed between d∗

el
= 0.11 (close to the left and right walls) and d∗

el
= 0.98

(close to the top and bottom walls).

Fig. 7: Laminar flow electrification - non-uniform charge at the boundary. Contour plots of the charge
density distribution on the G-H plane at steady-state. The plot depicts 20 iso-contours uniformly
distributed between d∗

el
= 0.41 and d∗

el
= 1.

of the source term on the right-hand side of (15) and the corresponding predominance of the second

term that describes ionic diffusion.

Contour plots of the charge density at steady state and at the cross section with G = 0 are provided in

figure 6. From this plot we readily infer that the initial layers of charge, adjacent to the top and bottom

walls of the duct, have diffused throughout the cross section. In particular, the charge density at the

center of the cross section is almost half of that at the top and bottom walls. Moreover, electric charge

is also diffused along the I direction.

Also, contour plots of the charge density at steady state across the GH plane is provided in figure 7.

From this figure, we can confirm the significant variation of the charge density along the streamwise

G direction. As mentioned above, this is a direct consequence of the applied charge at the top and

bottom boundaries, which varies along G, and the presumed increase of the Debye length.

Finally, in figure 8 we have plotted the profile of the charge density at steady state along the centerline

of the duct, as well as the charge density at the top and bottom walls, del(G, H = ±�/2). From this

plot, we readily infer that this steady-state profile at the centerline has inherited the sinusoidal variation

from the wall charge.
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Fig. 8: Laminar flow electrification - non-uniform charge at the boundary. Charge density distribution
at steady state along the centerline and at the top and bottom walls.

5 Conclusions and future work

Electrification of liquid flows constitutes a major safety issue in petrochemical and process industries.

In this communication we presented a computational framework for the numerical study of this

phenomenon and for the study of confined flows involving dielectric fluids in general. The proposed

numerical algorithm consists of three coupled components, namely, a Navier-Stokes solver for the

fluid flow, a Poisson solver for the electric potential, and a solver for the charge density equation.

We further presented three of the test cases that we simulated in order to assess the efficiency of the

proposed numerical procedures. These tests concerned the charge relaxation in benzene at rest and the

charge diffusion away from solid walls in laminar flows with two different types of charge at the wall

boundaries. Our next studies will focus on electrification of turbulent duct flows involving dielectric

liquids.
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Abstract 

Quantification of time and spatial concentration profiles of a gas-air cloud caused by accidental 

leakage of flammable gas from damaged equipment can be of great importance for the correct 

prediction of the occurrence of dangerous situations. Knowing the extent of leakage and time 

dependence of generation of hazardous concentrations may be a good tool in the design of 

mitigation equipment (e.g., gas detection alarms) or in determining further measures (e.g., the 

extent and method of ventilation of the premises).  

The paper describes the dispersion of leaked methane (natural gas) from a damaged low-pressure 

gas pipeline, in a confined space with a geometrically complex environment and the formation of 

local explosive concentrations at the lower explosion limit (LEL) of the methane-air mixture. The 

measurements were carried out in a middle-scale model of a building with a volume of 

approximately 2.7 m
3
. A new type of sensing system has been developed for the detection of 

individual concentrations, allowing the required concentrations to be recorded continuously and 

with greater accuracy. 

The velocity of propagation of leaked gas, local explosive concentrations of a gas-air mixture, and 

also duration of formations of these local concentrations, could be determined using successful 

verification of a CFD simulation with experiments. A comparison of experimental data with 

simulation data demonstrated that CFD technology can be an effective aid to describe the process of 

flammable gas dispersion and can also predict the tendency of gas dispersion and gas distribution. 

The key to a successful application of CFD in dispersion simulation lies in the accuracy with which 

the effect of turbulence is generated, due to the complex geometry of the monitored space. Within 

the simulations of turbulent flow, the accordance of experimentally determined values with the 

values calculated in dependence on the mesh density and used turbulence model was observed. 

RANS equations with six turbulent models were used (Laminar; k-ε Standard; k-ε RNG; k-ε 
Realizable; k-ω Standard and k-ω SST). The best match of the numerical simulation results with the 

performed experiments was achieved using the mathematical model of turbulence k-ε RNG. 

Keywords: prediction, dispersion, flammable gas, simulation, CFD 

1.  Introduction 

Considering flammable gases, each gas with flammable components that is used for a combustion 

process is taken into account. Hydrogen, gaseous hydrocarbons, and carbon monoxide become the 

base of the flammable part of gas fuels. Fuels formed of flammable gases are ranked among the 

most ecologic thermal energy sources. Their emissions of harmful oxides of carbon and nitrogen are 

lower compared to solid or liquid fuel; however, particular values of their physical properties are 

valid only for a specific state (pressure, temperature). Gas fuels have been recently used mainly for 

cooking, heating, and water heating; they strongly compete with electric energy. Gases are also 

beginning to be applied in other areas, for example, in providing heat, cooling and electric power in 

so-called cogeneration units (Prasad et. al., 2011; Barley et. al., 2009). 
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Numerical simulations using CFD software are suitable instruments for more detailed analysis of 

leakage and dispersion of flammable gases. Numerical simulations are focused on leakage and 

dispersion of flammable gases in confined space, because, according to statistics, fire or explosion 

of flammable gas occurs inside houses and flats. 

Within the problem solving, a literature search was performed in publications focused on 

mathematical modelling of natural gas flow from pipelines to confined space. Priority was given 

mainly to calculation principles, mesh generation, and the solution of admixture spreading. Much 

attention has been drawn to this issue worldwide. R.P. Cleaver from the “Gas Research Centre” in 

Great Britain writes about CFD simulation of leakage and fire of natural gas (Cleaver, et al., 1994). 

His paper is concerned with mixing and generation of a gas concentration in unventilated space, as 

a result of various means of natural gas leakage. The paper presents the results of experiments and 

mathematical models and it also takes into account the possibility of using the model for leakage of 

different gases (for example propane-butane).  

The article (Lowesmith et. al., 2009) follows experiments and mathematical models describing the 

accumulation of methane and methane-hydrogen mixture in ventilated space (households). Some of 

the researches are engaged in mathematical modelling of natural gas leakage into open space from 

pipelines (Gilham et. al., 1997; Wilkening et. al., 2007) or factory equipment (Swain et. al., 2003; 

Kassomenos et. al., 2008). Simulations can be also used for more detailed description of physical 

processes during liquefied natural gas leakage (Zhu et. al., 2013; Siddiqui et. al., 2012).   

Numerical simulations also find application in risk analysis in confined areas of industrial 

enterprises, in the case of leakage of dangerous gases (García et. al., 2008; Arnaldos et. al., 1998). 
Other articles do not deal with the leakage of natural gas or methane, but they describe the 

simulation of CO2 in the building. The authors (Gilham et al., 1997) are occupied with existing, 

simplified, calculation procedures that take into account total mixing of a gas mixture in a whole 

volume. The experiment and CFD simulation are compared. They consider a cube-shaped room 

with 2.4 m edges. During the literature search, many other publications concerning leakage of CO 

and CO2 in households (kitchens, bathrooms, etc.) were found.  

Databases also provide a huge amount of experimental and numerical research examining leakages 

of hydrogen from vehicles to garages and tunnel space (Gavelli et. al., 2008; Telmo Miranda et. al., 

2013; Tauseef et. al., 2011; Cariteau et. al., 2011; Gupta et. al., 2009; Venetsanos et. al., 2010). The 

contribution (Prasad et al., 2012) presents the validation of numerical simulation in ANSYS Fluent 

software, on the basis of the experiment results when measurements were taken in a room with a 

volume of 83 m
3
. Another paper demonstrates the dispersion of helium in a closed container with a 

volume of 1 m
3
 (Papanikolaou et al., 2010). In the USA, many research projects were conducted on 

these problems. Risk determination connected with hydrogen leakage is described in (Swain et al., 

2003).  For safety reasons, hydrogen, when investigated, is replaced with helium. The contribution 

(Venetsanos et al., 2010) compares numerical simulation of four CFD software products (Flacs, 

CFX, ADRA-HF, Open FOAM, Fluent). The study in (Middha et al., 2009) analyses the amount of 

leakage, location of leakage source, and its huge effect on calculated results. This work uses FDS 

software (Fire Dynamics Simulator). The study (Tauseef et al., 2011) considers the choice of a 

suitable turbulent model for simulation of dispersion of toxic and flammable gases where 

obstructions are situated in the investigated space.  

It is clear from the state of art that most of the works deal with the leakage of dangerous gases from 

pressure vessels (for example, leakages of flammable gases from cars in garages). Leakages from 

low pressure systems are addressed only in a limited range. In terms of mathematical models, they 

are in the area of problematic transition flow, between laminarity and turbulence. Selection and 

verification of mathematical models in this application requires the preparation of a quality 

experimental device and a special mathematical procedure. 
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2. Experiments 

Measurements were performed with use of a measuring set, which imitated the circulating area of 

common block of flats, in which a leakage of gas from the main gas valve located in the basement 

can occur. The measuring set consisted of a staircase area and a part of the basement. It was 

designed with the dimensions of 1.5 x 2.0 x 2.2 m (W x D x H). The gas valve DN10 type K800, 

from which its cone was removed (Figure 1), was chosen as a source of methane (CH4). Pure gas 

was used with a concentration 99.95 vol. % of methane. A pressure tank was used as a source of 

methane, which provided methane flow under a constant pressure of 75 kPa using a defined 

reducing valve. The flow rate of leaking natural gas flow was chosen in relation to the dimensions 

of the model and used range of gas detectors and was set to the constant value Q = 0.744 l/s. The 

value of flow was chosen in relation to dimensions of the model and used gas detectors. 

  

Fig. 1. Interior part of the dissected space (basement and staircase) and experimental setup 

2.1 Measurement of local methane concentrations 

For monitoring and verification of basic information on the values of dangerous concentrations of 

individual points, five GC20-CH4 two-stage detectors and five GI30-CH4 three-stage detectors, 

calibrated to methane CH4, were used, inserted into external walls of the measuring kit. Detectors 

signalled the occurrence of 0.5, 1.0 and 2.5% of the methane volume fraction at the monitored 

points (Tulach et al., 2013). 

Detectors were equipped with non-selective hot-semiconductor sensors, which react to the presence 

of oxidizing or reducing gases. It concerns surface absorption detection, where exchange of 

electrons proceeds between the conduction and valence band. 

New detectors were developed and calibrated to improve the quality of experimental measurements 

of dynamic behaviour of local methane concentrations. Semiconductor sensors were no longer used. 

They were replaced by detectors with sensors working on principle of catalytic combustion of 

flammable gases (detection proceeds through comparison of electric resistances of the measuring 

spiral). The sensor MI-02 (Figure 2) by Hankook Gas kiki comp. was chosen from available 

sensors. 

The developed detecting system enabled the obtaining of a more detailed course of formation of 

local concentrations and the immediate measured concentration was recorded. The aim was to 

develop the detector for recognition of gas concentration within the range of lower than 1 to 5 vol. 

% (lower explosive limit of methane). 
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Fig. 2. Catalytic sensor MI-02 and circuit diagram of detector 

Parameters of the sensor MI-02: 

Power supply 2.3 VDC ± 10%; current lower than 210 mA ± 10%; output loss 0.46 W ± 10%; time 

of primary stabilization 30 s ± 10%; speed of response 10 s ± 10%; temperature at catalytic reaction 

425 °C ± 10%. 

The detectors developed were constructed with the help of a printed circuit (Figure 2). A total of ten 

measuring circuits were made. Testing of the prototype led to findings that the temperature of a 

cooler does affect a constructed measuring circuit and thus the resulting measured voltage 

(measured concentration). Therefore, more coolers were used, and they were purposely placed 

farther from measuring circuits. These changes (compared to the prototype) caused a decrease of 

temperature and minimization of influence on measuring circuits by ambient temperature. All the 

detectors used were connected to the data loggers, which afterwards recorded changing voltage in 

second intervals. 

 2.2 Calibration of detectors 

Before measurement detectors were calibrated, the same gas (99.95 vol. % of methane) was used 

both for calibration and the physical model. The most available and exact method of calibration was 

to determine required methane concentration in the air, using partial pressures in the 20-liter sphere 

apparatus. The pressure sensor MSD100MRE was used for measurement of partial pressures. 

Measurement uncertainty of this sensor is ± 0.2%. 

For calibration, mixtures were prepared one after another with 1 to 5 vol. % of methane with air. 

Calibration measurements were performed under constant initial and boundary conditions. The 

influence of the flow rate of the methane-air mixture was verified in steps (increments of 0.1 m/s) 

for individual values ranging from 0 to 0.5 m/s.  

   

Fig. 3. Calibration function for Detectors No. 1 and 10 
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The deviations found were compensated by the introduction of a calibration constant. Measured 

points were interleaved with a straight (linear) line using statistical methods. On the basis of this 

straight line, the function for conversion between measured voltage and methane concentration was 

generated. The graph of calibration function shows an approximately linear course of voltage 

increase with concentration increase. Figure 3 shows the calibration function for Detectors No.1 and 

10. 

2.3  Procedure of measurement of local concentrations 

Ten measurements of the local concentration of methane were taken at defined points in a confined 

space. The result of these measurements was to determine the time between the beginning of gas 

leakage and moment of occurrence of 5 vol. % of methane concentration at all monitored points. 

The latest time to reach 5 vol. % of methane concentration was at the monitored Points No. 2 and 5, 

located in the lowest and highest levels of the staircase area (Figure 4). 

3. Gas dispersion modelling  

The software ANSYS Fluent (ANSYS, 2013) was used for numerical modelling of physical 

measurements described above, as it is suitable especially for the solution of flows in the given 

space. The selected software used for mathematical description of the ongoing physical processes 

following laws: 

Navier-Stokes equations (Fox et al., 2008) express the conservation law of momentum and describe 

the flow as follows. 𝜕(𝜌�⃗� )𝜕𝑡 + ∇ ∙ (𝜌�⃗� �⃗� ) = −∇𝑝 + ∇ ∙ (𝜏̅) + 𝑆𝑚 (1) 

In the above three equations, four unknown quantities appear (pressure and velocity of all three 

components x, y, z). By adding the fourth equation, a relation of four equations with four unknown 

quantities is obtained. The continuity equation is the fourth equation, which deals with conservation 

of mass flow. 

   

(2) 

The molar concentration Ci is the quantity, which is used in conjunction with propagation of 

impurities; it is expressed in unit (kmol/m
3
). 

Transfer of admixtures (mass fraction) is solved by the balance equation (Kozubkova, 2008), which 

in a changing time computes the values of the mass fractions of admixtures Yi. It takes into account 

the diffusion flux to the i-th mixture component Jj,i, the rate of production of admixtures resulting 

from chemical reaction Ri, and the rate of formation of increments from the distributed admixtures 

Si. Distribution of admixtures varies in dependence on the diffusion flux. 𝜕𝜕𝑡 (𝜌𝑌𝑖´) + 𝜕𝜕𝑥𝑗 ∙ (𝜌𝑢𝑗𝑌𝑖´) = − 𝜕𝜕𝑥𝑗 𝐽𝑖´,𝑗 + 𝑅𝑖´ + 𝑆𝑖´ (3) 

The mass conservation law of propagation of admixtures is accepted and it is expressed by the local 

mass fractions of admixtures Yi in the mixture. The mass fraction is defined as follows: 𝑌𝑖´ = 𝑚𝑖´𝑚 = 𝜌𝑖´𝑉𝑖´𝜌𝑉 = 𝜌𝑖´𝜌 𝛼𝑖´ (4) 

where mi is mass of admixture i, m is total mass of the mixture, αi is a volume fraction of the 

admixture in the mixture. 

It was a transition zone, where, in the leaking area, the turbulent flow (Re = 6,480) occurred due to 

a high velocity, and already, at the distance of approx. 20 cm from the leak, a nearly laminar flow 
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took place, due to a sharp drop in velocity to approx. 0.5 m/s. In order to achieve the best possible 

agreement of numerical simulation with experimental measurements, three mathematical models 

("Laminar", "k-ε", "k-ω") were used. Turbulence can be described using several mathematical 

models of turbulence, such as direct method and spatial filtering (large eddy simulation – LES 

method), but the most commonly used method is the Reynolds Averaged Navier-Stokes method – 

RANS using the Boussinesq approach. Two-equation turbulence models (k-ε, k-ω and other 
mathematical models) are very often used. The k-ε two-equation model determines the turbulent 

viscosity using two transport equations for k (turbulent kinetic energy) and ε (rate of dissipation), 

which defines the conversion of turbulent vortex energy to thermal energy due to the decay of the 

smallest turbulent eddies. Both quantities are obtained from the following transport equations: 𝜕𝜕𝑡 (𝜌𝑘) + 𝜕𝜕𝑥𝑖 ∙ (𝜌𝑘𝑢𝑖) = 𝜕𝜕𝑥𝑗 [(𝜇 + 𝜇𝑡𝜎𝑘) 𝜕𝑘𝜕𝑥𝑗]+𝐺𝑘 + 𝐺𝑏 − 𝜌𝜖 − 𝑌𝑀 + 𝑆𝑘 (5) 

and  𝜕𝜕𝑡 (𝜌𝜀) + 𝜕𝜕𝑥𝑖 ∙ (𝜌𝜀𝑢𝑖) = 𝜕𝜕𝑥𝑗 [(𝜇 + 𝜇𝑡𝜎𝜀) 𝜕𝜀𝜕𝑥𝑗]+𝐶1𝜀 𝜀𝑘 (𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌 𝜀2𝑘 + 𝑆𝜀 + 𝑆𝑘 (6) 

In these equations, Gk represents the generation of turbulence kinetic energy due to the mean 

velocity gradients, Gb is the generation of turbulence kinetic energy due to buoyancy, YM represents 

the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation 

rate C1ε, C2ε, and C3ε are constants. σk and σε are the turbulent Prandtl numbers for k and ε,. Sk and Sε 

are user-defined source terms. 

The main difference between the different types (k-ε Standard; k-ε RNG and k-ε Realizable) is in 
the way of solving k-ε equations, mainly in the process of determining the turbulent viscosity and 
Prandtl numbers governing turbulent diffusion.  

The two-equation model k-ω was developed in parallel with the k-ε model and it is based on the 
equation for kinetic energy k and for the relative specific losses (dissipation) ω. These can also be 

understood as the ratio ε/k. The turbulence kinetic energy and the specific dissipation rate are 

obtained from the following transport equations: 𝜕𝜕𝑡 (𝜌𝑘) + 𝜕𝜕𝑥𝑖 ∙ (𝜌𝑘𝑢𝑖) = 𝜕𝜕𝑥𝑗 (𝛤𝑘 𝜕𝑘𝜕𝑥𝑗)+𝐺𝑘 − 𝑌𝑘 + 𝑆𝑘 (7) 

and  𝜕𝜕𝑡 (𝜌𝜔) + 𝜕𝜕𝑥𝑖 ∙ (𝜌𝜔𝑢𝑖) = 𝜕𝜕𝑥𝑗 (𝛤𝜔 𝜕𝜔𝜕𝑥𝑗)+𝐺𝜔 − 𝑌𝜔 + 𝑆𝜔 (8) 

In these equations, Gk represents the generation of turbulence kinetic energy due to mean velocity 

gradients. Gω represents the generation of ω. Γk and  Γω represent the effective diffusivity of k and 

ω. Yk and Yω represent the dissipation of k and ω due to turbulence. Sk and Sω are user-defined 

source terms. 

In Fluent software, the k-ω Standard model is the modification of Wilcox k-ω basic model that 
incudes low Reynolds numbers, compressibility of fluid and shear flows. Its negative feature is the 

sensitivity of solving of transport equations in free flow outside the shear layer. Its main advantage 

is accuracy near the wall, but with increasing distance the accuracy decreases. 

The k-ω SST (Shear-Stress Transport) model combines the advantages of two basic models: k-ε 
model is characterized by higher accuracy in free flow farther from the walls, and the k-ω model is 
more accurate in the area close to the wall. 

In the "k-ε" model, the variants k-ε Standard, k-ε RNG and k-ε Realizable were tested, and in the 

model "k-ω", the variants k-ω Standard and k-ω SST were tested (Fox et al., 2008). 
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3.1 Geometric Model 

A geometry of the measuring set for the CFD simulations (Figure 4) was created, using Design 

Modeler software. In order to accelerate the calculation, only internal volumes of the investigated 

space were modelled. Afterwards, a geometry of the sample of piping with a gas cock was created. 

The gas cock was modelled as a source of a gas leak, i.e., with the missing inner cone. The gas leak 

occurred from two opposite gas cock holes with diameters of 18 and 14.6 mm. 

  

Fig. 4. Geometric model and placement of monitoring points and pipe geometry with a gas cock 

The gas leak occurred in the basement of the closed dissected space (Figure 4) with a volume of 

approx. 1.5 m
3
. Piping was placed in a corner (left side) of the closed space at the height of 0.25 m 

above the floor. The second part of created geometry consists of the internal volume of the staircase 

space of approx. 1.2 m
3
. 

The location of monitoring points was identical with the placement of detectors on the outer walls 

of the experimental model delimitating the space. On the basis of these points, an evaluation was 

made of the dependence between the duration of leakage and the methane concentration in the air 

mixture. 

3.2 Initial and boundary conditions 

Within the setting of computational processes in the modelling of gas mixtures flow, the "Double 

Precision" setting was used to speed up the calculation. Using a quad-core processor, the 

computational domain was divided into four areas of similar number of cells. The issue was solved 

as a transient problem for an ideal gas. The boundary conditions define fixed obstacles and the 

location (including the intensity), through which the gas enters and exits. Fixed obstacles were 

defined as a "Wall" with zero wall velocity. The input boundary condition was defined by the mass 

flow of methane, including the direction of flow and temperature of gas. The output boundary 

condition was given by the current properties of the outer space, mainly by temperature and 

atmospheric pressure. The turbulent intensity in the gas pipeline was set at 1 %. Within the 

calculation, the change in hydrostatic pressure in the calculation domain was taken into account. 

"Compressibility Effects" was chosen in the settings for all used turbulent models and „Standard 
Wall Functions“ was chosen for k-ε turbulent models.Through the "Surface Monitors" function, 
monitoring points were placed in the model to monitor methane concentrations in a mixture with 

air. 

Within the solution methods, the pressure-velocity connection scheme was set to “Simple”. 
Gradient was computed using “Least Squares Cell Based”. The PRESTO! computing scheme was 
chosen for pressure and “First Order Upwind” for other variables. At the start of the calculation, a 
time step of 0.001 s was set. The correct convergence occurred in about the tenth time step. During 
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the calculations, depending on the decreasing number of iterations in one time step, the time step 

was gradually adjusted to 0.01 s and then 0.1 s, at which it was left until the end of the calculation. 

3.3 Mesh of the model 

Determination of suitable computational mesh is given by important parameters for determining the 

accuracy of performed numerical simulations. An important criterion is not only the total number of 

cells in the computational mesh, but also the quality of the computational mesh (cells) itself. The 

main quality indicators of a computational mesh are the Skewness and Orthogonal mesh quality 

parameters. Table 1 shows the comparison of computational meshes, in terms of numerical 

simulations performed and the main quality parameters. 

Table 1: Parameters of the mesh 

Mesh Cells  SKEWNESS index Orthogonal mesh quality Calculation data 

No. No. Min Max Mean SD Min Max Mean SD 

Total 

number 

of 

iterations 

Approx. 

calc. 

time (h) 

Median 

deviation of 

measurement 

(%) 

1 895,373 
1.305

E-10 
0.87 0.17 0.14 0.21 1.00 0.91 0.09 26,998 40 4.17 

2 1,230,620 
 

0.90 
  

0.13 
   

30,708 45 6.07 

3 1,869,187 
1.306

E-10 
0.89 0.16 0.15 0.08 1.00 0.91 0.10 27,038 62 4.18 

    SD - Standard deviation 

Quality of the mesh is one of the most important parameters influencing the result of the 

calculation. Thickening and refining the shape of mesh makes it possible to achieve more accurate 

results, while maintaining the parameters of mathematical models. After completion of the initial 

calculation, three types of mesh were made. Some improvements were made directly in the software 

ANSYS Fluent, where mesh was refined at the places with increased flow rate of the flammable gas 

(monitoring of velocity gradient). According to this adaptation, the cells were automatically 

densified, for example, in front of the hole (Figure 5, left) from which the flammable gas leaked, or 

in the space below the ceiling of the basement space and upper part of doorframes, between the 

basement and staircase spaces. 

  

Fig. 5. Mesh in section of the pipeline with the gas cock and basement corridor and staircase space 

(mesh 1,869,187 cells) 

The next improvement of the mesh was made by replacement of the part of tetrahedral elements by 

hexahedral elements. The mesh was created in the software ANSYS Meshing, where tetrahedral 

elements no longer filled the whole staircase space, but only a small part of the space next to the 

doors leading to the basement (Figure 5, right). 

4. Results and discussion 

4.1 Effect of time step 

Comparison of measured and calculated values is presented in the graph (Figure 6). It describes the 

change of volume concentration of methane in Monitoring Point No. 5 in time. Point No. 5 is 
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situated at the greatest distance from the gas leak point. The graph shows average values from ten 

measurements and values calculated (mathematical model k-ε RNG) at various time steps (1,000; 

100 and 10 ms). 

 

Fig. 6. Comparative measurements with numerical simulation depending on the time step at Point 

No. 5 

It is apparent from the course of the curves (Figure 6) that the choice of the right time step may 

affect the quality of the result.  

For time-dependent tasks, it is recommended to set a maximum of 20 iterations per time step. The 

condition for convergence to the twentieth iteration was fulfilled by specifying the appropriate time 

step. Each mathematical model requires a different time step. Entering the time step 0.001 s, the 

correct convergence occurred in approximately the tenth time step. Gradually, during the 

calculations, depending on the decreasing number of iterations in a single time step, the time step 

was adjusted to 0.01 s and 0.1 s for which it was left until the calculation was completed. 

4.2 Effects of mesh density and turbulent models 

In the piping (Re = 4,985) and in the valve (Re = 6,480), significant turbulent flow took place. 

Gradually, six mathematical models (Laminar, k-ε Standard, k-ε RNG, k ε Realizable, k-ω 
Standard, k-ω SST) were tested. The best match with the results of experimental measurements was 
achieved by numerical simulations with the mathematical models k-ε RNG and k-ω SST.  

The graphs in Figures (below) show the influence of the number of cells of the mesh in selected 

models on the quality of the results. Mesh No. 1 includes 895,373 cells, Mesh No. 2 includes 

1,230,620 cells, and Mesh No. 3 includes 1,869,187 cells. For better comparison, the following 

graphs show the segments put through medians of the measured concentrations. The graphs are 

completed with minimum and maximum measured values of concentrations in individual (second) 

intervals. This resulted in bounded areas that show the possible formation of local methane 

concentrations at defined times. 
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Fig. 7. Dependence of concentration change on time at Monitoring Point No. 1 

 

Fig. 8. Dependence of concentration change on time at Monitoring Point No. 2 

 

Fig. 9. Dependence of concentration change on time at Monitoring Point No. 3 
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Fig. 10. Dependence of concentration change on time at Monitoring Point No. 4 

 

Fig. 11. Dependence of concentration change on time at Monitoring Point No. 5 

 

Fig. 12. Dependence of concentration change on time at Monitoring Point No. 6 
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Fig. 13. Dependence of concentration change on time at Monitoring Point No. 7 

 

Fig. 14. Dependence of concentration change on time at Monitoring Point No. 8 

 

Fig. 15. Dependence of concentration change on time at Monitoring Point No. 9 
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Fig. 16. Dependence of concentration change on time at Monitoring Point No. 10 

Numerical simulation enabled the ascertaining of approximate levels of critical concentrations of 

methane (blue => 5 vol. %, green => 9 vol. %, red => 15 vol. %) in the gas mixture, at the time of 

219 s after the gas leak from the gas cock, see Figure 17.  

 

Fig. 17. Critical concentration levels of CH4 at the time of 3 min 39 s (219 s) 

During the filling of the staircase space, gas was spreading to the upper floors from the lower floor 

space along the flights. The dangerous concentration at the highest point of the model (Point No. 5) 

was reached approximately 219 seconds after the start of the gas leak from the gas cock. An 

explosive concentration occurred throughout entire basement. Concentration at the lower explosive 

limit (blue level) originated in three floors, and in the lower part of the staircase optimal explosive 

concentration (green level) appeared as well. 
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5. Conclusions 

The best match of the numerical simulation results with the performed experiments was achieved 

using the mathematical model of turbulence k-ε RNG. This model is derived using the statistical 
method known as the renormalization group method (RNG). It is similar to the k-ε Standard model, 
but it improves accuracy at high strain rates, involves the effect of vortices on turbulence, and thus 

increases the accuracy for vortex flow. These properties make the RNG more accurate and reliable 

for a wider range of flow types, compared to the k-ε Standard model. The RNG method is about 
one-tenth slower than the classical two-equation model, but it is more accurate in the vortex regions 

(where the fluid slows down and there is a lower Reynolds number). 

However, the quality of the computational mesh proved to be a key parameter in the calculations 

performed. Mesh No. 2 (1,230,620 cells) should be an enhancement of Mesh No. 1 (895,373 cells) 

when ANSYS Fluent automatically increased the number of cells; however, the calculations 

performed with this mesh were the least consistent with the results of experimental measurements, 

which could be due to the quality of the computational mesh. Compared to the other meshes used 

(Mesh No. 1 and 3), it showed the worst quality. When comparing Mesh No. 1 (895,373 cells) and 

Mesh No. 3 (1,869,187 cells), it was found, on the basis of the comparisons, that a double increase 

in the number of cells, while maintaining similar mesh quality, did not significantly improve the 

quality of the results. From the comparison of the calculation time and the best agreement of the 

calculation with the experimental measurement, Computational Mesh No. 1 seems to be the most 

suitable. The gradual increase in the number of computational cells did not bring the expected 

improvement of the results. 

Testing of models has shown that, in places of very slow flow, the laminar model corresponds well 

with the experiment (for instance, Monitoring Point No. 2), while the turbulence models are in 

better agreement with the experiment in areas with higher velocity. This was probably caused by the 

fact that Monitoring Point No. 2 was placed outside the main directions of flow of the leaking gas. 

Flammable gas first filled the spaces under the flight of stairs and stair landings and only then the 

borders of the monitored concentrations decreased in the lower part of the staircase space, where 

they were detected by the sensor located in Monitoring Point No. 2. This resulted in a weak flow 

with a low Reynolds number. 

In the case of transient flow between laminar and turbulent mode, the main problem of numerical 

simulation consists in the choice of a suitable turbulence model and the quality of the mesh. For 

verification of the results, the quality of sensors for measurement of concentrations is important. At 

present, development and calibration of new detectors is performed, in which catalytic sensors are 

used, which are in many ways (for measuring) far better than the existing semiconductor sensors. 

Moreover, the detectors will be capable of recording the measured values at shorter intervals, which 

will make it possible to determine, in an almost continuous manner, the formation of concentrations 

of leaking flammable gas at the monitoring points. So far, only the discrete values of concentrations 

were measured, depending on the type of detector used. 
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Abstract 

Previous studies (Spijker 2017) have shown that the oil evaporation rate of Lycopodium particles is 

dependent on the resistance for diffusive and convective transport through the pores. Based on these 

studies a simplified inner particle transport model was created. The model assumes that the 

evaporation of the oil occurs in a layer. The species and energy transport between this layer and the 

particle surface are modelled by algebraic equations assuming a momentary steady state condition. 

The evaporation rates calculated by this approach achieve similar results to the 3D fully resolved 

particles. In the dust deflagration of Lycopodium, pyrolysis of the lignin structure is of secondary 

importance, therefore a simplified one equation pyrolysis mechanism was developed. The results are 

compared with the results from the model excluding inner transport effects, the Eulerian flame speed 

model developed by Spijker (2014). Furthermore the influence of heat transfer by radiation was 

considered. 

Keywords: inner particle effects, dust deflagration, simulation, Eulerian approach, Lycopodium 

  

1. Introduction 

Usually, the transport effects in the particles are neglected due to the high demand on computing 

resources. To model particle inner effects with discretized particles would introduce new differential 

equations to be solved for each particle. A radial 1-D model from Spijker (2015) with 25 layers needs 

680 seconds to model 0.25 seconds real time on one core of an Intel i7-970. Using a Eulerian approach 

such a particle must be solved in every cell and additional transport equations have to be introduced 

on the fluid grid, to account the movement of the particles. When a Lagrangian approach is used, the 

differential equations must be solved for every parcel. The grid used to model the duct experiment 

from Kern (2013) has 6,3 Million cells. Pollhammer (2015) used additionally 4 million parcels, 

representing approx. 16 million particles for his Lagrangian approach. As shown in Fig. 1 the 

dominate process on the thermal conversion of Lycopodium in a dust deflagration is the evaporation 

of the contained oil. The 0D model, neglecting inner particle transport effects, shows higher 

evaporation rates than the fully resolved 3D particle model. This will result in a faster flame 

propagation. With an analytical model describing the transport resistance of the oil vapour in the 

pores of the particle, this effect can be modelled with low additional computing resources. The 

pyrolysis of the lignin structure is of secondary relevance and shows no difference between the 0D 

and 3D model.  
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Fig. 1. Change of mass for a Lycopodium particle in a dust deflagration (Spijker 2015) 

 

2. Model description 

2.1 Global Eulerian Model 

The global Eulerian model uses an Eulerian approach to describe multi component reacting mixtures 

in the gas phase, including turbulence and radiation. An additional Eulerian approach is used for the 

particle phase, with additional transport equations for the composition of the particles. 

 

2.1.1 Momentum and continuity equations 

Equation 1 represents the momentum equation for the gas phase. Here is 𝑣→ the velocity vector, 𝜀 the 

gas phase volume fraction calculated from the particle concertation 𝐷 and density of the mixture 𝜌, 

calculated using the ideal gas equation and the molar mass of the mixture. Turbulence is considered 

by the effective viscosity 𝜇𝐸𝑓𝑓 which is the sum of the molecular viscosity, given by the Sutherland 

approach (Sutherland 1893) and the turbulent viscosity from the turbulence model. To consider 

gravitational effects, the volume forces caused by the gravitational acceleration vector 𝑔→ are included 

in the equation. The interaction forces between particle and gas phase is considered by Wen-Yu 

(1966) copping coefficient 𝐾 (equation 2) and the relative velocity between the phases 𝑢→ − 𝑣→. The 

continuity equation for the gas phase (equation 3) considers the gas phase volume fraction and the 

mass transfer source term 𝑄𝐷, calculated using the inner particle model.    ∂(𝜀𝜌 𝑣→)∂𝑡 + 𝑑𝑖𝑣(𝜀𝜌 𝑣→ 𝑣→) − 𝑑𝑖𝑣[𝜀𝜇𝐸𝑓𝑓𝑔𝑟𝑎𝑑(�⃗�)] − 𝜀𝜌 𝑔→ − 𝐾( 𝑢→ − 𝑣→) = −𝑔𝑟𝑎𝑑(𝑝)𝜀 (1) 𝐾 = 34 𝐶𝑤 𝜀(1−𝜀)𝜌𝑑𝑝𝜀2,65 |�⃗� − �⃗⃗�|          (2) 

∂(𝜀𝜌)∂𝑡 + 𝑑𝑖𝑣(𝜀𝜌 𝑣→) = 𝑆𝐷         (3) 
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The particle phase conservation equation (equation 4) describes the momentum of the dust, where 𝐷 

stands for dust mass concentration and 𝑢→ is velocity vector of the particle phase. Diffusive effects on 

the particle phase are considered by the kinetic particle viscosity 𝜇𝑘𝑖𝑛  and the particle collision 

viscosity  𝜇𝑐𝑜𝑙𝑙 . Granular pressure 𝑝𝑠  as well as 𝜇𝑘𝑖𝑛  and 𝜇𝑐𝑜𝑙𝑙  are calculated by an analytical 

approach (Syamlal 1993). The continuity equation (equation 5) is based on the mass concentration 𝐷 

and takes the mass transfer source term 𝑄𝐷 into account.  ∂(𝐷 𝑢→)∂𝑡 + 𝑑𝑖𝑣(𝐷 𝑢→ 𝑢→) − 𝑑𝑖𝑣[𝜀(𝜇𝑘𝑖𝑛 + 𝜇𝑐𝑜𝑙𝑙)𝑔𝑟𝑎𝑑(�⃗⃗�)] − 𝐷 𝑔→ − 𝐾( 𝑣→ − 𝑢→) = −𝑔𝑟𝑎𝑑(𝑝)(1 − 𝜀) − 𝑔𝑟𝑎𝑑(𝑝𝑠)        (4) ∂(𝐷)∂𝑡 + 𝑑𝑖𝑣(𝐷 𝑢→) = −𝑆𝐷              (5) 

 

2.1.2 Energy equations 

An energy equation is solved for each phase. The gas phase energy equation (equation 6) is based on 

the enthalpy ℎ, using in OpenFOAM 2.4 implemented reaction and thermophysical models. The heat 

conduction is calculated using effective heat conductivity 𝜆𝐸𝑓𝑓 which is the sum of the molecular 

heat conductivity and the turbulent heat conductivity. The turbulent heat conductivity is calculated 

from the turbulent viscosity and turbulent Prandtl number. This equation considers the heat source 

from homogenous reactions 𝑄𝑅,𝑔, the heat transfer with the particle phase and the heat source term 

for radiation 𝑄𝑅𝑎𝑑. This source term considers only gas absorption and wall interactions. For the heat 

transfer coefficient to the particle phase 𝛼𝑔,𝑝 the Nusselt correlation by Ranz-Marshall (Ansys 2009) 

is used. 𝐴𝑉 describes the volume specific surface area of the particles, based on the dust concentration 𝐷. 𝑇𝑝 is the particle temperature and 𝑇𝑔 the gas temperature from the thermophysical model used in 

OpenFOAM.  ∂(𝜀ℎ)∂𝑡 + 𝑑𝑖𝑣(𝜀 𝑢→ ℎ) − 𝑑𝑖𝑣[𝜀𝜆𝐸𝑓𝑓𝑔𝑟𝑎𝑑(𝑇𝑔)] = 𝑄𝑅,𝑔 + 𝛼𝑔,𝑝𝐴𝑉(𝑇𝑝 − 𝑇𝑔) + 𝑄𝑅𝑎𝑑  (6) 

In the energy equation for the particle phase (equation 7) enthalpy is formulated using dust 

concentration 𝐷, temperature of the particle phase 𝑇𝑝 and heat capacity of the particles 𝑐𝑝𝑝. Heat 

capacity is calculated considering particle composition and temperature, based on the work of Spijker 

(2015). Additionally to transient and source terms the convective heat transport is considered. Heat 

source term for the particle reactions 𝑄𝑅,𝑝 is modelled with inner particle model. Absorption and 

emission from the particles are taken in account in the radiation model with a separate source term 𝑄𝑅𝑎𝑑,𝑝 for the particle phase.     

∂(𝐷𝑇𝑝𝑐𝑝𝑝)∂𝑡 + 𝑑𝑖𝑣(𝐷 𝑣→ 𝑇𝑝𝑐𝑝𝑝) = 𝑄𝑅,𝑝 + 𝛼𝑔,𝑝𝐴𝑉(𝑇𝑔 − 𝑇𝑝) + 𝑄𝑅𝑎𝑑,𝑝    (7) 
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2.1.3 Species equations and reactions 

Species transport in the gas phase is given by equation 8. This equation is based on the gas phase 

mass fraction 𝑌𝑖. Diffusive transport is modelled by an effective diffusivity 𝑑𝑒𝑓𝑓 which is the sum of 

the molecular diffusivity calculated from the viscosity, constant Schmidt number and the turbulent 

diffusivity from the turbulence model. The source term 𝑆𝐷,𝑖 represents the heterogenous reaction rate 

for the species i in the inner particle model. 𝑆𝑖 is the homogenous reaction rate calculated by using 

the Partially Steered Reactor (PaSR) model implemented in OpenFOAM 2.4. For the homogenous 

reactions, two combined reaction mechanisms were used. For the combustion of the pyrolysis gases 

the Jones-Linstedt (1988) was used, whereas for the combustion of the oil vapor in the gas phase the 

mechanism by Pollhammer (2015) was implemented.   𝜕(𝜀𝜌𝑌𝑖)𝜕𝑡 + 𝑑𝑖𝑣(𝜀𝜌 𝑣→ 𝑌𝑖) − 𝑑𝑖𝑣[𝑑𝑒𝑓𝑓𝑔𝑟𝑎𝑑(𝑌𝑖)] = 𝑆𝐷,𝑖 + 𝑆𝑖     (8) 

In the particle phase two transport equations are solved, one for the mass fraction of the liquid oil 𝑋𝑜𝑖𝑙 
and one for the lignin mass fraction 𝑋𝑙𝑖𝑔𝑛𝑖𝑛. Only convective transport and the pyrolysis reaction rate 

from the inner particle model 𝑆𝐷,𝑗 were considered. 𝜕(𝐷𝑋𝑗)𝜕𝑡 + 𝑑𝑖𝑣(𝐷 𝑢→ 𝑋𝑗) = −𝑆𝐷,𝑗        (9) 

 

2.1.4 Turbulence modelling 

For turbulence modelling a modified standard k-ε model was used. Based on the studies of turbulence 

behaviour in dust deflagrations by Spijker (2014), an additional source term, based on the consistent 

approach of Crowe (Crowe, 2000) was implemented in the equation for the turbulent kinetic energy 𝑘 (equation 10). This term models the generation of turbulent kinetic energy due to the relative 

velocity of the phases.       ∂(𝑘𝜌)∂𝑡 + �̄�𝑖 ∂(𝑘𝜌)∂𝑥𝑖 = ∂∂𝑥𝑖 ( 𝜇𝑡𝑃𝑟𝑘 ∂𝑘∂𝑥𝑖) + 𝜇𝑡 (∂𝑣𝑖∂𝑥𝑗 + ∂𝑣𝑗∂𝑥𝑖) ∂𝑣𝑖∂𝑥𝑗 − 𝜀𝑝𝜌 +𝜌 𝐷𝜏𝑝 | u⃗⃗ − �⃗�|2   (10) 

 

2.1.5 Radiation 

The radiation model used is a P1-model, considering absorption and emission of gas phase and 

absorption, emission and uniform scattering of the particle phase. Radiation intensity 𝐺  is using 

equation 11. Here is 𝑎 the absorption coefficient of the gas phase. This coefficient will be modelled 

by a Weighted Sum of Gray Gases Model, based on the TNF6 Proceedings (Grosshandler 1993).  

This model considers temperature depended absorption of CO2, CO and H2O. The absorption 

coefficient of the particles 𝑎𝑝 is calculated by formula 12, where 𝜀𝑝 is a constant emission coefficient, 𝐷 the mass concertation of dust, 𝜌𝑝 the density of the particle and 𝑑𝑝 the particle diameter. In similar 

manner the scattering coefficient 𝜓𝑝 for uniform scattering modelled (formula 13). The source term 

for the energy equation of each phase (formula 14) is calculated by the difference between absorption 

by the phase 𝐺𝑎 and emission by the phase 4𝑎𝜎𝑇𝑔4. 

 𝑑𝑖𝑣 [ 13(𝑎+𝑎𝑝+𝜓𝑝) 𝑔𝑟𝑎𝑑(𝐺)] + 4𝑎𝜎𝑇𝑔4 + 4𝑎𝑝𝜎𝑇𝑝4 = (𝑎 + 𝑎𝑝)𝐺    (11) 𝑎𝑝 = 𝜀𝑝 3 𝐷 𝜌𝑝 𝑑𝑝           (12) 𝜓𝑝 = (1 − 𝜀𝑝) 3 𝐷 𝜌𝑝 𝑑𝑝          (13) 𝑄𝑅𝑎𝑑 = 𝐺𝑎 − 4𝑎𝜎𝑇𝑔4 and 𝑄𝑅𝑎𝑑,𝑝 = 𝐺𝑎𝑝 − 4𝑎𝑝𝜎𝑇𝑔𝑝4     (14) 
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2.2 Inner particle Models 

2.2.2 Oil evaporation 

The numerical studies by Spijker (2017) on different forms of resolved Lycopodium particles have 

shown that the maximum occurring thickness of the oil evaporation region is less than 3,4 µm. So, 

the analytical model for the oil evaporation uses a core approach shown in figure 2. This approach is 

based on two radii, 𝑟0 is the constant particle radius equal to 
𝑑𝑝2 , whereas the second 𝑟𝑣 is the radius 

of the oil saturated particle, calculated as a function of the oil mass fraction 𝑋𝑜𝑖𝑙. To account the dens 

core, an averaged core radius 𝑟𝑐 is introduced. The calculation of the radius 𝑟𝑣 is shown in equation 

15, where 𝑋𝑜𝑖𝑙,𝑠𝑡𝑎𝑟𝑡 is the oil mass fraction before evaporation. 

 

Fig. 2. Concept of the core model for the oil evaporation 

 𝑟𝑣 = [ 𝑋𝑜𝑖𝑙𝑋𝑜𝑖𝑙,𝑠𝑡𝑎𝑟𝑡 (𝑟03 − 𝑟𝑐3) + 𝑟𝑐3]13
        (15) 

The main transport mechanism for the oil vapor from the evaporating layer to the particle surface is 

the convection through the pore structure. To describe the pressure gradient, the Carman Kozeny 

(1956) equation for a spherical coordinate system is used (equation 16). Here is 𝑢𝑟 radial velocity, 𝜇𝑜𝑖𝑙  viscosity of the oil vapor at evaporating temperature, 𝜀𝑒𝑓𝑓 effective pore volume fraction, 𝑑 𝑝𝑜𝑟𝑒 

pore diameter and 𝐹 stands for an empirical factor for the form of the pore structure. 𝜕𝑝𝜕𝑟 = −𝜇𝑜𝑖𝑙 𝑢𝑟 (1−𝜀𝑒𝑓𝑓)2𝐹𝜀𝑒𝑓𝑓𝑑
 𝑝𝑜𝑟𝑒2          (16) 

To obtain the radial velocity continuity equation for a spherical coordinate system is defined by 

equation 17 and used as the source term for the global species equations. Here is 𝜌𝑜𝑖𝑙  the density of 

the oil vapor, 𝑝∗ the vapor pressure of the oil calculated by the Antoine equation and 𝑝∞ the pressure 

of the computing cell.  𝑆𝐷,𝑜𝑖𝑙 = 𝐷 𝜌𝑜𝑖𝑙 𝜋𝐹𝜀𝑒𝑓𝑓𝑑ℎ 𝑝𝑜𝑟𝑒24𝜇𝑜𝑖𝑙(1−𝜀𝑒𝑓𝑓)2  
𝑝∗−𝑝∞1𝑟𝑣− 1𝑟0         (17) 

This equation fails numerically when 𝑟𝑣 ≈  𝑟0 . For that reason, if 𝑟𝑣 >  0.9 𝑟0   simple enthalpy 

difference evaporation model is used. To avoid unphysical conditions, the source them 𝑆𝐷,𝑜𝑖𝑙 is set to 

zero if 𝑝∗ ≤ 𝑝∞ or 𝑋𝑜𝑖𝑙 𝐷 < 𝑆𝐷,𝑜𝑖𝑙 ∆𝑡2 . 

To evaluate the oil evaporation model, evaporation rates of the single particle models by Spijker 

(2015) were used. The 0D model neglects transport effects and as a consequence overestimates 

evaporation rate of the oil. The 3D model represents a fully resolved particle with a core structure, 

diffusive and convective transport though the pores. The boundary conditions are mapped from the 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

257



 

 

two Lagrangian models (Particle 1, Particle 2), used for a dust deflagration in a vertical duct by 

Spijker (2015). As can been seen from figure 3 evaporation rates calculated using evaporation model 

3D model are almost identical. The slight difference is caused by the simplified round core in the 

evaporation model.   

 

 

Fig. 3. Compression of oil evaporation model to the 0D and 3D results from Spijker (2015) 

 

2.2.3 Pyrolysis of the Lignine 

The pyrolysis rates between the 0D, 1D and 3D studies of Spijker (2015, 2017) show basically no 

difference. The implementation of 8 reaction pyrolysis model would require 7 additional variables in 

the particle phase of the global model. To simplify the pyrolysis only one averaged reaction is 

implemented (equation 18). The frequency factor 𝐴, the activation energy 𝐸𝑎 and the reaction order 𝑛 are averaged from the results of the studies by Spijker (2015, 2017).   𝑆𝐷,𝐿𝑖𝑛𝑔𝑖𝑛𝑒 = D 𝐴𝑋𝐿𝑖𝑔𝑖𝑛𝑖𝑛,𝑠𝑡𝑎𝑟𝑡𝑛 𝑒− 𝐸𝑎𝑅𝑇𝑝(𝑋𝐿𝑖𝑔𝑖𝑛𝑖𝑛,𝑚𝑎𝑥 − 𝑋𝐿𝑖𝑔𝑖𝑛𝑖𝑛)𝑛
    (18) 

To provide different source terms for the gas phase, a splitting gas factors for each species 𝜙𝑖 were 

introduced. These provide an average composition of the pyrolysis gases, based on the studies by 

Spijker (2015, 2017). 

  𝑆𝐷,𝑖 = 𝑆𝐷,𝐿𝑖𝑛𝑔𝑖𝑛𝑒𝜙𝑖          (19) 
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3. Model evaluation and results 

3.1 Evaluation 

The model was evaluated by the flame propagation from duct experiments by Kern (2013) and the 

flame temperature measurements by Wieser (2015). For both experiments the same apparatus was 

used. A vertical duct with an inner diameter of 140 mm and a length of 2000 mm. At the top of the 

duct particles were dispersed by a screw conveyer and ignited at the bottom by a spark. The first step 

in the modelling of dust deflagration in the duct is to achieve the initial conditions before ignition. 

For that purpose, the dust dispersion was modelled, until there was no significant change in the dust 

concertation and turbulence field. Subsequently the mixture was ignited by setting one cell to a 

constant gas phase temperature of 2000 K for 20 ms. The top flame position is the highest point in 

the duct where the flame reaches a temperature above 1000 K. In figure 4 the top flame position from 

the evaporation model is compared to the flame speed model by Spijker (2014) and experiments by 

Kern (2013) where the flame position is tracked by video analysis. For the first simulations the same 

grid was used as by Spijker (2014), called normal grid. This grid has a hexahedral cell length of 2.5 

mm. Here is the flame velocity using the evaporation model much slower than the 0D model and 

adequate accordance to the measurements. The flame speed model by Spijker (2014) has the best 

agreement with the experiment until 200 ms. Flame velocities of the evaporation model are in good 

accordance to the measurements after 120 ms but overestimated at the beginning. A grid study for 

this model shows grid independency for a hexahedral cell length of 1 mm (fine grid). The coarser 

grid overestimates the flame velocity at the beginning, caused by the larger volume of the ignition 

cell and therefore higher ignition energy.     

 

Fig. 4. Comparison of the top flame position between different models and experimental results 

from Kern (2013)  
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The measurements by Wieser (2015) where carried out by the analysis of the transient heat up of 

thermocouples. The measurements have a large spread, still all simulation results are within given 

range (Table 1). The temperatures of the 0D and evaporation model are close due to the limitation of 

oxygen. The flame speed model has a different thermophysical model, based on progress variables 

and calculates slightly lower temperatures.   

Table 1: Comparison of the Flame temperatures  

Hight in the duct Measured 

temperate  

(Wieser 2015) 

Temperature 

flame speed 

model  

(Spijker 2014) 

Temperature 

0D model 

Temperature 

evaporation 

model 

300 mm 1186 K – 1642 K 
(3 ) 

1205 K 1238 K 1232 K 

600 mm 1222 K - 1299 K 
(3 ) 

1219 K 1251 K 1246 K 

900 mm 1149 K – 1307 K 
(3 ) 

1153 K 1225 K 1213 K 

 

3.2 Evaporation and flame propagation 

Till approx. 120 ms the evaporation takes place in a thin layer and the flame grows in an elliptical 

shape, as shown in figure 5 at 100 ms. After 120 ms the flame gets influenced by the wall and stats 

to accelerate, where the top of the flame deforms and the thickness of the evaporation layer increases, 

as can be seen from figure 5 at 200 ms. This behaviour continues and the top of the flame deforms 

further, the volume of the evaporation zone increases, as well as the total evaporation rate in the 

system. At 245 ms the flame reaches the highest point. Due to the rich mixture and the lack of oxygen 

the flame starts to collapse, as shown at 250 ms.      

100 ms 200 ms 225 ms 245 ms 250 ms 

     

Fig. 5. Representation of the flame position and evaporation zone. The orange iso-surface 

represents the flame position at the temperature of 1000 K, the green represents particles with 1 % 

of the initial oil content and the brown particles with 99 % of the initial oil content.   

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

260



 

 

 

4. Conclusions and outlook 

Implementation of the evaporation model using an analytical solution for the transport resistance in 

the particle gives a better prediction of the flame in a Lycopodium deflagration then a 0D model, 

without increasing calculation time significantly. In the current form the model is applicable to large 

industrial geometries with reasonable calculation time and can explain the physics on a detailed level. 

The approach in this form is only applicable for the evaporation of fluids in the pore structures of 

small particles. The focus of further research is to develop simplified models for other particles, using 

highly resolved single particle models. A model for coal dusts is in progress. 
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Abstract

In this work, numerical simulations are carried out to characterize the impact of obstacles on

flame propagation velocity to properly assess the consequences of Unconfined Vapor Cloud Explo-

sions (UVCE). Within this scope, an UVCE within a congested environment is simulated using RANS

modeling of the turbulence. Combustion phenomena are characterized through the progress variable

transport equation. The simulation is done with the open source library OpenFoam R©. Numerical

results are compared with data from the INERIS and GDF-SUEZ experimental campaign EXJET

(hydrogen-air and methane-air explosions).

Keywords: hazards, industrial explosions, CFD, premixed combustion

1 Introduction

Unconfined Vapor Cloud Explosion (UVCE) is one of the most devastating industrial accidents

possible (J. Daubech (2016)). The loss of containment of a flammable product (e.g. methane or

hydrogen) can lead to the formation of a flammable cloud all across the plant. The resulting mixture

can be lit by any energy source within the cloud (e.g. sparkles, hot surfaces). The propagation of the

flame front within the cloud can cause damaging pressure effects in close and long range. In order

to assess these damages, CFD can be used, in parallel with widely used phenomenological tools.

The open source code OpenFoam R© has already been used for such purpose (Bauwens et al. (2011),

Ghasemi et al. (2014), Rao et al. (2018)). The global aim of this study is to improve numerical

methods for CFD simulation of industrial UVCE.

Hazardous consequences of UVCE are mainly caused by the over-pressure generated by the

propagation of the flame front. In deflagration cases, this over-pressure is directly linked to the

flame front propagation speed (J. Daubech (2016)). In an industrial configuration, the flame front

is impacted by the various obstacles in its way (e.g. pipes, walls). One of the consequences of the

presence of obstacles is an acceleration of the flame front (Moen et al. (1980), Moen et al. (1982))

and, consequently, many experiments has been conducted to evaluate this effect. The EXJET cam-

paign (INERIS, GDF-SUEZ) has been set to study experimentally the effect of an obstacle module

on the propagation of a flame front in many configurations (steady flammable mix, methane-air jet,

hydrogen-air jet).

2 Description of the experimental work

The experimental work considered here has been carried out by INERIS and GDF-SUEZ (Sail

et al. (2014)). The aim of the experiment was to study methane jet explosion in a congested environ-

ment. The congestion module was a medium size (3m×1m×0.45m) obstacle module, consisting of

296 steel tubes of 2cm diameter. In the framework of the EXJET experimental setup, several experi-

ments have been carried out : methane jet dispersion within the module (without ignition), methane

jet ignition within the module, and ignition of a steady methane-air mix. The steady methane-air mix
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ignition configuration has been simulated with OpenFoam R© in this study.

To assess the pressure variations, several pressure probes are positioned in and around the

obstacle module as in Fig. 1. The pressure signals from those probes will be compared to the pressures

signals from virtual probes of the numerical simulation. Moreover, pictures of the experiment will be

post-process to obtained experimental flame position data.

Fig. 1: Locations of the release orifice, pipes, igniter and pressure sensors used by INERIS and GDF

SUEZ for methane jets within a 3D array of 20 mm diameter tubes (Sail et al. (2014)). Up : top view

of the obstacle module ; Bottom : side view of the obstacle module.

In the configuration that interests us, a homogeneous stoichiometric methane-air mixture is

spread within the obstacle module. The mixture is kept in the obstacle area by a plastic sheet sup-

ported by steel frames. Those plastic sheets will come off with the explosion. The flammable mix

is ignited by an electrical ignition device (location 1 on Fig. 1) located inside an aluminium box

(19cm×15cm×13cm) with an opening toward the congestion module.

3 Numerical study

3.1 Equations solved

With the solver XiFoam of OpenFoam R© v7.0, the Weller b-Xi model (Weller et al. (1998)) is

used to model partially premixed combustion. Navier-Stokes equations (eqs. 1, 2) are solved as well

as the energy equation (eq. 3).

∂ρ

∂ t
+∇.(ρŨ) = 0 (1)

∂ρŨ

∂ t
+∇.(ρŨŨ) =−∇.(ρŨ ′′U ′′)−∇p+∇.(τ) (2)

∂ρ h̃t

∂ t
+∇.(ρŨ h̃t)+

∂ρK

∂ t
+∇.(ρŨK)+

∂ p

∂ t
+∇.(α∇h̃t) = Q̇ (3)
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With K being the kinetic energy, α the thermal diffusivity, τ the viscous stress tensor and Q̇ an

external energy source term (in our case, Q̇ = 0).

In order to model the combustion, a combustion regress variable "b" is defined (4).

b =
Tb −T

Tb −Tu
(4)

With Tb the burnt gases temperature, and Tu the unburnt temperature. A transport equation is

solved for this regress variable (5) in order to model the propagation of the flame front.

∂ρb

∂ t
+∇.(ρŨb)−∇.(α∇b) =−ρuSuΞ | ∇b | (5)

With Su the laminar flame speed, ρu the unburnt gases density, and Ξ the flame wrinkling

factor (turbulent and laminar flame speed ratio). This ratio is obtained algebraically (6).

Ξ = 1+2(1−b)Ξcoe f f

√
u′

Su
Rη (6)

With Rη the Kolmogorov Reynolds number, u′ the sub-grid turbulence intensity and Ξcoe f f a

model constant equal, in our case, to 0.62. And finally, to take into account the inhomogeneity of the

mix, an equation for a mix variable ft is solved (7).

∂ρ ft

∂ t
+∇.(ρŨ ft) = ∇.(µ∇ ft) (7)

With µ the dynamic viscosity. The effects of equivalence ratio inhomogeneity on the flame

front propagation speed is taken into account by the Su term in the b equation with the Gulder flame

speed correlation (8) (Gulder (1984)).

Su(T, p,φ) =Wφ ηe−ξ (φ−σ)(
T

T0
)α(

p

p0
)β (8)

With W , η , σ , α , β Weller model constant and φ , the equivalence ratio, being recovered from

ft and ( Yair

Y f uel
)sto, the stoichiometric air-fuel ratio .

φ = (
Yair

Yf uel

)sto
ft

1− ft
(9)

The ignition is managed via an OpenFoam R© integrated module which generate, in a given

duration, a spherical volume of burnt gases of a given radius, at a given location. The duration and

radius of this ignition kernel has been tuned to the laminar flame speed of the mix.

The PIMPLE algorithm is used to solve the pressure-velocity coupling in XiFoam (Holzmann

(2019)). The equations modeling the effect of the combustion are included in the PIMLE loop.

3.1.1 Mesh, boundary condition and numerical schemes

The meshing process has been conducted with both SALOME and the OpenFoam R© utilities

blockMesh and snappyHexMesh. The domain consists of 836 296 cells and the minimum dx of a cell

is 6.25 mm.
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Fig. 2: View of the calculation mesh (ParaView)

The boundary of the numerical domain surrounding the obstacle module is at 2.5m distance of

the module in the x and y direction and at 1.5m distance of the module in the z direction.

The boundary conditions to take into account for this simulation are :

• the obstacle module

• the ground

• the ambiant air

The obstacle module and ground will be considered "wall" boundary condition whereas ambi-

ent air will be considered free outlet boundary condition. The boundary conditions used are given in

Table 1.

Table 1: Numerical simulation boundary conditions

Variable WallBC AirBC

U fixedValue (0 0 0) fluxCorrectedVelocity

p zeroGradient totalPressure

* zeroGradient zeroGradient

The different numerical schemes available in OpenFoam R© are detailed in (Moukalled et al.

(2015)). The schemes used in this simulation are given in Table 2.

Table 2: Simulation numerical schemes

Variable ddt div laplacian

U/p/k Euler backward Upwind Gauss linear corrected

b/ft Euler backward Gauss linearlimited01 Gauss linear corrected

* Euler backward Gauss linearlimited Gauss linear corrected
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4 Results and discussion

As we are willing to assess for the over-pressure effects of the UVCE, we will look at two

aspects of it : the propagation speed of the flame front and the resulting over-pressure.

4.1 Flame speed

A first simulation has been done to check that the solver take into account the accelerating

effect of the obstacles on the flame front. A flame front has been propagated in two cases, with

and without an obstacle module. The same mesh and numerical schemes has been used for the two

simulation.

Fig. 3: Flame front position in time with and without obstacles

Here we can see that the flame front positions diverged. An accelerating effect of the obstacle

can be observed with XiFoam. We can explain that effect by the turbulent kinetic energy generated by

the obstacles. In fact, the flame front propagation, by pushing the fresh gases in front of it, generate a

velocity flow normal to the flame surface. This flow, in presence of obstacles, will increase turbulent

kinetic energy around those obstacles. This turbulent kinetic energy will, as we can see in (eq .6),

increase the wrinkling factor and hence the flame propagation speed, as we can see in (eq. 5). The

turbulent kinetic energy generation by the obstacles is illustrated in Fig. 4. There we can see that

turbulent kinetic energy is generated around the obstacles crossed by the flame front.

Fig. 4: Sectional view (z axis) of the flame front propagation (Paraview). Left : temperature (K), right

: turbulent kinetic energy (m2
.s−2)
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Finally, we can compare the experimental and numerical flame speed. We observe an acceler-

ation of the experimental flame front during the whole experiment, starting propagating at 9 m/s until

it attained a speed of roughly 25 m/s. In the numerical case however, we observe a constant flame

speed of approximately 12 m/s. As we are in the same magnitude in term of flame propagation speed,

we fail to reconstruct the accelerating behavior of the flame front within the obstacle module. The

usage of a transport equation for Ξ in further work can be a lead toward reproducing this accelerating

behavior.

Fig. 5: Experimental and numerical flame front position from the ignition point in time

4.2 Pressure signal

For the pressure signals, the numerical simulation result in an over-pressure "wave" being

pushed by the flame front, as shown on the Fig. 6. There we can observe an over-pressure "wave" just

in front of the flame front. This over-pressure is the result of the unburnt gases being pushed by the

flame front propagation.

Fig. 6: Sectional view (x axis) of the flame front propagation at t = 0.2 sec (Paraview). Up : temper-

ature (K), down : pressure (Pa)

But when comparing the signals from two pressure probes (positioned along the y axis from

the ignition point) Fig. 7, both experimental and numerical, we couldn’t reproduce with precision the

over-pressure wave. There we can see that at 0.28 cm from the ignition point, a 4.5 mmBar over-

pressure is obtained but the peak is obtained numerically at approximately 0.03sec in the numerical
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case, versus 0.1sec for the experimental case. However, with the over-pressure being "pushed" by the

flame front, the phase between the two signal is likely to be induced by the different position of the

experimental and numerical flame front.

Now at 1.96m from the ignition point, the two over-pressure peaks are occurring approximately

at the same time (0.16 sec), but the magnitude is not accurately reproduced. The numerical over-

pressure peak value is 1.75 mmBar and the experimental one being 6 mmBar. This difference may

be explained by the flame speed difference when crossing the probe. In fact, at the moment where

the flame crosses the probe at 1.96m from the ignition point, the experimental has already attained its

max velocity of 25 m/s whereas the numerical one is still at the same speed of 12 m/s Fig. 5.

(a) Relative pressure at 0.28m from the ignition point

(b) Relative pressure at 1.96m from the ignition point

Fig. 7: Relative pressure signal in time at 2 point on the y axis

The magnitude of the peak over-pressure is roughly the same (severals mBar), although the

over-pressure is attenuated between the two probes for the numerical simulation(from 4.7 mBar to 1.8

mBar), and is enhanced in the experiment(from 4.5mBar to 6.0 mBar). This is probably explained by

the acceleration of the experimental flame front Fig. 5 between the two probes, effectively generating

more over-pressure in front of it.
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5 Conclusions

In this study, a methane-air explosion in a confined environment has been simulated. The

explosion "at rest" case of the EXJET (INERIS GDF-SUEZ) as been taken to assess for the fidelity of

the simulation with OpenFoam R©. So far, several aspects of the simulation have shown good agreement

with the experiment : The accelerating effect of the obstacles can be reproduced, and magnitude

of both flame speed and over-pressure peaks are conserved. But the study fails to reproduce the

accelerating behavior of the flame front and hence the over-pressure signals obtained numerically are

not accurately reproducing the experimental ones.

The key to reproduce with fidelity the over-pressure signals (and more specifically, the over

pressure peak values) is to capture with fidelity the flame propagation speed. Current works on the

transport equation for Ξ are carried out to take care of that aspects. Results will be updated accord-

ingly.
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Abstract 

The role of thermal radiation in premixed flame propagation has been a matter of debate for decades. 

And it is not only a challenging scientific point, it has significant practical implications. For instance, 

a proposed explanation of the Buncefield explosion (HSL, 2009) was tiny particles were raised by the 

blast and promoted flame acceleration through enhanced heat exchanges by thermal radiation through 

the flame front. In dust explosion protection, the flame is implicitly supposed to propagate like a in a 

gaseous mixtures but if it happens that thermal radiation is dominant for some dusts, many aspects 

concerning the way to mitigate the explosions for those particular dusts would need to be revised.  

 

The present research team (Ben Moussa et al., 2013, 2017; Proust et al., 2017a, 2017b) and another 

one (Julien et al., 2015) have been working on this subject for some time. The scientific problem was 

settled and a significant experimental effort was done. It was shown that thermal radiation could 

accelerates flames possibly to a considerable extent but without any firm confirmation. 

 

In the present paper a numerical modelling of this problem is proposed to help understanding the 

physics of the flames seeded with particles and especially aluminum dust flames. The code uses the 

discrete element method and was developed from scratch over the last years. Some information to 

understand how the code work is provided into the paper and the results are compared to the 

experiments. From this comparison it can be concluded that thermal radiation is readily capable of 

strongly accelerating dust flames depending on the experimental conditions. Large scale experiments 

are now needed which however could be complicated to perform.  
  

Keywords: aluminium dust explosion, thermal radiation, dust flame propagation 

 

1. Introduction 

The role of thermal radiation in premixed flame propagation has been a matter of debate for decades. 

And it is not only a challenging scientific point, it has significant practical implications. For instance, 

a proposed explanation of the Buncefield explosion (HSL, 2009) was tiny particles were raised by the 

blast and promoted flame acceleration through enhanced heat exchanges by thermal radiation through 

the flame front. In dust explosion protection, the flame is implicitly supposed to propagate like a in a 

gaseous mixtures but if it happens that thermal radiation is dominant for some dusts, many aspects 

concerning the way to mitigate the explosions for those particular dusts would need to be revised.  
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Ben Moussa et al. (2015, 2017) and Liberman et al. (2015) claim that heat radiation enhanced flame 

propagation is possible especially for high temperature burning metal particles (like aluminium) : hot 

burnt particles in the products produce backwards heat radiation towards the cold reactants, preheat 

them and promotes burning . Liberman claims that very large flame acceleration may be possible.  

Unfortunately, an analytical appraisal is possible only under very strong assumptions like infinitely 

fast combustion and/or Beer-Lambert model for radiative transfers (Ben Moussa et al., 2017; 

Deshaies et al., 1985; Liberman, 2015; Bidabadi et al., 2013). As shown elsewhere (Proust et al., 

2017), the later assumption is not valid so that a representative theoretical analysis remains difficult. 

In addition, experimental evidence is clearly still lacking. Recently Proust et al. (2017a, 2017b) 

showed new results aiming at illustrating the potential flame propagation promoting effect of thermal 

radiation and at providing measurements strategies to highlight the underlying complicated physics.  

In this communication, after recalling some recent experimental data on the subject, the authors 

investigate the phenomenology using an accurate modelling tool based on the discrete element 

method. The model compares very well with experimental results. It is shown that heat radiation can 

greatly promote flame propagation under certain conditions.  

2. Some experimental evidence 

Experiments were done using the flame propagation tube (fig. 1) already used in several studies (for 

instance in Proust, 2006). The experimental chamber is a vertical tube (length 1.5 m and diameter 10 

cm), filled with the dust cloud from the bottom using a fluidized bed device. The cloud is ignited 

(spark) at the bottom after having stopped the flow, shut the upper part of the tube (with a gate valve) 

and removed the suspension generator. The flame is then freely propagating upwards without being 

thrusted by the expansion of the burnt products which are vented out through the open end. The dust 

concentration is controlled by weighting the dust suspension generator before and after the tests and 

by measuring the volume of the gas. 

 

Fig. 1. Experimental setup and heat flux-ionisation gage signal for a stoichiometric CH4-air flame 
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High speed video was used to obtain an accurate measurement of the flame speed and of the flame 

area. From this, the laminar burning velocity was obtained using the well-known “tube method” 

(Andrews and Bradley, 1972). Besides, a fast response fluxmeter was used (Captec technology :0.1 

to 12 μm, 0.1 s response time, “looking” in the direction of the flame) coupled with an ionization 

gage. A typical example of the signals is shown on Fig.1 (bottom right) for a stoichiometric methane 

air flame (without particles). The heat flux is nearly 30 kW/m2 (only 2-3% of the total heat release 

rate). 

Experiments were performed using methane-air mixtures with and without particles in suspension 

(SiC, VMD=30 µm and SMD=15 µm). Tests were also done with aluminium dust air mixtures 

(VMD=20 µm and SMD=10 µm).  

SiC has a rather large absorption/emission coefficient (0.7). For small particle concentrations (below 

150 g/m3), the laminar burning velocity increases so as the radiated heat flux (Fig. 2) suggesting a 

link between both parameters. For larger particle concentrations, the laminar burning velocity drops.  

 

 

Fig. 2: methane air flame (stoichiometry) seeded with SiC particles 

Alumina and aluminium are poor emitters (emissivity 0.1 to 0.2) as compared with SiC but it can be 

expected that the much larger combustion temperature in the flame (3300°C as compared to 1900°C 

for methane air flames) would more than compensate the lower emissivity.  

Tests were performed with aluminium dust air mixture at varying dust concentrations (Fig. 3). When 

the concentration of dust is low (below 500 g/m3), the flame speed reaches a constant value, 0.4 m/s 

at 80 g/m3, 0.7 m/s at 350 g/m3, suggesting a burning velocity on the order of 0.3 m/s. But above a 
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certain concentration threshold (above 500 g/m3), a tremendous flame acceleration is observed : the 

flame speed increases from a few m/s in the ignition zone up to 50 m/s after one meter of propagation. 

The experimental device was significantly impaired preventing further testing.  

 

Fig. 3 : self-acceleration of flames propagating in an aluminium dust-air cloud 

3. Numerical tool (RADIAN) 

The present experimental data suggest that heat radiation transfer through the flame may promote 

flame propagation possibly with a strong acceleration, as suggested by Liberman (2015), but a strong 

phenomenological approach is needed.  

But many complex and non-linear phenomena intervene (combustion, heat transfer by conduction 

between phases, heat transfer by thermal radiation between particles, …) so that a complete analytical 

approach remains difficult without simplifying assumptions. 

To preserve the predictive capability of the mode,l integrating most of the non-linear phenomena 

listed above, a Discrete Element Method (Cundall and Strack, 1983) was implemented. With this 

technique, the detailed mechanical interactions between the particles (“discrete elements”) and 

between the particles and the boundaries can be described in detail. Originally, this modelling 

technique was developed to better represent granular flows (Munjiza and Cleary, 2009) and 

mechanical contacts (Nguyen et al., 2008a). Heat transfer was introduced as a natural expansion of 

the DEM principles (Nguyen et al., 2008b). More recently a coupling between CFD (Computational 

Fluid Dynamics) and DEM was established (Zhong et al., 2016) to better describe fluidized beds.  
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In the present situation, an accurate representation of the physics is looked for, at the expenses of the 

industrial representativity if needed. The interactions between the phases need to be finely described. 

The following assumptions (Ben Moussa, 2017) were made:  

• The particles are spherical, homogeneous and monodisperse; 

• The gaseous reactants are transparent to heat radiation (but not the products); 

• The gaseous reaction is described using a one-step global reaction (Coffee et al., 1983); 

• The combustion of the aluminium particles is described using an experimental “d2 law “ 

(Ben Moussa et al., 2007); 

• No velocity sliding between the phases. 

Otherwise it was shown that, for particle sizes and concentrations under consideration (below 100 

µm and below 10 kg/m3), multiple scattering of the thermal radiation could be ignored, that the 

temperature inside the particles is homogeneous and that a Nüsselt number of 2 was a very good 

approximation to calculate gas-particle heat transfer. Since the particles are far from each other (10 

diameters), each particle appears as a “point source” to its neighbouring particles. The point source 

model was thus implemented in which the Mie theory (van de Hulst, 1981) was incorporated to 

calculate the absorption, emission and scattering coefficients of the thermal radiation (which depend 

on the angle of the incident light) providing the most accurate and general description. The 

obscuration effect by the particles located between a source and a target is incorporated.  

A tricky point is the simulation of the thermal radiation emission by the burned gases containing 

radiative species like water and carbon dioxide. From the work of people like Hottel and Sarofim 

(1967), it is possible to calculate the emissivity of a given volume of gas at a uniform temperature. In 

the present context, the burnt gases were discretized in small spheres in contact with each other. By 

trial and error, it was found that the maximum radiated heat flux was constant when the “gaseous” 

particles are smaller than 50 µm. 

Four equations are solved simultaneously :  

• The 3D transient equation of heat transfer in the gaseous phase with the one step combustion 

source term of Coffee, with the convective exchange with the particles and with the thermal 

radiation sink of the gaseous emitting species (CO2, H2O); 

• The heat balance equation for each particle accounting for the net heat radiation flux 

(emission/absorption) with the solid and gaseous particles, for convective heat exchange with 

the gas phase and for combustion (“d2 law “); 

• The radiation exchange between solid particles using the DEM methodology (the 

“connectivity matrix”) and the point source approximation; 

• The radiation exchange between “gaseous” particles using the DEM methodology and the 

point source approximation. 

An explicit finite difference scheme is applied on a regular mesh using a small enough Fourier number 

to ensure the convergence (1/6). The particles are randomly distributed through the mesh. The cell 

size is chosen so that the various scales of the flame propagation can be represented. It was shown 

that the results converge with a cell size on the order of 10-6 m and a time step of 10-7 s. In practise, 

not more than one particle could be present in a cell.  
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A representation of the “gaseous particles” of the burnt gases, of the dust particles and of the mesh is 

shown on Fig. 4. To fully compute a propagation in the experimental conditions above requires a 

week on a powerful workstation. The details of the mathematics and the step by step validation 

procedure are out of the scope of the present paper. 

 

Fig. 4 : example of the discretization/repartition of dust particles to compute a flame propagating 

in a methane-air mixture seeded with inert SiC particles. 

4. Results 

Preliminary results were obtained for methane air flames (without dust – Fig. 5) and for aluminium 

dust air flames (Fig. 6) and are compared to data from the literature. For aluminium dust air flames, 

since experimental results were obtained using very small-scale apparatuses (much smaller that the 

absorption length), thermal radiation exchanges were neglected to speed up the simulations. A good 

agreement is found comforting the usage of the tool. 
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Fig. 5 : Laminar burning velocity in methane air mixtures and maximum heat radiated flux 

 

Fig. 6 : Laminar burning velocity in aluminium dust air mixtures (very small scale) 

The simulations were also done to compare with the experimental data presented in section 2. The 

evolution of the thermal radiated flux in front of the burning zone is shown on Fig. 7 for a 

stoichiometric methane-air seeded with SiC particles. The agreement with the experiments is 

excellent. It may look surprising that the diffusion of the thermal radiation ahead of the flame front 
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hardly depends on the mass particle concentration. This is due to the fact that the geometrical 

attenuation of the heat flux (proportional to the square of the distance to the emitter in the point source 

approximation) is much larger than the obscuration by the particles located between the emitter and 

the receiver. This explains why the Beer-Lambert’s law cannot apply (at least for industrial 

configurations). 

 

Fig. 7 : Thermally radiated flux ahead of the burning zone of a stoichiometric methane air flame 

seeded with SiC particles. 

On Fig. 2 of section 2, the simulated maximum heat fluxes and laminar burning velocities are plotted 

together with the experimental results showing also a good agreement. The interpretation suggested 

by the simulations is the following. The thermally radiated flux is absorbed by the particles ahead of 

the flame which induces a heat up of the reactants amounting of few tens of degrees. This should 

favour the gaseous reaction of combustion and should accelerate the flame as shown by Joulin (1987). 

But simultaneously, heat is extracted by the particles from the burnt side of the flame and radiated 

away which is a loss for the flame and will reduce the burning velocity. So, there should be a 

maximum in the burning velocity curve as function of the mass particle concentration.  

Similar simulations were performed for aluminium dust air flames. 

First, a marked increase in irradiance with the particle mass concentration is observed (Fig. 8). This 

is due to the significant increase in the combustion temperature between the flammability limit 

conditions (2000°K at 70 g/m3) and the stoichiometric conditions (3500°K at 300 g/m3). The 

combustion temperature stays close to 3500°K up to a mass particle concentration of 500 g/m3 (Ben 

Moussa et al., 2017). Experiments did not provide much information about the radiated heat flux 

(because of very harsh conditions) but about 20 kW/m2 was measured at about 150 g/m3 which is not 

in disagreement with the simulations. 
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Fig. 8 : Simulated maximum irradiance versus Al mass concentration 

The simulations also show that for mass particle concentrations smaller than 450 g/m3, the burning 

velocity is constant (Fig. 9). Above, the burning velocity increases dramatically. At 700 g/m3, the 

burning velocity raises by 1.5 m/s over a distance of 0.08m. All of this is in reasonable agreement 

with the experiments. 

 

Fig. 9 : Burning velocity VS distance across the combustion tube for different Al mass 

concentrations 

Further information about the structure of the flame front can be found in Fig. 10 for non- accelerating 

flames and in Fig. 11 for accelerating flames.  
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Fig. 10: Zoom on temperature field at two different instants, Al dust-air flame, Cd = 80 g/m3 

In the first case (of non-accelerating flames), the structure of the front does not change and a 

representative flame thickness is some mm (3 mm between isotherms 1500°K and 2500°K for 

instance). This is a typical heat conduction/reaction flame front.  

 

 

 

Fig. 11: Zoom on temperature field, Al dust-air flame, Cd = 500 g/m3 

In the second case (of an accelerating flame), the flame thermal thickness evolves rapidly during the 

propagation : 3mm at the beginning of the propagation between the isotherms 1500 K-2500 K and 10 

mm after 20 cm of flame propagation.  

For our purpose of clarifying the role of the thermal radiation transfer in the aluminum dust flame 

propagation process, it might be sufficient to compare the amounts of heat absorbed by the reactants 

(up to the ignition temperature) by thermal conduction and by thermal radiation. The former heat 

transfer mechanism is always at work even in non-radiating flames. 

To estimate the thermal conduction heat flux at the ignition point (1750°K in the present situation, 

Ben Moussa et al., 2007), the temperature maps obtained with RADIAN in situations where the 

irradiance is negligible were used. The temperature gradient at the ignition point is on the order of 

250 000 K/m. Multiplying it by the local thermal conductivity of the gas mixture (0.1 W/m.K) 

provides the thermal conduction heat flux at the ignition surface : 25 kW/m2. This should normally 

be the maximum heat conduction flux through the flame. 

The thermally radiated heat flux ahead of the combustion zone can also be extracted from the 

simulations. The results are given in Fig. 12 were the origin of the abscissae is the ignition point.  
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(a) Cd = 80 g/m3 

 

(b) Cd = 200 g/m3 

 

(c) Cd = 300 g/m3 

 

(d) Cd = 400 g/m3 

Fig. 12: Comparison of the heat conductive flux and thermal radiation flux absorbed by the 

reactants (aluminum dust-air cloud) ahead of the ignition surface for several mass particle 

concentrations (L is the “flame path length” or equivalently the length of the burnt products 

column) 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

280



 

 

It appears immediately that for concentrations below 200 g/m3, the reactants are mainly heated up to 

the ignition point by the conductive thermal transfer. The burning regime then resembles to the 

standard “Le Chatelier” concept. For large enough concentrations, above 400 g/m3, the thermal 

radiation flux absorbed by the reactant is well above that due to the heat conduction in all the relevant 

temperature domain (from ambient temperature to the ignition point). Note that this is true only when 

the burnt products column is large enough, typically larger than 1 to 5cm. When this occurs, since the 

heat flux is now larger, the laminar burning velocity must increase to keep the balance of energy 

through the flame: 

Because of this, and because the amount of thermal energy transferred by radiation to the reactants 

increases with the length of the burnt product column, the flame speed is expected to increase in 

proportion to the propagated distance. For 400 g/m3 dust concentration, the radiated heat flux exceeds 

that of the thermal conduction some cms after the start of the propagation triggering the acceleration. 

This observation seems in line with the simulations but also with the experimental results.  

Although not included in the present paper, a very significant influence of the particle size is expected. 

5. Conclusions 

In the present work, a new simulation code based one the discrete element method is presented to 

interpret experiments perform to highlight the potential influence of thermal radiation on dust-gas 

flame propagation. 

Although bounded by some simplifying assumption, the code (RADIAN) is close to a direct 

numerical tool.  

Methane-air flames seeded with inert SiC particles and aluminium dust-air mixtures were studied. 

The simulation seems to reproduce very well the experimental results. In particular, thermal radiation 

may add up to the flame propagation, in the first situation, or may completely dominate in the second 

one. 

The present, still too limited, simulations do not answer the question of the maximum burning velocity 

and do not give information about the behaviour of the flame towards disturbances. Additional work 

is needed. Nonetheless, the present information may be enough to propose in the future a semi-

analytical model enabling a phenomenological analysis of flames dominated by thermal radiation. 
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Abstract 

Photovoltaic power stations are developing worldwide as they emit no greenhouse gases while 

producing electricity. In France, industries such as Total plan to install such stations in fields 

surrounding their chemical and refining plants. The risk analyses performed for these plants often 

highlighted Unconfined Vapor Cloud Explosions scenarios, related to heavy gases releases, for which 

characteristic overpressure effect distances were computed  

The present work aims at quantifying the impact of the presence of a photovoltaic power station in a 

potential flammable cloud. It is nevertheless limited to a station geometry provided by Total.  

The problem is not straightforward as two main physical trends appear: flame acceleration due to 

panels obstruction and flame extinction when the flame reaches the top of the flammable cloud. It has 

first to be determined if explosion runaway is possible, this one due to the obstacles repetition on the 

flame path. Then, characteristic overpressure effects distances can be computed for photovoltaic 

power plants of any size.   

To this goal, a CFD-based method is proposed and detailed. The open-source CFD code OpenFoam 

is used as well as phenomenological considerations for computing characteristic overpressure effects 

distances.  

Keywords: photovoltaic power plants, premixed gaseous flame propagation, overpressure effects 

distances, CFD  

1. Introduction 

Some industries such as Total own large lands surrounding their production plants such as refineries. 

They are often unused and free of any building and therefore perfect candidates for installing 

photovoltaic power plants. For some of these, scenarios of Unconfined Vapor Cloud Explosions 

(UVCE) were identified during risk analyses. This kind of phenomenon is related to the potential 

release of flammable products followed by an ignition of the generated flammable cloud. In the 

French regulation, the UVCE overpressure effects are quantified by the distances at which the 

characteristic thresholds of 200, 140, 50 mbar are reached. These distances give regulatory perimeters 

which constrain land-use planning. Installing photovoltaic power plants requires to check if the pre-

existing overpressure effects distances would be significantly modified by the presence of rows of 

panels in the flammable cloud.  

A study co-funded by Total and INERIS was carried out in order to develop a method for quantifying 

overpressure effects related to the explosion of a flammable cloud covering photovoltaic panels 

representative of the ones that could be installed by Total around its production plants. This 

partnership enabled INERIS to gain expertise for modelling dangerous phenomena appearing with 
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the development of photovoltaic power plants and Total to develop a philosophy for their safe 

positioning. The paper details some elements of the study.  

2. Scenario and problem description 

Scenarios of massive releases of heavy hydrocarbons such as propane or equivalent medium reactivity 

gases could be identified for industrial plants. Due to buoyancy effects, such products when mixed 

with air generate “flat” flammable clouds ie with a maximum height about 3-4 m and a length in order 

of hundreds of meters. The flammable cloud size is limited by the iso-surface with a concentration 

that equals the lower flammability limit. 

Current projects plan the installation of photovoltaic power plants around some industrial plants. A 

design example was supplied by Total and is shown in the Figure below. In this case, a rotation of 

the panels is possible. For this work, two bounding cases were considered: parallel to the ground or 

inclined with an angle of 45° as in Fig. 1. The panels width and the distance between the rotation 

point and the ground are about a few meters. A few meters also separate the panels rows.     

 

Fig. 1. Cross-section of a photovoltaic power plant designed by Total 

The explosion scenario deals with a flammable cloud that can theoretically cover dozens of rows of 

panels at full height. Before any modelling, the regarded phenomenology should be analysed.  

According to experimental works, flat flammable clouds generate slow flames (ie the flame speed is 

about a few m/s) when there is no obstruction in the flammable zone (Zeeuwen, 1983). Furthermore, 

according to theoretical works (Daubech, 2016), two explosion phases should be distinguished in the 

case of an ignition source in the flammable zone: a spherical or hemispherical phase during which 

the burnt gases expansion contributes to the flame propagation followed by an azimuthal phase during 

which this effect is lost. Two theoretical expressions were derived from the work of Daubech et al. 

for quantifying the far-field pressure generated by each phase. In the case of flames with a constant 

speed, they write:  

Eq. (1) ∆���, �� ≈ 	
��
�
�  ��� − 1���

� 

Eq. (2) ∆���, �� ≈ 	
��
��
�  �� − 1���

� 

	
�� is the atmospheric volume mass, H is the flammable cloud height, �  is the burnt gases expansion 

rate and ��is the constant flame speed. This set of equations highlights that far from the flame the 

azimuthal phase pressure is about 2� times lower than the hemispherical phase pressure.  

If there are repeated obstacles in the flat cloud, it can be questioned if the relative importance of each 

phase in the pressure generation process is kept. In case of ignition in the power plant covered with a 

flammable cloud, the flame is first spherical, then interacts with the closest panel or panels leading to 

a distortion which is prone to increase the burned gases production rate. The flame at a given moment 

reaches the lower flammable concentration at the top of the cloud and a part of the flame front 

quenches. This latter phenomenon induces a progressive venting of the burnt gases which contributes 

to slow down the flame whereas in the same time, the flame keeps on propagating in the direction 

parallel to the ground. During the propagation across the rows of panels, there is a permanent 

competition between an increase in pressure generation due to flame distortion and venting due to a 

a flame reaching the flammable cloud limits.  

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

285



 

 

Previous experiments showed the separation distance between obstacles could be a key parameter for 

pressure effects (Van der Berg, 2005). If the obstacles are too close, there can be a continuous 

acceleration from an obstacle to another leading to a runaway phenomenon.  The maximum 

overpressure in the flammable cloud is then limited by the acceleration length for the flame ie the 

minimum length between the flammable cloud length and the photovoltaic power plant length. Both 

of them being about hundreds of meters, an explosion runaway cannot be excluded theoretically on 

this basis.  

A practical consequence of the occurrence of such a phenomenon when quantifying the regulation 

overpressure effects distances is to account for all the flammable mass of the cloud and to assume 

maximum overpressure in the cloud about several bars. Such assumptions could lead to large 

overpressure effect distances and restrict the installation of photovoltaic plants.  

A method has to be proposed to study the runaway risk and to quantify the regulation effects distances. 

In the current paper, a modelling approach was chosen. 

3. A method mixing CFD and phenomenology 

Modelling tools such as the CFD software FLACS (Hansen, 2010) were developed for addressing 

complex set-ups at the industrial scale. In short, it relies on a URANS approach for modelling 

turbulence and obstacles are partly resolved by the mesh. A sub-grid porosity accounts for unresolved 

obstacles. This porosity as well as other physical parameters were calibrated against a large number 

of explosion trials involving obstacles at large-scale.  

This tool was first employed to get a first guess of the pressure effects related to a UVCE developing 

in a photovoltaic power plant. The related computations did not highlight a global flame acceleration 

phenomenon. The computed overpressure levels were not significant as they were lower than 20 

mbar, except in a few points of the geometry. These punctual peaks dissipated in a few meters and 

had no effect on the global pressure field.  

In order to confirm these results, another approach based on CFD is proposed for modelling a 

potential explosion in the photovoltaic power plant. For studying the risk of explosion runaway, there 

must be a few rows of photovoltaic panels in the computational domain whose topology should 

ideally be 3D. The computational domain has to be a few dozens of meters long in each direction. 

This first aspect if of importance as computation resources are limited. They will limit the minimum 

size of the cells of the mesh.  

At the moment, it may appear tricky to choose a relevant set of physical sub-models when using CFD 

to account for large-scale explosions mechanisms. Even an explosion in a flat flame is complex as 

the following physical effects may appear: interaction of the flame with the wind, self-acceleration 

due to instabilities more or less pronounced with the fuel and local equivalence ratio and partly 

explained by non-unitary Lewis number and Markstein length effects. The latter physics requires a 

mesh fine enough to get a realistic flame thickness and a description of differential diffusion of species 

and temperature.  

Adding obstacles in the cloud, other physical phenomena appear and have to be accounted for, 

especially if the solar panels rows are inclined: a Karman vortex street in the wake of obstacles, with 

a characteristic Reynolds number increasing as the flame approaches obstacles, an acceleration of the 

flame and the fresh gases in front of it between the ground and the bottom of the panels. 

Concerning turbulence modelling, Large-Eddy Simulations are attractive as they tend to become the 

state-of-the-art for engineering problems and get more and more precise as the mesh is refined, 

limiting the modelled part. Nevertheless, the validity of sub-grid scale models for turbulence and 

flame/turbulence could be questioned for cells with a characteristic width of a dozens of centimeters. 

In engineering computations, the characteristic cell width is lower than a millimeter. Furthermore, 

even well-resolved middle-scale explosions showed a pressure field depending on the chosen 

turbulent/flame SGS model (Di Sarli, 2010, Quillatre, 2014). URANS modelling works were 
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proposed for modelling a methane flame acceleration (Lecocq, 2019) in a 24-m long tube but there is 

no guarantee all the chosen parameters could be re-used at larger scale with a global 3D topology 

flame.  

A modelling method grounded on CFD and phenomenological considerations is proposed and tested 

in what follows. 

a. Modeling method 

The current work does not deal with the flammable product dispersion and the flammable cloud 

generation. It focuses on the explosion stage only. 

The 3D flame propagation is modelled with a CFD approach. The transport equations of pressure, 

momentum, energy, chemical species and progress variable are solved numerically by the OpenFoam 

code (Weller, 1998), version 5. The solver is compressible. The chemistry is addressed with a one-

step reaction and only propane, oxygen, nitrogen, carbon dioxide and water mass fractions are 

transported. There is no turbulence model. The modelling mainly aims at obtaining a conservative 

wrinkling factor for the flame during its propagation.  

A turbulent premixed flame can be modelled with a flame surface-density (Σ�) approach. This quantity 

is approximated as Ξ|∇�|, where Ξ is the wrinkling factor of the flame related to an increase of the 

un-resolved part of the flame surface and �  is the progress variable. The chemical source terms 

appearing in the transport equations of the progress variable and chemical species mass fractions can 

be closed as (Lecocq, 2011):  

Eq. (3) 	�� = 	!"#Ξ|∇�| 
Eq. (4) 	�$%& = 	���'(

) − '(
!� 

Where 	! is the volume mass of the fresh gases, "#is the laminar flame speed, '(
) (resp. '(

!) is the 

burnt (resp. fresh) gases mass fraction of the ith chemical species.  

This model does not include differential diffusion between temperature and chemical species.  If Ξ is 

set to 1, in case of ignition in a flammable medium at rest with an homogenous concentration, the 

model accounts for a spherical flame that propagates at a speed: burnt gases expansion rate times the 

laminar flame speed. Some un-resolved phenomena at grid scale can be included through 

modifications of the wrinkling factor.  

According to some works (Daubech, 2016), a spherical flame propagation without obstacles can be 

analytically described. The flame speed �*(+� can write as:  

Eq. (5) �*(+� = ��� = �"#Ξ,-./0 

Where � is the burnt gases expansion rate and Ξ,-./0 is the wrinkling related to the wind and intrinsic 

flame instabilities. This latter wrinkling factor was written as: Ξ,-./0 = Ξ1Ξ,2 with Ξ1 the wrinkling 

related to instabilities solely and Ξ,2 the wrinkling related to the turbulence of the wind solely. This 

choice is cautious as recent works have shown at lab scale that depending of the flame position in the 

theoretical combustion diagram an effect was dominant on the other but there was no combination of 

the effects (Yang, 2018). For a propane flame, the asymptotic value of Ξ1 and predicted by theory, 

depends only on the burnt gases expansion rate and is about 3.5. The wind effect is computed with 

the Gülder correlation (Gülder, 1995) and an integral length scale for the atmospheric turbulence 

about 1 m and a fluctuating speed about 0.5 m leading to a value of 8 for Ξ,2. Adding all these 

contributions, mathematically speaking by multiplying the wrinkling factors, the theoretical flame 

speed during the hemispherical phase of flame propagation is about 90 m/s.  

Recent experimental works (Bauwens, 2015) gave for a stoichiometric spherical propane/air flame 

propagating on a length about 1 m, in a medium initially at rest, an increase of flame surface about 

1.5 explained by Darrieus-Landau instabilities. In the target computation, the flame is interacting with 

photovoltaic panels roughly one meter after ignition. In order not to be too much conservative and 
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avoid artificial explosion runaway, in the following, Ξ1 is set to 1.5. The reference propane/air flame 

propagates at speed of 45 m/s when undergoing burnt gases expansion effects and 6 m/s when it is 

no longer the case.  A case with propylene gives a minimum flame speed of 55 m/s and 7 m/s. The 

flame speeds for the spherical phases have the same order of magnitude as encountered with the 

propagation of a spherical stoichiometric hydrogen/air flame (Schneider, 1983) without wind effects. 

They are one order of magnitude greater than the ones measured in a propane/air explosion free of 

obstacles. Both observations mean the computed flame speeds remain conservative.   

b. First tests 

Free fields tests were performed with CFD in a 3D computational domain with 15 cm wide cells in 

the zone of interest (measured flame and pressure wave propagation). A flammable cloud at rest with 

a homogenous propane/air concentration was initialized, the height of the cloud being 4 m, the half-

length of the cloud being 20 m. The wrinkling factor was tuned to get a minimum flame speed of 72 

m/s during hemispherical phase. The computation was redone with another mesh made of 10 cm wide 

cells in the interest zone.  

The results in terms of overpressure at ignition point and 30 m away, out of the flammable cloud are 

shown in Fig. 2. It can be seen that the same hemispherical phase is predicted at ignition point by 

both computations. Out of the flammable cloud, the same maximum overpressure is recovered. It 

means the wave propagation is weakly impacted by the mesh resolution. The azimuthal phase is 

nevertheless different in both cases: the maximum overpressure at ignition point is about 65 % higher 

with the fine mesh. Out of the flammable cloud, the same gap is retrieved.  This difference between 

the two meshes is explained by a higher resolved flame wrinkling during the transition between the 

spherical and the azimuthal phase (Fig. 2b). It is explained by a limit of the proposed CFD model: the 

added wrinkling factor does not depend on the mesh size whereas if the mesh is refined, more 

wrinkling appears at the resolved level.  

 

 

(a)                                                                      (b) 

Fig. 2. a) Computed pressure signals at ignition point (line) and 30 m from ignition point (dash 

line). Blue: reference mesh. Red: fine mesh. b) Propane mass fraction contours 300 ms after 

ignition. Top: reference mesh, bottom: fine mesh. 

The overpressure values can be compared with the theory. According to (Lannoy, 1989), for a 

constant flame speed flame with a flame speed lower than 120 m/s, overpressure in the burnt gases 

writes: 
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Eq. (6) ∆� = 	
�� 31 − 4
56 7���8� 4

� 33 − 4
56 

For a flame propagating at 72 m/s, Eq. (6) gives 78 mbar whereas a value of 80 mbar was obtained 

with CFD. Eqs. (1) and (2) can be used to predict the overpressure field out of the flammable cloud. 

For a constant flame speed of 72 m/s (resp 9 m/s) during the hemispherical (azimuthal) flame 

propagation, 30 m away from ignition point, the maximum overpressure is 14 mbar (resp. 1 mbar). 

Both CFD computations predict larger values: the overestimation is about 100 % for the 

hemispherical phase and one order of magnitude for the azimuthal phase. The computation performed 

with a reference mesh being conservative when compared with theory, it is kept for the computations 

with a photovoltaic power plant. 

4. CFD computations with a photovoltaic power plant 

a. Parametric tests 

The reference situation is the one of a stoichiometric propane/air cloud at rest covering the 

photovoltaic panels. Several parameters were of interest: the orientation of the photovoltaic panels 

(parallel to the ground or inclined), the separation distance between two rows, the height of the cloud 

and the reactivity of the cloud (propane/air or propylene/air mixture). The computations to be 

performed to investigate some trends are numerous. It was chosen to perform these computations 

with an assumption of a 2D-symmetry for a flame propagating perpendicularly to the rows. It 

implicitly means the flame is cylindrical and the width of the panels is infinite.  

The cell width in these computations is 3 cm. When comparing the burnt gases pressure for a given 

flame speed with theory, the overestimation of the 2D mesh is about 100 %. The computations that 

follow give overpressures exceeding real ones but enable to identify the main trends, changing a 

parameter at a time. The criterion between two computations is the overpressure out of the flame. The 

Fig. 3 details through a zoom on the computational domain the location of main pressure probes 

relative to the flammable cloud and the photovoltaic panels. 

 

Fig. 3. Location of the pressure probes relative to the flammable cloud and the power plant. 

In what follows, a 45 m/s (resp. 55 m/s) flame is a flame propagating with a speed of 45 m/s (resp. 

55 m/s) during the hemispherical phase. Computations for a 55 m/s flame propagating in a power 

plant with either flat or inclined panels show that the far-field pressure effects are higher in the second 

case (Fig. 4). It tends to confirm that the obstruction and related flame acceleration have a stronger 

effect on the pressure field than the venting effect between two rows of panels. This result is coherent 
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with the experimental data of Zeeuwen (1983). A propane/air flame was propagating in a 25 m x 25 

m array of regularly spaced vertical tubes with a diameter of 1 m below a full roof. In the array, 

despite the lack of venting at the roof a maximum pressure of 20 mbar was measured.    

Another computation with inclined rows of panels highlights the stronger acceleration (Fig. 5) on a 

side of the power plant (towards the left in Fig. 3), giving an increase in overpressure about 50 % 

when compared with the other side.  

A 55 m/s flame gives overpressure effects of the same order than a 45 m/s flame when it propagates 

in inclined rows of panels (Fig. 6). The increase in overpressure is nevertheless about 50 %. 

The height of the cloud also plays a role in pressure effects. For half a cloud normally covering the 

power plant, the far-field pressure peak is about half the pressure peak obtained with a full height 

cloud (Fig. 7). The venting occurs earlier enabling to reduce pressure effects for the smallest cloud.  

 

Fig. 4. Overpressure effects 45 m on the left of ignition point. Case of a 55 m/s flame and inclined 

panels. Blue line: flat panels. Red line: inclined panels.  

 

 

Fig. 5. Overpressure effects on each side of the power plant for a 55 m/s flame. Blue line: upwind 

pressure probe. Red line: downwind pressure probe.   

Finally, the highest far-field effects are obtained in the case of a flammable cloud fully covering the 

power plant, with inclined panels and a quick flame propagating to the left (see Fig. 3). 
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Fig. 6. Overpressure effects 45 m on the left of ignition point. Case of  45 m/s and 55 m/s flames 

and inclined panels.  Blue line: “quick” flame. Red line: “slow” flame. 

 

Fig. 7. Overpressure effects 45 m on the left of ignition point. Case of a 55 m/s flame. Blue line: 

flammable cloud covering the full height of the power plant. Blue line: cloud covering half this height.   

b. 3D tests and overpressure effects distances 

3D CFD computations were finally performed for inclined panels fully covered by a stoichiometric 

flammable cloud at rest. As mentioned in the beginning of the paper, a first goal was to check if an 

explosion runaway can occur in the power plant. To do so, the overpressure is computed at a given 

distance from the side of the flammable cloud. The number of panels is increased from 4 to 6 as well 

as the size of the flammable cloud to keep all of them covered.  
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Fig. 8. Principle of the 3D CFD computations. The number of panels the flame interacts with 

increases from 4 to 6. 

The cell width in the zone of interest is 15 cm. A 45 m/s flame representative of propane/air mixture 

and a 55 m/s flame representative of propylene/air mixture are tested (Fig. 9).  

 

 

Fig. 9. Example of a CFD result related to flame/solar panels interaction. Shown: pressure fields, 

flame front (orange), solar panels (dark blue).   

The pressure signal computed far from the flammable cloud for the case of the 45 m/s flame are 

shown in Fig. 10. In all cases, the first pressure peak is related to an interaction of the flame with the 

two first panels. This first peak is followed by N other pressure peaks where N equals the number of 

rows minus 2. The final pressure peak which is all the time the highest seems to reach a plateau in 

terms of magnitude with an increasing number of rows. An explosion runaway can be discarded 

regarding these aspects. 

Almost the same set of characteristic curves is obtained with a 55 m/s flame (Fig. 11). The conclusions 

just above remain valid.  
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For both flames, the threshold of 50 mbar is reached about 20 m from the border of the cloud. This 

distance effect is higher than the one obtained without obstacle. Installing a photovoltaic power plant 

may have an impact on the regulatory overpressure effects distances but it remains moderate.  

 

Fig. 10. Computed overpressure 10 m from the flammable cloud border for the cases of no 

obstacle, 4, 5 and 6 rows of panels in the flammable cloud. Case of the “slow” flame.  

 

Fig. 11. Computed overpressure 10 m from the flammable cloud border for the cases of no 

obstacle, 4, 5 and 6 rows of panels in the flammable cloud. Case of the “quick” flame.  

5. Conclusions 

Total and INERIS worked on the topic of the potentially aggravating effect related to the presence of 

a photovoltaic power plant in flammable cloud in case of an UVCE. The study was limited to a 

geometry of a power plant supplied by Total and a flammable cloud formed with hydrocarbons such 

as propane and propylene.  

First FLACS computations showed the pressure effects in the flammable cloud remain below 20 

mbar. In order to confirm these results, a method based on phenomenological considerations and CFD 

was proposed. It appeared with this latter that no explosion runaway occurred for the regarded cases 

and the maximum distance at which an overpressure of 50 mbar was reached was 20 m from the side 

of the cloud. Installing a power plant, with the restrictions mentioned in the first paragraph, has an 

impact when compared to a situation with no obstacle but it remains moderate. These conclusions are 

globally in line with FLACS simulations, although a bit more restrictive.  
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Abstract

Multidimensional unsteady numerical simulations were carried out to explore the influence of thermal

radiation on the propagation and structure of layered coal dust explosions. The simulation solved the

reactive compressible Navier-Stokes equations coupled to an Eulerian kinetic-theory-based granular

multiphase model. The radiation heat transfer is modeled by solving the radiation transfer equa-

tion using the third-order filtered spherical harmonics approximation. The radiation was assumed to

be gray and all boundaries of the domain are black at 300 K. The reaction mechanism is based on

global irreversible reactions for each physical process including devolatilization, char burning, mois-

ture vaporization, and methane combustion. The governing equations were solved using a high-order

Godunov method. Several simulation configurations were considered: layer volume fractions of 47%

and 1%, channel lengths of 10 m and 40 m, and radiative and non-radiative cases. The results show

that gray radiation has a significant influence on the propagation and structure of a layered dust ex-

plosion. However, radiation can have opposite effects on different scenarios. For example, radiation

promotes the propagation of the dust flame when the layer volume fraction was 1% and in the short-

channel cases where reflected shock-flame interactions are important. However, radiation enhances

quenching for the 47% volume fraction dust layer in the longer channel.

Keywords: layered dust explosions, radiation heat transfer, numerical simulations

1 Introduction

Dust explosions can occur when reactive particles are dispersed into a gaseous oxidizer. They can

cause significant overpressures, which, in turn, may lead to severe structural damage as well as fa-

talities. Many common organic materials, such as powdered spices, sugar, coffee, etc., as well as

non-organic materials such as powered metals (aluminum, magnesium and titanium) can be causes of

dust explosions. Some recent notable incidents related to dust explosions include the Imperial Sugar

Explosion in Port Wentworth, Georgia, USA (February, 2008) that caused 38 injuries and 6 fatali-

ties, an aluminum dust explosion in Kunshan, China (August, 2014) which killed 146, and Benxihu

Colliery coal mine explosion in Benxi, Liaoning, China (April, 1942), which is one of the worst coal

mine accidents in recorded history that caused 1,549 fatalities. Thus, understanding dust explosions

is essential to develop improved mitigation strategies and regulation, or, in the best case, completely

avoid them.

Most data available on the combustion of dust clouds are obtained from experiments using closed

bombs. These closed bomb experiments usually do not provide visual access and typically measure

only pressure within the vessel. While the pressure-time history provides important information on

the explosivity of dust clouds usually with the Kst explosion index, fundamental knowledge on the

propagation mechanism and structure of the dust flame are not obtained. In addition, dust flames and

explosions are often optically thick which makes visualization of their fundamental structure difficult.

As a result, comprehensive mathematical and numerical models are necessary to increase fundamental

understanding of the structure and propagation mechanisms of dust explosions.

Dust explosions have a significant history of study. However, there are relatively few reports available

in the literature about the effects of radiative heat transfer on the flame ignition and propagation be-

havior. One of the reasons that thermal radiation is often neglected can be attributed to its complexity

and computational cost. In cases where radiation is considered, the optically thick approximation is

typically assumed (Slezak et al., 1985), which is accurate if the entire explosion is used as the charac-
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teristic length scale. However, in many cases the radiation is optically intermediate if the dust flame

thickness is used as the characteristic length. In reality the radiation opacity will be somewhere in

between these two limits, which makes understanding the role of radiation on dust explosions difficult

due to the inherent nonlinearity if the optical thickness is in an intermediate regime. In such cases,

the radiation transfer equation (RTE) must be solved because traditional RTE approximations based

on optically thick or thin assumptions are not accurate.

Some of the only modeling work that consider radiation in explosion processes include Cao et al.

(2014), Houim and Oran (2015a), Bidabadi and Azad (2015) and Liberman et al. (2015). While the

first three concentrate on coal dust flames, the fourth article studied the effects of radiation on particle-

laden hydrogen-oxygen flames. Liberman et al. (2015) assumes that the gas phase is transparent to

radiation, whereas the particles can both absorb and emit radiation. Different effects were observed

depending on how the particles were distributed in the hydrogen-oxygen suspension. The reactants

ahead of the flame was preheated due to absorption of thermal radiation by the cold particles. This, in

turn, caused either the flame to accelerate, ignite a new deflagration, or initiate a detonation ahead of

the flame. Furthermore, whether the radiative preheating triggers a deflagration or a detonation ahead

of the flame depends on the optical thickness of the particle suspension.

In this paper we explore the effect of thermal radiation on layered dust explosions using multidimen-

sional numerical simulations. Scenarios where coal particles are initially placed on a thin layer on the

floor of a long channel, as shown in Fig. 1, are considered. Similar to our earlier work (Houim and

Oran, 2015b,c), the shock remnant of a failed gas-phase detonation disperses the coal dust into the

shock-heated air where particles ignite and burn. This scenario is similar to Houim and Oran (2015b)

and Houim and Oran (2015c), however, the simulations here include the effect of thermal radiation.

2 Problem Description and Numerical Methods

2.1 Physical Model

The initial and boundary conditions for the simulations are shown in Fig. 1. The domain consists of a

long two-dimensional channel 5 cm in height, with a 4-mm thick layer of coal placed on the bottom.

Channel lengths of 10 m and 40 m were considered. All boundaries of the domain are assumed to be

symmetry planes. The diameter of the coal particles is 30 µm, which is in the middle of the explosive

range for coal dust (Cashdollar, 2000). Volume fractions of 47% and 1% of particles in the dust layer

were considered to explore the influence of particle packing. The volume fraction of the dense cases

is based on empirical data for densely-packed coal dust layer (Edwards and Ford, 1988) and the dilute

cases are based on data from Semenov et al. (2013). The domain contains a stoichiometric mixture

of methane and air from the left boundary up to 2 m. After 2 m, the rest of the domain is transitioned

to pure air gradually, over a distance of about 1 m, using a hyperbolic tangent function. The dust

explosion is initiated by igniting a methane-air detonation on the left portion of the domain. The

detonation is triggered near the left boundary using two hot pockets of unreacted methane and air at

100 atm and 1000 K.

2 m

CH4 + 2(O2 + 3.76N2)
O2 + 3.76N2

p = 1 atm

T = 300 K
Hot spot

Symmetry Plane

Symmetry Plane

S
y
m

m
e
tr

y
 P

la
n
e

4 mm

5 cm

Layer of Coal Dust

Fig. 1: Initial and boundary conditions

The two-dimensional simulations are computed using an in-house code, HyBurn, which solves the full

set of coupled, multiphase, compressible, unsteady, partial differential equations (Houim and Oran,

2016). Kinetic theory-based solid phase reactive multiphase equations are solved. Drag, convective
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heat transfer, particle-particle interactions and inelastic collisions are modeled (Houim and Oran,

2016).

Magnus force is used to model the lift force, which is given by flift = Clαsρg(vs −vg)× (∇×vg),
where Cl = 1. The lift coefficient was not varied in these simulations, since generally the shock-lifting

of dust layers is insensitive to changes in it (Zydak and Klemens, 2007). Viscous stress, molecular

diffusion, heat conduction and radiation are all considered. The ideal gas model with variable specific

heat is used to relate pressure, chemical composition, temperature and density of the gas phase. The

gas phase is composed of CH4,g, O2, N2, H2Og and CO2. Global, irreversible reactions were used to

model methane combustion in high speed flows from Cloney et al. (2018), which is based on the MP1

model of CERFACS.

The dust particles are composed of dry ash-free coal (DAF), moisture (H2Os), char (Cs), and inert

ash. The DAF is first assumed to devolatilize in a process based on Kobayashi et al. (1977), releasing

gaseous methane and solid carbon Cs (or char). The char can then react with air in a single-step

process (Baek et al., 1990). The moisture is allowed to vaporize based on an Arrhenius reaction

(Bradley et al., 2006).

The particles are assumed to be spherical and monodisperse, with a diameter of 30 µm, a constant

specific heat of 987 J/kg.K, and material density, ρs, of 1200 kg/m3 (Houim and Oran, 2015b). The

coefficient of restitution used in these simulations is 0.99. The initial mass fractions of coal are 0.93

for DAF, 0.06 for ash, and 0.01 for moisture.

2.2 Reaction Mechanism for the Gas and Solid Phases

The chemical reactions used in this paper are

DAF
kDAF,1
−−−→ CH4 +Cs, (R1)

DAF
kDAF,2
−−−→ CH4 +Cs, (R2)

H2Os

kH2O

−−−→ H2Og, (R3)

Cs +O2,g
kf(C)
−−→ CO2, (R4)

CH4 +2O2

kCH4
−−−→ CO2 +2H2O. (R5)

The model of Kobayashi et al. (1977) is used for the devolatilization reactions where R1 is dominant

a low temperatures and R2 is dominant at higher temperatures. The rate constants are

kDAF,1 =B1 exp(−E1/RuTp), (1)

kDAF,2 =B2 exp(−E2/RuTp), (2)

where Ru is the universal gas constant, the pre-exponential factors B1 and B2 are 3.7×105 and 1.46×
1013, respectively, and activation energies E1 and E2 are 7.37×107 J and 2.51×108 J, respectively.

The mass-based volatile yield fraction for R1 and R2 is 0.37 and 0.56, respectively.

Moisture vaporization, R3, is given as an Arrhenius reaction (Bradley et al., 2006) where

kH2O = AH2O exp(−EaH2O/RuTp), (3)

and AH2O = 1.46×1013 and EaH2O = 1.464×108J.

The char reaction rate R4 is based on mixed diffusion-limited and chemical-kinetic limited combus-

tion models where

1

kf(C)

=
1

kf(C), diff

+
1

kf(C), kin

. (4)
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The rate constant for the diffusion-limited char reaction is

kf(C), diff =
24TgDs

Tg +Tp
, (5)

where Tg is gas temperature and Ds = 100 mm2/s, which is an averaged mass diffusivity of for the

char reaction (Cloney et al., 2018). The chemical-kinetic limited rate constant is

kf(C), kin = AC exp(−TaC/Tp), (6)

where AC = 9.5×107 s−1 and activation temperature is TaC = 17,977 K (Baek et al., 1990).

The volatiles are assumed to be pure CH4 and react with oxygen in a single-step irreversible reaction

R5. The rate constant is

kCH4
= ACH4

exp(−EaCH4
/RuT ), (7)

where ACH4
= 1.1 × 1010 is the pre-exponential factor and EaCH4

= 20,000 cal/mol. Despite its

simplicity, this single-step volatile combustion model has been shown to produce good results for

laminar coal dust flames (Cloney et al., 2018).

2.3 Thermodynamic and Transport Models

The fluid model uses a variable specific heats model to preserve a high degree of accuracy. The ther-

modynamic and transport data for the species have been obtained from the AramcoMech2.0 library.

The transport properties are assumed to be mixture-average. A generic transport property ψ for the

mixture is

ψmix =

(

Ng

∑
i=1

Xiψ
1/n
i

)n

, (8)

where n is 1/6 for the mixture viscosity and 4 for the mixture thermal conductivity (Ern and Gio-

vangigli, 1994).

The Curtis-Hirschfelder approximation is used for the mixture-averaged mass diffusion coefficients

(Kee et al., 2005)

Di,mix =
1−Yi

∑
Ng

j 6=i
X j/Di j

, (9)

where Di j are the binary diffusion coefficients of all pairs of species. The correction procedure of

Coffee and Hiemerl (Coffee and Heimerl, 1981) is used to ensure mass conservation for the diffusion

velocities.

2.4 Radiation Modeling

In this work we solve the radiation transfer equation (RTE) to compute the radiation field and the

radiative heating and cooling rates for the particles. The third-order filtered spherical harmonics

(FP3) approximation to simplify the radiation transfer equation (Radice et al., 2013). The radiation

is assumed to be spectrally gray with isotropic scattering. The Buckius and Hwang correlation is

used to compute the Planck-mean extinction and scattering coefficients for the coal dust (Buckius and

Hwang, 1980). The gray Plank-mean absorption coefficients for CH4, O2, CO2 and H2O were based

on curve fits to the data from the RADCAL program (Grosshandler, 1993).
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2.5 Numerical Solution Methods

An operator splitting method is used to solve the governing equations with separate solution meth-

ods for hydrodynamic terms, source terms arsing from chemical reactions, drag, etc., and thermal

radiation. The hydrodynamic terms are solved using a Godunov-based method and a third-order

Runge-Kutta method is used for time integration (Houim and Kuo, 2011, Houim and Oran, 2016).

The FP3 equations are marched in pseudo-time until steady-state is achieved using an approximate

Riemann solver (McClarren and Hauck, 2010). The gas-phase reaction terms are integrated in time

using the yet-another-stiff-solver (YASS) method (Khokhlov et al., 2012).

Adaptive mesh refinement was used to achieve the required amount of resolution, which is based on

the AMReX library (Zhang et al., 2019). Four levels of refinement were used with finest resolution

of ∆xmax = 0.2 mm, which is roughly 6.7 particle diameters in size. This computational cell size is

comparable to the resolution used in our earlier work (Houim and Oran, 2015b).

3 Results

3.1 Short 10-m channel with 47% volume fraction in the dust layer

Figure 2 shows position-time diagrams for the short channel cases. These plots show the propagation

of the detonation, its subsequent failure, propagation of the dust flame, and the reflection of the

incident shock. The methane-air detonation fails at ∼1.5 ms. The resulting shock remnant and the

dust flame propagate separately. The incident shock propagates to the right and reflects from the end

wall at ∼14 ms and propagates towards the flame. After failure of the detonation, the flame decelerates

until the reflected shock reaches the flame front at ∼22 ms. In the case with radiation, the dust flame

accelerates to the right after the shock-flame interaction. The dust flame in the non-radiative case is

much more unstable and does not accelerate to the right.
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G
a
s 

Te
m

p
e
ra

tu
re

 (
K

)
Incident Shock

With Radiation

Dust Flame

CH4 Detonation

Accelerating 

Dust Flame

Reflected Shock

Without Radiation

Incident Shock
Dust Flame

CH4 Detonation

Failing

Dust Flame

Reflected Shock

Fig. 2: XT plot shaded by gas phase temperature for the 10-m channel with 47% layer volume fraction

for (a) without radiation and (b) with radiation.

Fig. 3 (a) shows the heat release rates due to gas-phase chemical reactions for the cases with and with-

out radiation. The heat release rate is ∼2 GW/m for the first 1.5 ms which is due to the propagating

detonation. The heat release rate then sharply falls after the detonation fails at 1.5 ms due to lack of

pre-suspended CH4 in the air for the first two meters in the channel. After failure of the detonation,

the heat release rate sharply decreases, but shortly afterwards rises continuously until ∼12 ms for

both cases due to the propagating dust flame. A case with pure inert dust in the layer, does not show

the continuous rise in the heat release after detonation failure as shown in Fig. 3 (b). The heat release

rate increases substantially at ∼30 ms, which is likely due to effects from the shock-flame interac-

tions enhancing mixing. After ∼36 ms, the heat release rate for the case without radiation decreases

sharply and continuously until the end of the simulation while the case with radiation decreases more

gradually and appears to be plateauing.
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Fig. 3: Heat release rates due to chemical reactions for the cases (a) with and without radiation; (b)

with inert ash and reactive coal for the 10 m channel with a dust volume fraction of 47%.

Fig. 4 shows a snapshot of the structure of the coal-dust flames for both cases at 45 ms. The radiative

flame, at this instance, has a much broader structure and a lower peak temperature. The flame tem-

perature predicted by the case without radiation at ∼ 20 ms is ∼2250 K, whereas for the case with

radiation, it is ∼2050 K.

Fig. 4: Contour plots of gas temperature for the cases with and without radiation at 45 ms for the

10-m channel the dust layer volume fraction fo 47%. Note that the plots have been stretched in the

y-direction by 4 times for better visualization.

3.2 Long 40-m channel with 47% volume fraction in the dust layer

Reflected shocks interacted with the flame in the shorter 10-m channel cases. Longer 40-m long

channels were simulated to eliminate the effect of these shock-flame interactions. Here we present

the results for the long-channel cases with a dust layer volume fraction of 47% volume fraction, with

and without radiation. This case is nearly identical to setups discussed in Houim and Oran (2015c,b),

Shimura and Matsuo (2019), but with a different reaction mechanism, different coal parameters, and

a much longer simulation time.

The total heat release rates due to gas phase chemical reactions and the flame and shock velocities

for these cases are shown in Fig. 5. Figure 6 shows position-time of the temperature field at y = 2.5
cm. Toward the end of the simulations, at ∼80 ms, both cases show that heat release is substantially

decreasing. In addition, the flame velocity, shown in Fig. 5(b), continuously decreases and eventually

approaches zero. However, the flame locations and velocities are different for the two cases. At the
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Fig. 6: Dense (47%) case XT plot shaded by gas phase temperature for (a) without radiation and (b)

with radiation.

end of the calculation (t ∼ 80 ms) the flame is at 11.0 m, and 9.9 m for for non-radiative and radiative

cases, respectively.

The XT diagrams shown in Fig. 6 indicate that the peak coal dust flame temperature is around 200

K lower when radiation is considered. The dust flame starts to quench for the radiative case when

the peak temperature drops to ∼1200 K after 70 ms. The non-radiative flame shown in Fig. 6 (a)

propagates unstably after 30 ms, with intermittent regions of high flame temperature followed by

substantially lower temperatures.

3.3 Long channel with 1% volume fraction

The 40-m long channel was simulated with a volume fraction of 1% to explore the influence of dust

layer packing on the simulation results. Total heat release rate due to gas-phase chemical reactions

and the shock and flame velocities are shown in Fig. 7(a) and (b), respectively. The heat release rate

continually increases and the flame velocity propagates stably at roughly 400 m/s for much of the

calculation for these dilute cases. This is in contrast to the dense cases where the flames eventually

quenched or propagating unstably.

The XT diagram in Fig. 8 shows that thermal radiation is accelerating the flame, which is indicated
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Fig. 8: Dilute (1%) case XT plot shaded by gas phase temperature for (a) without radiation; (b) with

radiation.

by the slight kink in the flame position in Fig. 8(b), at ∼50 ms. This corresponds to the time in

Fig. 7(b) where the flame with radiation begins to accelerate relative to the case without radiation. It

is interesting to note that the radiative flame produces higher peak flame temperatures relative to the

non-radiative flame after 40 ms, which is opposite to the previous cases.

Fig. 9 shows the flame structure for (a) radiative case and (b) non-radiative case for the dilute dust

layer. It is clear that radiation has an influence on the flame structure and temperature. In particular,

the radiative case shows devolatilization over a longer distance ahead of the flame, which is indicative

of radiative pre-heating.

4 Discussion

The simulation results show that the influence of radiation on the bulk dust flame parameters such as

velocity and peak temperatures are quite different for the scenarios presented in the paper and can even

have opposite effects. For example, radiation hinders flame propagation in some cases, and assists

propagation in other cases. The chemical energy release rate shown in Figs. 3, 5, and 7 show that for

majority of the time in most cases the total rate of heat release is reduced by radiation. This trend can

be explained by radiation losses from the flame region dominating over radiation absorption in the

cold reactants. These radiation losses near the flame reduce the peak temperature relative to the non-
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Fig. 9: Plots of gas temperature, dust volume fraction, incident radiation, methane mass fraction, and

coal temperature for cases (a) with radiation and (b) without radiation with the 1% volume fraction

dust layer in the 40-m channel at a time of 26 ms.

radiative simulations. A notable exception is the dilute cases where the opposite trend was observed.

The radiative case with a layer volume fraction of 1% had peak flame temperatures that were ∼ 20

K higher than the corresponding non-radiative case. This can be explain by the faster shock Mach

1.4 shock raising the air temperature by ∼ 20 K for the radiative case compared to the Mach 1.33

shock for the non-radiative case. Another notable influence of radiation is that it produced a stably

propagating flame for the shorter 10-m channel after the shock-flame interaction, while, simulations

neglecting radiation produced a very unstable flame that is likely in process of quenching. This is

shown most clearly in Figs. 2 and 4 which indicate a healthy flame for the radiative case and an

unstable flame for the non-radiative case.

The flame is predicted to quench for both the radiative and non-radiative cases for the 40-m channel

when a realistic layer volume fraction of 47% is used. Nevertheless, radiation has a significant in-

fluence on the quenching process. The radiative flame quenches much earlier than the non-radiative

case due to radiation losses from flame overwhelming the radiative and conductive heating of the

reactants. Quenching of the flame was an unexpected result that has not been reported in earlier lit-

erature (Houim and Oran, 2015c, Shimura and Matsuo, 2019). However, these earlier simulations

considered much shorter simulation times, used different reaction mechanisms for CH4 and coal, and

used different initial mass fractions for DAF, ash, and moisture. The sensitivity of the results to the

choice in reaction mechanism and other model parameters is currently ongoing.

5 Conclusions

Numerical simulations of layered coal dust explosions were performed both with and without radia-

tion for 10 m and 40 m long channels to explore the influence of thermal radiation on the propagation

of a layered dust explosion. Two particle volume fractions in the dust layer were considered. A

loosely packed case with an 1% initial volume fraction and a densely packed case where the layer

volume fraction was initially 47%. The results from the different cases were examined to understand

the effect of radiation heat transfer on the structure and propagation of coal dust layered explosions.

Results from each of the simulations show that key dust flame parameters, such as flame temperature,

velocity, and overall structure can be quite different between the radiative and non-radiative cases.

However, the influence of radiation can have opposite effects for different scenarios. In some cases,

radiation can lead to enhanced quenching of the explosion, while in others it can accelerate the flame

and increase the severity of the explosion. For example, radiation promotes flame propagation after

the reflected shock-flame interaction in the 10-m channel, and for the dilute dust layer. However,

radiation quenches the flame more quickly for the long channel with the dense dust layer. The precise

conditions that lead to these differences are currently being explored.
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The differences on the influence of radiation are likely dependent on modeling choice such as the

chemical reaction model, spectral model for radiation, absorption and scattering models for the par-

ticles and gas, and other physical constant such as the lifting coefficient. Sensitivity of the results to

these modeling choices is under investigation.
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Abstract 

Reaction kinetics is fundamental for modelling the thermal oxidation of a solid phase, in processes 

such dust explosions, combustion or gasification. The methodology followed in this study consists in 

i) the experimental identification of the reaction mechanisms involved in the explosion of organic 

powders, ii) the proposal of a simplified mechanism of pyrolysis and oxidation, iii) the 

implementation of the model to assess the explosion severity of organic dusts. Flash pyrolysis and 

combustion experiments were carried out on starch (22 µm) and cellulose (53 µm) at temperatures 

ranging from 973K to 1173K. The gases generated were collected and analyzed by chromatography. 

In this paper, a pyrolysis model was developed for reactive systems with low Damköhler number. It 

is in good agreement with the experimental data and shows that both carbon monoxide and hydrogen 

are mainly generated during the pyrolysis, the generation of the latter compound being greatly 

promoted at high temperature. In parallel, flame propagation tests were performed in a semi open 

tube in order to assess the burning velocity of such compounds. The laminar burning velocity of 

cellulose was determined to be 21 cm.s-1. Finally, this model will be integrated to a predictive model 

of dust explosions and its validation will be based on experimental data obtained using the 20 L 

explosion sphere. The explosion severity of cellulose was determined and will be used to develop and 

adjust the predictive model. 

Keywords: pyrolysis, combustion, dust explosion, organic powders, reaction mechanisms 

  

1. Introduction 

The importance of merging process safety and engineering design together is well known; but if 

inherent safety is essential (Rathnayaka et al., 2014), it is also compulsory to complement this 

approach by the quantitative assessment of residual risks. However, for dust explosion as for other 

risks, the industrial conditions are multiple, changing and can hardly be reproduced in a laboratory 

by a series of experiments. Supporting the tests with a numerical model able to extrapolate their 

results to operating conditions other than those defined by the international standards, would 

obviously increase the relevance and scope of a normative approach. 

Developing such a model is far from being easy as various steps have to be considered: for instance, 

i) the dust dispersion and the potential variation of its particle size distribution, ii) the dust ignition, 

which is by nature a discontinuous process, iii) the flame propagation and the turbulence/combustion 

interactions. Among the essential bricks of this model, the chemical reaction kinetics is probably the 

most central input. However, at present, the proposed reaction mechanisms do not allow to represent 

the complexity of these phenomena. Indeed, predictive models of solid combustion exist, but are 

almost always based on slow heating tests of powder deposits (thermogravimetric analysis, dust layer 

heating test, etc.). In order to model a dust explosion phenomenon or/and a gasification process, it is 
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thus compulsory to determine the rate-limiting mechanisms occurring during the rapid heating of a 

dust cloud, followed by a flash pyrolysis and an oxidation step.  

In this paper, the pyrolysis/oxidation mechanisms of simple organic dusts (starch, cellulose) were 

studied using a Godbert-Greenwald furnace and by collecting and analyzing the gases generated at 

different temperatures. As the determination of a simplified mechanism and of pyrolysis/oxidation 

kinetics will also be useful to assess burning velocity, tests were also performed in a flame 

propagation tube in order to estimate a laminar flame velocity. Finally, as the final objective of this 

work is to model an explosion test in a 20 L chamber and assess the dust explosion severity, 

experiments were also carried out in this vessel. Once the combustion model elaborated and validated 

for cellulosic compounds, it would be extended for instance to lignocellulosic residues and food 

waste, for process safety purposes as well as for the optimization of gasification processes or 

combustion of biomass. 

2. Materials and methods 

2.1 Powders 

Tests were performed on two powders: wheat starch (Sigma-Aldrich) and cellulose (Arbocel). They 

both show the same monomer molecular formula (C6H10O5, glucose), but have different structure. 

Indeed, in a starch chain, glucose molecules are linked to each other by means of a α(1-4) and a α(16) 
glycosidic chemical bonds, which gives this biopolymer its characteristic branched structure. On the 

other hand, in a cellulose chain, glucose molecules are kept together thanks to β(1-4) glycosidic bond, 

which leads to a more linear molecule. The choice of these two powders was dictated by the need to 

compare the combustion behavior of two different compounds having a quite similar chemical 

formula but different physical properties. Other organic molecules will be tested later, then mixtures 

in order to approach the phenomenon with several levels of complexity.   

Starch powder was sieved, initially in order to test the influence of the mean diameter on the 

combustion mechanism. In this paper, only the finest fraction will be studied. Table 1 shows the 

particle sizes distribution (PSD) of both samples and in particular the equivalent volume diameters 

d10, d50, d90, and the Sauter mean diameter (SMD or d3,2), i.e. the diameter of a sphere having the 

same volume/surface area ratio. The measurements were carried out by a laser diffraction sensor 

Helos (Sympatec) after dispersion of the dusts by an air-pulse in a semi-open tube. The dispersion 

procedure was consistent with that applied to determine the minimum ignition energy of a powder 

(EN 80079-20-2). It should be noted that the PSD of starch is unimodal, which is not the case of 

cellulose. In fact, the cellulose sample is formed by fibers of different shapes, lengths and geometric 

configurations. It was estimated, by optic microscopy, that their length-to- width ratio ranges from 6 

to 10. Furthermore, the PSD of cellulose shows three main peaks, at about 25, 60 and 190 μm (Figure 
1). Except for the first 50 ms, the PSD remains stable for dispersion times up to 300 ms, which is 

noteworthy as ignition delay times ranging from 60 to 300 ms will be used to observe the flame 

propagation. 

 

Table 1: Characteristics of the particle size distributions of starch and cellulose 

Sample  d10 (µm)  d50 (µm)  d90 (µm)  SMD (µm)  

Starch  9.8  22.3  42.1  18.5  

Cellulose  14.4  53.3  196.0  33.3  

 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

307



 

 

 

 

Fig. 1. Time evolution of the PSD of cellulose for times ranging from 50 to 200 ms after a free-fall 

dispersion through the laser diffraction sensor.     

 

2.2 Analysis of the pyrolysis and combustion gases   

The tests were carried out using a modified Godbert-Greenwald furnace similar to the one used by 

Dufaud et al. (2012a), used here to realize flash-pyrolysis and combustion experiments. This paper 

will mainly focus on the pyrolysis step. In this device, shown below in Figure 2, dust is dispersed into 

the vertical tubular furnace with a pulse of gas (air for combustion and argon for pyrolysis). The 

emitted gases are then collected in a collapsible Tedlar bag situated at the bottom of the device and 

are analyzed with a micro gas chromatograph (µGC, Varian, CP 4900). Tests were performed thrice 

to obtain results with a good reproducibility degree. 

 

 

Fig. 2. a) Experimental setup used for the combustion and pyrolysis experiments, b) focus on the 

modified Godbert-Greenwald furnace  
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The pyrolysis and combustion products have been determined at temperatures of 973 K, 1073K and 

1173 K, with masses of the samples varying between 0.1 g and 0.4 g and with an estimated residence 

time of 200-250 ms. This time was determined by visualizing the powder entering and exiting the 

furnace thanks to a high-speed video camera. For this study, the amount of powder was set at 0.2 g, 

corresponding to a dust concentration in the GG furnace of approximately 600 g.m-3, by considering 

both the minimum explosive concentration (MEC) and the stoichiometric concentration of the 

powders.  

During the pyrolysis of organic powders, permanent gases, tar and char are generated (Nowakowska 

et al., 2018). It should be underlined that, as the quantities of char and tar collected on small grids 

placed at the bottom of the tube were very small with regard to the experimental reproducibility, no 

reliable information could be obtained from such measurements. As a consequence, both proportions 

will be deduced from a mass balance.   

2.3 Determination of the unstretched flame velocity   

Flame propagation tests were carried out in a modified Hartmann tube, which is a semi-open tube of 

1 m long, with a square section of 7x7 cm2 (Cuervo, 2015; Cuervo et al., 2017). The powder is 

dispersed with a 7 bar compressed air pulse and then ignited with a 1 J electric spark. The electrodes 

are 9 cm above the dispersion nozzle. The ignition delay time tv, i.e. the time between the dispersion 

and the ignition was set at 180 ms. This value results from a compromise between a high tv which 

ensures a weak turbulence of the dust cloud and a low tv which avoids the segregation of the particles 

(Figure 1b). Tests were performed with 1 g of powder.   

Flame propagation was recorded using a high-speed video camera (MotionBlitz EoSens mini2) and 

a Matlab code developed by Cuervo (2015) was used to identify both the flame front position and 

flame surface area. Then, assuming a linear relationship between the flame spatial velocity and the 

stretching factor (Karlovitz factor) (Clavin, 1985; Markstein, 1964), the unstretched ‘laminar’ 
burning velocity can be estimated (Cuervo et al., 2017). 

2.4 Dust explosion severity 

Experiments were performed using a standard 20L spherical vessel, equipped with a rebound nozzle. 

Two 5 kJ chemical igniters were used as ignition sources. The sphere was externally cooled with 

water at a temperature ranging between 20 and 30°C. The maximum pressure Pm and maximum rate 

of pressure rise, dP/dtm, were determined for each test. The maxima of these parameters over a wide 

range of concentration will be called Pmax and dP/dtmax. Applying the ‘cube-root law’, the Kst 
parameter will be deduced (Bartknecht, 1989).   

3. Results and discussion  

The main part of this article will be focused on the determination of the pyrolysis mechanisms of 

starch and cellulose. Then, the results of flame propagation and explosion tests performed on cellulose 

will be described. 

3.1  Model development for the pyrolysis of organic powders  

As previously said, during an organic dust explosion, the combustion of the powder occurs in three 

main steps: first, the particle heating, then the pyrolysis/devolatilization and finally the oxidation of 

the gases that have been produced by the pyrolysis. It is then interesting to introduce the Damköhler 

number Da, which in this case represents the ratio of the characteristic time of the diffusion of the 

pyrolysis products (from the particle surface to the bulk of the gas phase) over the pyrolysis reaction 

time. The rate-limiting step of the process depends notably on the particle size distribution of the 

powder. In fact, the bigger the particles are, the longer it will take for the two first steps to occur. 

When the oxidation in gaseous phase is very fast, three limitations can be considered as a function of 

the particle diameter and the external temperature. In Figure 3, four different pyrolysis kinetics have 

been considered (Chan et al., 1985; Di Blasi & Branca, 2001; Font et al., 1990; Wagenaar et al., 

1993), but it should be stressed that they were usually obtained from thermogravimetric analyses or 
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fluidized bed experiments (Cuervo, 2015). Considering the mean particle diameter of cellulose and 

starch powders used in this work and a temperature range of 973 - 1173 °K, it can be seen that the 

pyrolysis mechanism is supposed to be mainly ‘reaction-limited’. For very small particles, the 

oxidation can be the slowest step of the process. In this case, all the pyrolysis gases are emitted very 

quickly and will then react with oxygen to form the combustion products: the explosion is therefore 

‘diffusion limited’. 

  

Fig. 3. Regime limits as a function of the particle diameter and the external temperature  

 

It has been shown by Dufaud et al. (2012b) that the critical particle size corresponding to an 

intermediate regime (Da ≈ 1) for wheat starch is 30 µm. The choice has thus been made to develop 

two models: a first one to predict the pyrolysis products of organic compounds, which would then be 

implemented in a second model to represent the distribution of their combustion products. This paper 

will be mainly focused on the pyrolysis model, which aims to describe the solid phase devolatilization 

phenomena.  

3.1.1  Approach and assumptions  

A simplified model for the pyrolysis of organic compound was developed, whose aim is to predict 

the proportions of the different species emitted during this process. The model was based on the first 

experimental results carried out on starch dispersed in the furnace with argon, and is inspired by the 

mechanisms of biomass pyrolysis developed by Ranzi et al. (2017). For simplicity purposes, only 

three main reactions were considered to represent the emission of the pyrolysis products (Equations 

1- 3). It should be underlined that the purpose of this model was not to represent thoroughly the 

pyrolysis phenomenon with all the gases potentially generated, but to present a simple alternative 

route based on a few reactions which will be easily integrated in a more global model. 

 

In this model, the two first equations represent the emission of the main pyrolysis gases as well as 

water and acetaldehyde (C2H4O). This compound should be considered as a surrogate for the tars and 

other permanent gases not considered here, rather than as acetaldehyde itself. Equations 1 and 2 are 
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similar in their structure; but introducing this set of reactions in the model was necessary to explain 

the evolution of the different gas concentrations as a function of temperature. Indeed, experiments 

have shown that gas concentrations can either increase or decrease with temperature. Considering a 

single equation and strictly positive activation energies, as proposed by Ranzi et al. (2017), would 

only uniformly increase the gas concentration with temperature, which is inadequate. Equation 3 has 

been introduced to represent the formation of char (indicated as C in the reaction). 

In addition to the simplification made on acetaldehyde generation, this model is based on the 

following assumptions: i) the pyrolysis takes place in an inert atmosphere (this has been verified as 

the amount of N2, which would attest an air leak, was also analyzed by micro gas-chromatography), 

ii) both starch and cellulose are represented by the chemical formula C6H10O5 and no impurity is 

present, iii) the powders are dried so there is no water inlet, iv) the reaction rate i can be written as: 

 

3.1.2  Solving method  

A system of equations, based on the carbon, hydrogen and oxygen balances, was developed in order 

to determine the coefficients ni, mi and of the reaction rate constants ki. It should be noted that the 

coefficients ki are expressed using the Arrhenius law and depend on a pre-exponential factor Ai and 

an activation energy Ei. Rather than solving the system with the Ai and Ei as unknowns, which would 

introduce exponential functions, the coefficients ni, mi and ki were determined for different 

temperatures. Then, the evolution of ki as a function of the temperature allows the determination of 

Ai and Ei.  

The concentrations of the following gases can be obtained directly through chromatographic 

measurements: carbon monoxide, hydrogen, carbon dioxide, methane and ethylene. By considering 

the furnace as a stirred tank reactor and expressing the products concentration as a function of the 

carbon monoxide content, five ratios can be expressed as, for instance:  

 

 

It was unfortunately, in this study, impossible to quantify precisely the amount of char and tar. 

However, estimated values of two remaining ratios can be obtained by applying atomic balances (C, 

H and O) to the experimental results, knowing the inlet dust concentration.  

The system was solved using Matlab® with the function ‘lsqnonlin’, which is based on the resolution 
of a non-linear system of equations by the least square fitting. Lower boundaries were set to zero for 

the stoichiometric coefficients and the reaction rate constants. With regard to the results obtained by 

Ranzi et al. (2017), an upper limit of 1010 was set for the reaction rate constants.  

3.1.3  Results of the pyrolysis tests  

The results of the pyrolysis tests are presented in Table 2 for starch and cellulose for 973 and 1173K. 

It should be noticed that carbon monoxide and hydrogen are the main gases (in molar proportions) 

produce by the pyrolysis, which is consistent with the literature (Commandre et al., 2011). Even if 

the orders of magnitude are close, differences are noticeable between the two products, especially at 

973K. For both powders, the CO/CO2 ratio, hydrogen, ethylene and methane contents increase with 

the temperature. These trends are consistent with the shift of the C/CO2 equilibrium towards CO when 

temperature increases. Moreover, the significant growth of hydrogen content for cellulose is not 

compensate by a decrease of methane, as methane conversion to hydrogen is made difficult by steam 

reforming (Commandre et al., 2011). Then, H2 evolution is certainly due to water reaction.  
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Table 2: Permanent dry gases generated by pyrolysis of 0.2 g of starch or cellulose at 973 and 

1173K 

Molar fraction  

(%)  
Starch 

(973 K)  
Starch 

(1173 K)  
Cellulose 

(973 K)  
Cellulose 

(1173 K)  

H2  26.8  23.8  12.6  28.1  

CO  55.2  58.7  58.2  45.3  

CO2  15.1  8.6  20.4  12.9  

CH4  1.3  5.0  5.6  8.2  

C2H4  1.6  3.9  3.2  5.5  

 

By applying atomic balances to the experimental results, the concentrations of ‘char’ (carbon), ‘tar’ 
(represented here by acetaldehyde) and water can be determined. For instance, for both starch and 

cellulose, the acetaldehyde concentration is approximately divided by 2 when the temperature 

increases from 973 to 1173K. This trend is consistent with the fact that, at high temperatures, the final 

amount of tar is lower as it transforms into char and secondary gases. The water concentration seems 

to be rather constant for starch, but significantly decreases with temperature for cellulose, which can 

be coupled with the H2 production shown in Table 2.  

3.1.4  Results of the pyrolysis model  

Using the resolution method previously described, the coefficients of the equations 1 and 3 have been 

determined as follows (Equations 6-7) for wheat starch:  

The activation energies and pre-exponential factors of the three reaction rate constants ki are shown 

in Table 3. These values are in good agreement with those determined by Ranzi et al. (2017). It is 

thus possible to predict the distribution of the pyrolysis products for any given temperature between 

973 K and 1173 K. A verification has been performed by running the program at 1073K and 

comparing the results with an additional set of experimental values. The composition of the pyrolysis 

products calculated with the program can be seen below in Figure 4. The gas concentrations show a 

satisfactory match between the model and the experimental results, which tends to validate the model.  

 

Table 3: Parameters of the reaction rate constants ki determined for starch  

Reaction rate constants  Pre-exponential factor  
(s-1)  

Activation energy  

(kJ.mol-1)  

k1  1.2x1017  318.6  

k2  8.8x1017  41.0  

k3  2.8x105  72.6  
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Fig. 4. Comparison between experimental and calculated gas molar fractions for starch at 1073K  

The same development has been done for cellulose powder. Figure 5 shows the evolution of water 

vapor, tar (represented by acetaldehyde), char and permanent gases for cellulose powder. As observed 

for starch, the molar fraction of permanent gases increases with the temperature, whereas both water 

and char content decrease.   

 

 

Fig. 5. Evolution of the global composition of the pyrolysis products of cellulose from 973 to 1173K  

A similar approach has been used to model the combustion step. The results of combustion 

experiments performed in the Godbert-Greenwald furnace were used to fit two additional oxidation 

reactions complementing the global reaction mechanism. It seems that the distribution of the gases 

varies less with temperature than during the pyrolysis step; moreover, as expected, the concentration 

of carbon dioxide produced during the combustion (molar fraction of 0.51) exceeds largely the 

amounts created during pyrolysis.  
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3.4  Towards the determination of the burning velocity   

As previously said, a simplified mechanism of a few lumped reactions can be used to assess a burning 

velocity (Torrado et al., 2018). The flame propagation of starch and cellulose in a semi-open tube 

was then studied in order to determine a spatial flame velocity and estimate the laminar flame 

velocity. For instance, Figure 6 illustrates the flame propagation of a cellulose dust cloud.   

  

 

 

 

 

 

 

 

 

 

 

Fig. 6. Flame propagation of cellulose: 1 J, tv 180 ms, 1 g of powder 

Following the approach developed by Cuervo et al. (2017), the flame velocity can be plotted as a 

function of the stretching factor or Karlovitz factor, representing the time evolution of the flame 

surface area. Figure 7 shows that a linear trend can be observed for low stretching factors, the intercept 

corresponding theoretically to the laminar flame velocity of this cellulose/air mixture. A laminar 

flame velocity of 21.5 cm.s-1 is obtained for the cellulose, which is in good agreement with the laminar 

burning velocity of nanocellulose determined by Santandrea et al. (2020), i.e. 21 cm.s-1. Further tests 

should be performed to cover a wide range of conditions and the choice of a linear or non-linear 

regression to determine the intercept, and thus the laminar flame velocity, should be debated.  

 

 

Fig. 7. Flame velocity versus stretching factor for a cellulose explosion – tv =180 ms, 1 J, mass 1 g  
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3.5  Explosion severity of organic powders  

The final objective of proposing a simplified mechanism for the combustion of organic dusts is to 

model the explosion severity, especially the safety parameters determined under standard conditions 

in a 20L vessel. Preliminary tests were carried out to assess the maximum explosion pressure and 

maximum rate of pressure rise of cellulose (Figure 8). By considering the average values of three 

tests series, Pmax reaches 6.8 bar, whereas (dP/dt)max is 287 bar/s, which corresponds to a KSt parameter 

of 78 bar/m/s. This latter parameter is consistent with the literature data for cellulose powder with a 

mean diameter ranging from 30 to 51 µm (BGIA, 1997) and with the value obtained for 

microcrystalline cellulose (d50 = 108 µm), i.e. 86 bar/m/s (Santandrea et al., 2020). However, if Pmax 

is lower than the literature values for similar diameters, the whole PSD has to be considered (Figure 

1b) and additional tests should be performed between 500 and 1000 g.m-3.  

 

  
 

Fig. 8. Explosion severity of cellulose (d50 = 53.3 µm) determined with various series of 

experiments (the dotted line corresponds to the average values).  

4. Conclusions 

Briefly During the explosion of organic powders, the particles undergo a pyrolysis process, emitting 

pyrolysis gases in quantities varying with the temperature. When mixed with oxygen, the oxidation 

reaction leads to heat generation and a flame propagation. As a function of the Damköhler number, 

proposing a semi-global reaction mechanism for the pyrolysis or the oxidation step is therefore 

essential to develop a more global model aiming at assessing the dust explosion severity.  

The pyrolysis model, developed for starch and cellulose, needs to be refined by better taking into 

account the ‘char’ generation, the influence of water, as well as the particle size distribution. Once 

validated for various PSD of starch, cellulose and mixtures of both products, the reaction mechanisms 

will be integrated in another existing model (Torrado et al, 2018) to estimate the laminar flame 

velocity and, in a second time, the maximum rate of pressure rise of organic compounds in a 20L 

sphere.  
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Abstract

In order to reveal the influence of the vent characteristic parameters on the dynamic
mechanism of external explosion induced by the inner premixed methane-air
explosion, based on the characteristics of typical large-scale rooms, the evolution
process of external flow field such as outdoor unburned gas cloud distribution,
characteristics of vented flame propagation and turbulence under different vent
opening pressures, opening times and pressure relief ratios (Kv =Av/V2/3) were studied
by means of computational fluid dynamics, and the influence laws of the external
flow field parameters on the characteristics of external explosion such as the
overpressure intensity, the occurrence time interval and the occurrence location of
external explosion were systematically clarified. The results show that the axial
distribution range of external high-concentration unburned gas cloud decreases with
the increase of the vent opening pressure and opening time, and the shape of unburned
gas gradually changes from jet shape to sag towards the direction of vent with the Kv
increasing. The vented flame and the unburned gas cloud keep the same evolutionary
trend. The vented flame speed, turbulence intensity, and turbulence range (k > 1 m2·s-2)
all increase significantly with the increase of the opening pressure, opening time, and
the decrease of the pressure relief ratio. As the vent parameters increase, the
occurrence time interval of external explosion gradually shortens, and the occurrence
location of external explosion more closes to the vent. The occurrence time interval is
related to the flame speed, distribution range of unburned gas cloud, and flow field
turbulence, while the occurrence location has a main relationship with the unburned
gas cloud distribution. The correlation between the external explosion overpressure

一Corresponding author. School of Safety Engineering, Beijing Institute of
Petrochemical Technology, Beijing 102617, China.
E-mail addresses: ycyangk@bipt.edu.cn (K. Yang).

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

317



and outdoor flow field parameters under different vent characteristic parameters is
complex, and any change in the flow field parameters will have a significant impact
on the explosion overpressure intensity. The conclusion will provide theoretical basis
for the gas explosion hazard assessment, external explosion hazard prevention and
control, and explosion pressure relief design.

Keywords: gas explosion, venting, external explosion, flow filed

1 Introduction

Explosion venting is an effective method for controlling gas explosion hazard
happening in a confined space (Yang et al., 2018). As the high-pressure unburned gas
and combustion products are timely released to the outdoors during the explosion
venting, the indoor explosion peak overpressure will rapidly reduce and the damage
of explosion overpressure on equipment and buildings could be avoided. However,
when a vented explosion occurs in a confined space, a large amount of combustible
gas and high-speed flame will be discharged through the vent at the moment of the
vent opening, which will cause complex changes in the outdoor flow field. Under
certain special conditions, the vented flame will ignite the outdoor flammable gas
cloud, and an external explosion will occur, which may induce a serious secondary
disaster, and pose a potential threat to the surrounding environment, equipment and
personnel (Bao et al., 2005; Chen et al., 2006; Proust and Leprette, 2010).

The external explosions will not only increase outdoor explosion hazard (Sun et
al., 2018), but also cause significant changes in indoor flow field and overpressure
(Harrison and Eyre, 1987; Tomlin et al., 2015; Yang et al., 2019). Therefore, more and
more attention has been paid to the formation mechanism and disaster effects of
external explosions in recent years. Wang et al. (2017) used numerical methods to
investigate the formation process of external explosion induced by indoor gas
explosion, and the results showed that the high-speed combustible gas was ejected
through the vent under the effect of the indoor and outdoor pressure difference, and a
combustible gas cloud was formed outdoors (Jiang et al., 2014), when the vented
flame reached the outside, the external high-temperature preheating gas cloud was
ignited, and a severe turbulent combustion occurred which led to a sharp rise in the
outdoor pressure. Guo et al. (2015) studied the effects of ignition position and gas
concentration on hydrogen explosion characteristics using a small-scale explosion
experimental device, the analysis found that the external explosion overpressure
caused by the rear ignition was the largest, and the overpressure increased first and
then decreased with the increase of hydrogen concentration. Ye et al. (2004) found
that the external maximum explosion overpressure increased with the increase of the
vent opening pressure when the equivalent ratio of the methane was the same (Cao et
al., 2017). Zhang et al. (2018) and Pang et al. (2019) used the computational fluid
dynamics software AutoReaGas to investigate the effect of pressure relief ratio
(Av/V2/3, where Av is the vent area and V is the volume of the explosion chamber) and
vent opening time on vented hydrogen explosion characteristics. The external
explosion overpressures all increased first and then decreased with the increase of
pressure relief ratio and vent opening time. Sun et al. (2019) studied the effect of
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aluminum plate inertia on the vented gas explosion, it was found that during the
opening of aluminum plate, the vented flame first appeared on the two sides of the
aluminum plate instead of directly in front, thereby the external explosion
overpressure weakened. However, the process of external explosion induced by
indoor gas explosion is extremely complicated, it not only involves various physical
processes such as combustion, thermodynamics, and fluid dynamics, but also is very
susceptible to the vent characteristic parameters such as the opening pressure, opening
time, vent area, and other influencing factors such as gas concentration, ignition
location, and indoor obstacles (Chen et al., 2006). Although a large number of studies
have revealed the influence of the vent characteristic parameters on external explosion
overpressure, they have not conducted in-depth research on the formation conditions
and processes of external explosions. Relevant researches show that the occurrence of
external explosions should have at least three conditions at the same time (Du et al.,
2006): (1) A large amount of combustible gas; (2) Severe turbulence and vortices; (3)
vented flame. Under the different vent characteristic parameters, the outdoor
distribution characteristics of unburned gas cloud, the vented flame propagation speed,
and the turbulence intensity of flow field all show different distribution laws, and any
changes of above factors may cause significant changes in the external explosion
characteristics such as the explosion overpressure intensity, the explosion occurrence
time interval (The time lag between the vent rupture and the occurrence of the
external explosion) and the explosion occurrence location (the distance between the
center of external explosion fireball and the vent). Although, the existing literatures
have conducted a detailed study of external explosion overpressure, and the
characteristics of external flow field and external explosion under different vent
characteristic parameters haven’t been systematically analyzed.

Therefore, this work used the computational fluid dynamics software
AutoReaGas to establish a large-scale explosion physical model. Vented explosion of
methane/air mixture was taken as the research object. The influences of vent
characteristic parameters such as opening pressure, opening time and pressure relief
ratio on the external flow field parameters such as the distribution of external
unburned gas cloud, vented flame propagation and flow field turbulence, and the
characteristics of external explosion such as the explosion overpressure, occurrence
time interval and occurrence location were studied. And the cause and process of the
external explosion induced by indoor premixed methane/air explosion was analysed
deeply. The research results have important theoretical and practical significance for
establishing accurate external explosion overpressure prediction models, scientifically
designing explosion pressure relief facilities, and mitigating the hazardous effects of
external explosions.

2 Research methods

2.1 Numerical models

The gas explosion dynamics simulation software AutoReaGas based on
computational fluid dynamics technology is suitable for gas explosion and shock
dynamics problems. In addition, in the PRESSURFS boundary condition in
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AutoReaGas, a static threshold pressure can be set for a specific surface structure
based on the actual situation to determine the transient vented explosion flow field in
a confined space. Thus, the software is used to study the pre-mixed gas vented
explosion in confined spaces. AutoReaGas numerically solves a series of sets of
simultaneous equations, such as mass, momentum and energy conservation equations,
mainly using the finite volume method. The following representations can be obtained
using Cartesian tensors:

The mass-conservation equation is
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The energy-conservation equation is
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where x is the space coordinate, t is the time coordinate, ρ is the density, u is the
velocity, p is the static pressure, and i and j are the coordinate directions. The specific
internal energy is E = CVT + mfuHc, where CV is the constant-volume specific heat, T
is the temperature, mfu is the mass fraction of the fuel, and Hc is the heat of
combustion. The turbulent-diffusion coefficient is Г*= μt / (σ)*, where (σ)* is the
default value of the turbulent Prandtl constant. τij is the viscous stress tensor; its
expression is
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where the turbulence-viscosity coefficient μt = Cμρk2 / ε, where k and ε are the
turbulent kinetic energy and its dissipation rate, δij is the Kronecker delta, and the
value of the model constant Cμ is 0.09 m2/s. The turbulence in the vented gas
explosion process is described by the standard k-ε turbulence model. It consists of two
conservation equations for k and ε, respectively:
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where C1 and C2 are constants(C1, C2=1.44 and 1.79). A one-step reaction model
is used to describe the combustion process of the fuel/air mixture. This is
mathematically formulated as a conservation equation for the fuel mass fraction:

    fu
j

fu
fu

j
fuj

j
fu R

x
m

x
mu

x
m

t

























  (7)

The volume combustion rate Rfu = Ct ρ (st2/Γfu) Rmin, where Rmin is the minimum
of the mass fractions for fuel, oxygen, and the reaction product, and Ct is the
combustion-model constant (Ct = 40). The turbulence combustion velocity is
expressed as:

196.0784.0196.0412.08.1  lttt SLuS (8)
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Where ut is the turbulence intensity, Lt is the characteristic length of the
turbulence, Sl is the specific laminar combustion velocity, and v is the fluid dynamic
viscosity.

The effective laminar burning velocity Sb can be expressed as:
(1 )b l s fS S F R  (9)

Where Sl is the specific laminar combustion velocity, Rf is the spherical flame
radius, Fs is the laminar flame acceleration coefficient, and the value is 0.15.

2.2 Verification of grid independence

AutoReaGas uses an 8-node structure grid to discretize the space, while using
sub-grid technology to describe the effect of small-scale entities on the flow field
(Pang et al., 2011). In order to investigate the effect of grid size on the accurate
capture of the explosion flow field, a room with dimensions of 5 m × 2 m × 2.5 m was
selected, and there were no obstacles in the room. A vent with a size of 0.5 m × 0.5 m
was set on the smaller vertical wall of the room, the vent opening pressure was 60 kPa
and the opening time was 0 s. The room was filled with a static methane/air premixed
gas at a volume concentration of 9.5%, and the ignition source was located at the
geometric center of the rear wall. For this physical model, two sets of dimensions: 0.1
m × 0.1 m × 0.1 m (M1) and 0.05 m × 0.05 m × 0.05 m (M2) were used to mesh it,
and the peak overpressures of the two examples were compared and analyzed. Table 1
showed the comparison of peak overpressures under two grid sizes. It was concluded
that the relative discrepancy of the peak overpressures was less than 9%, indicating
that the two grid sizes had less effect on this work and all were suitable to this study
(Pang et al., 2019). Therefore, in order to save time and improve calculation efficiency,
the grid M1 was used to perform numerical calculations in the following studies, and
the adaptive grid technology was used to automatically adjust the grid of some
computation area to improve the accuracy of numerical calculation.

Table 1:Comparison of peak overpressures.

Distance to the back wall/m PM1 /kPa PM2 /kPa
Relative

discrepancy/%
0.5 108.08 118.71 8.95
1.5 108.04 118.20 8.60
2.5 107.94 116.64 7.46
3.5 107.96 116.44 7.28
4.5 107.49 114.16 5.84

2.3 Experimental validation of numerical model

In order to verify the applicability of the selected numerical model to this study,
the results of the numerical simulation and the large-scale methane/air explosion
experiment of Bao et al. (2016) were compared. Bao et al. used a 2 m × 2 m × 3 m
experimental device to conduct a methane explosion study, and he analyzed the
vented explosion effects of the pressure relief surface of 6 groups with different static
opening pressures and the methane gas of 9 groups with different volume
concentrations. The same parameters and conditions were used in this model
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verification as in the experiment, in which the methane volume concentration was
9.5 %, the ignition source was located at the geometric center of room. The initial
environmental pressure and temperature before ignition were set to 1.01325 × 105 Pa
and 300 K, respectively. The vent area was 0.64 m2, and the other walls were set as
rigid wall boundaries. The overpressure curve was taken from the measuring point at
the geometric center of the rear wall of explosion chamber.

Based on the experiment, numerical calculations were carried out for the five
groups of experimental conditions with the vent opening pressure of 1.5, 12.1, 20.6,
31.4 and 62.7 kPa, respectively. The indoor maximum peak overpressures obtained by
numerical simulation and experiment under different opening pressures were shown
in Fig. 1. The comparison showed that the maximum relative discrepancy of the
experimental and numerical simulation data was 4.2 %. Due to the uncertainty of the
experimental device itself, sensor accuracy and experimental process, the discrepancy
might be caused by the combination of experimental test error and computational
domain discretization. The comparison of experimental and numerical simulation
results confirmed that it was feasible to solve the transient flow field problems of
vented natural gas explosion with the above numerical methods.

Fig. 1.Comparison of peak overpressures between numerical and experimental
results.

3 Research plans

According to the general characteristics of gas explosion hazard in ordinary
rooms, a cuboid physical model with a size of 6 m (length) × 3 m (width) × 2.5 m
(height) was used. The four walls of room, the roof and the ground were all adiabatic
smooth rigid walls. The vent was arranged on one of the smallest vertical walls and it
was able to completely break immediately after reaching the set opening pressure or
opening time. According to the relevant literature (Wang et al., 2017), a volume
concentration of 10% was considered to be the best concentration for methane
explosion. Thus, the static state methane/air premixed gas with a volume
concentration of 10% was used in this study. The ignition location was at the
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geometric center of the rear wall of the room, with a radius of 0.015 m and a distance
of 0.1 m from the rear wall. The influence of the ignition source on the explosion flow
field was not considered. There were no obstacles in the room. In order to accurately
capture the effect of external explosions on indoor overpressures, the calculation
domain was extended 5.5 times the length of the room in the direction of the vent, and
its size was 39 m × 3 m× 2.5 m, the extended calculation domain was set as the free
outflow boundary. The outside air was in a static state, and the initial ambient
pressure and temperature in the calculation domain were set to 1.01325 × 102 kPa and
300 K, respectively. All measuring points were located on the central axis of the room,
and measuring point 1 was 0.5 m away from the rear wall, measuring points 7 and 8
were arranged at 0.1 m on both sides of the vent. The sketch of the room and the
arrangement of some measuring points were shown in Fig. 2.

Fig. 2. Room sketch and partial arrangement of measuring points.
This study mainly investigated the influence of the vent opening pressure (Pv),

opening time (T), and pressure relief ratio (Kv = Av/V2/3) on the mechanism of external
explosion induced by indoor methane explosion. The vent opening pressures in this
study were 20, 30, 40 and 50 kPa, respectively, because the static opening pressure of
civil building window glass was generally about 7 ~ 60 kPa (Sun et al., 2018). The
opening times of different materials were different, for example, the opening time of
ordinary glass and calcium silicate board was between several milliseconds and tens
of milliseconds, respectively (Ren et al., 2011; Liu et al., 2014). Therefore, the vent
opening times in this study were 0, 0.02, 0.06, and 0.1 s, respectively. At the same
time, based on the selection range of pressure relief ratio in the related literature
(Zhang et al., 2018), the range of pressure relief ratio of 0.05 ~ 0.18 was used in this
work.

4 Results and discussion

4.1 Effect of vent characteristic parameters on external flow field

4.1.1 Distribution characteristics of unburned gas cloud

Fig. 3 is a nephogram of the mass concentration distribution of unburned gas
cloud when an external explosion occurs under different vent characteristic
parameters. It can be seen from Fig. 3(a) and 3(b) that the vent opening pressure and
opening time have similar effects on the distribution characteristics of outdoor
unburned gas cloud. The external unburned gas cloud is generally distributed in a jet
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shape, and the gas cloud concentration gradually decreases radially from the center
line of the vent. The radial distribution widths of the high-concentration unburned gas
cloud (FUEL. M. FR. > 0.042, orange area) are the same, but as the opening pressure
and opening time decrease, the axial distribution lengths of the high-concentration
unburned gas cloud gradually increase. It might be due to the lower opening pressure
and shorter opening time, the unburned gas cloud will be discharged earlier through
the vent and experience a longer diffusion time outdoors. At the same time, it can be
seen from Fig. 3(c) that the distribution and shape of external unburned gas cloud
change significantly with the increase of pressure relief ratio, that is, the radial
distribution widths of the high-concentration gas cloud increase and the axial
distribution lengths increase first and then decrease. When Kv = 0.05, the shape of
unburned gas cloud is a wrinkle-free jet, and the edges are more regular. With the Kv
increasing, the radial distribution widths of high-concentration gas significantly
increase, and the shape of vented gas cloud wrinkles and deforms. This is because the
indoor and outdoor pressure difference reduces with the increasing of pressure relief
ratio at the moment the vent rupture, and the spread speed of the vented unburned gas
cloud reduces as well, and then the edge of unburned gas cloud is more susceptible to
the friction and obstruction of outdoor air and gradually loses its stability. When Kv
≥ 0.13, the outflow velocity of indoor unburned gas further decreases, and so does
the Helmholtz oscillation period. This may cause rapid reciprocating oscillation of the
discharged unburned gas near the vent, which will prevent the gas from spreading
along the axis. Thus, a high-concentration gas cloud area near the vent is formed, and
the outflow gas front appears to sag into the room under the action of Helmholtz
oscillation, and so does the indoor gas.

(a) Opening pressure (T = 0s, Kv= 0.08)

(b) Opening time (Pv= 30kPa, Kv= 0.08)
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(c) Pressure relief ratio (Pv= 30kPa, T = 0s)
Fig. 3. Unburned gas cloud mass concentration nephogram under different vent

parameters.

4.1.2 Propagation characteristics of vented flame

Fig. 4 shows a nephogram of the combustion rate distribution when an external
explosion occurs under different vent characteristic parameters. The comparison
between Fig. 3 and Fig. 4 shows that the shape of vented flame is consistent with the
distribution characteristics of unburned gas cloud. As the vent opening pressure and
opening time increase, the flame propagation distance and the burning velocity of the
external gas all gradually decrease. As the pressure relief ratio increases, the flame
propagation distance also gradually decreases, but due to the lumped
high-concentration unburned gas cloud, the burning velocity of the external gas
gradually increases (COMB.RATE > 0.036 kg/s, yellow area). In addition, the flame
propagation speed is mainly composed of the gas burning velocity and the gas flow
diffusion speed (Sun and Gao, 2016), and the faster the outflow velocity of vented gas,
the faster the flame propagation speed. Thus, as the opening pressure and opening
time increase and the pressure relief ratio decreases, the flame propagation speed near
the vent increases, and the rates of increase are reached 64%, 48%, and 24%,
respectively. It can be seen that the vent opening pressure and opening time have the
most significant effects on the vented flame propagation speed, and the maximum
flame propagation speed can reach more than 100 m/s, which may cause a severer
external explosion hazard effect.

(a) Opening pressure (T = 0 s, Kv= 0.08)
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(b) Opening time (Pv= 30kPa, Kv= 0.08)

(c) Pressure relief ratio (Pv= 30kPa, T = 0s)
Fig. 4. Vented flame propagation nephogram under different vent parameters.

4.1.3 Turbulence intensity of external flow field

As a measure of turbulence intensity of outdoor flow field, the turbulent kinetic
energy can be used to characterize turbulence degree of flow field to some extent. Fig.
5 shows the distribution of the peak turbulent kinetic energy of outdoor flow field (k)
along the axial when an external explosion occurs under different vent parameters. It
can be seen that all the external peak turbulent kinetic energy along the axial increases
first and then decreases. Meanwhile the external turbulence intensity increases
significantly with the vented gas velocity, which is influenced by the opening pressure,
opening time and pressure relief ratio. Therefore, with the increase of Pv and T, the
maximum peak turbulence energy of the outdoor flow field increases from 28 m2·s-2
to 1050 m2·s-2 and from 279 m2·s-2 to 1411 m2·s-2, respectively, and the rates of
increase are 90 % and 80 %. As Kv decreases, the maximum change rate of turbulent
kinetic energy can reach 99.5 %. Meanwhile, as Pv and T increase and Kv decreases,
the outdoor turbulence area range (k > 1 m2·s-2) shows an increasing trend. As it is
shown in the Fig. 5(a) and 5(c), as the Pv increases from 20 kPa to 50 kPa and Kv
decreases from 0.18 to 0.05, the turbulence area ranges increase from 5 m to 17 m and
from 8 m to 16 m, respectively, and the maximum increase rates are all more than
100 %. However, the maximum increase rate of turbulence area range (32.9 %) is
relatively low in Fig. 5(b). Thus, the vent opening time seems to have a smaller effect
on the turbulence area range.
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(c) Pressure relief ratio
Fig. 5. Peak turbulent kinetic energy vs. distance under different vent parameters.

4.2 Effect of vent characteristic parameters on external explosion
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4.2.1 External explosion overpressure

The peak explosion overpressure is plotted against distance with different vent
characteristic parameters in Fig. 6. It can be seen that due to the strong gas explosions
outdoors, the outdoor peak overpressures (Pe) are higher than the indoor’s. Fig. 6(a)
shows that the maximum outdoor peak overpressure increases with the increase of the
opening pressure, that is, from 42.89 kPa to 73.75 kPa; Meanwhile, Fig. 6(b) shows
that the maximum outdoor peak overpressure increases first and then decreases with
the increase of the opening time, and the peak overpressure reaches the maximum (Pe
= 74.39 kPa) when the opening time is 0.06 s, and then the maximum peak
overpressure begins to decrease as the opening time continues to increase. Due to the
increase in the opening time, the indoor gas combustion time increases, which will
consume a large amount of combustible gas, so that the amount of unburned gas
discharged outdoors decreases, and finally the concentration of outdoor unburned gas
cloud decreases and the distribution length of high-concentration unburned gas cloud
reduces in the axial direction, as shown in Fig. 3(b). Fig. 6(c) shows that as the
pressure relief ratio Kv increases from 0.05 to 0.18, the maximum external peak
overpressure also increases first and then decreases. When Kv = 0.08, the external
explosion peak overpressure reaches the maximum (Pe = 63.92 kPa). However, when
Kv > 0.08, it can be seen from the comparison between the Fig. 4(c) and 5(c), the
vented flame propagation speed decreases and the outdoor flow field turbulence
weakens, which will cause the external explosion overpressure to decrease rapidly.

(a) Opening pressure (b) Opening time
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(c) Pressure relief ratio
Fig. 6. Peak overpressure vs. distance under different vent parameters.

4.2.2 The occurrence time interval of external explosion

In Fig. 7, the time interval curves between the moment of the vent opening and
the external explosion occurring are plotted against different vent characteristic
parameters. The figure shows that the occurrence time interval of external explosion
gradually decreases with the increase of the opening pressure, opening time, and
pressure relief ratio. The decrement of the time interval (Δt = 0.02 s) is the smallest
with an increase in Kv, and its maximum relative reduction rate is only 8 %. However,
all the decrements are more than 0.07 s with the increase of the opening pressure and
opening time, and the maximum relative reduction rates are 34.9 % and 28.5 %,
respectively. It demonstrates that the pressure relief ratio has a relatively little impact
on the occurrence time interval of external explosion. As the Fig. 4(a), (b) and Fig. 7
show that the greater the vented flame propagation speed, the shorter the
corresponding occurrence time interval of explosion. Therefore, the occurrence time
interval of external explosion is directly related to the vented flame propagation speed
under different vent characteristic parameters. The accelerating propagation
mechanism of outdoor vented flame is mainly realized by the turbulence in the
unburned gas cloud at the front of the flame (Salzano et al., 2002). Thus, the outdoor
flow field turbulence will also have an indirect effect on the explosion time interval.
Simultaneously, as it is shown in Fig. 4(c), when Kv = 0.18, the vented flame
propagation speed (vf = 72.6 m/s) is the lowest, but the occurrence time interval of
explosion shortens in Fig. 7, this may be related to the fact that the distribution length
of the outdoor high-concentration unburned gas cloud in Fig. 3(c) is closer to the vent
in the axial direction. Thus, the influence of the outdoor distribution characteristics of
unburned gas cloud on the occurrence time interval of external explosion cannot be
ignored.
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Fig. 7. Occurrence time interval of external explosion under different vent
parameters.

4.2.3 The occurrence location of external explosion

The peak combustion rate is plotted against distance with different vent
characteristic parameters in Fig. 8. And the location where the maximum peak
combustion rate occurs is considered to be where the external explosion occurred
(Pang et al., 2019). It can be seen from Fig. 8(a) and 8(b) that when the opening
pressure is lower or the opening time is shorter, the external explosion occurs farthest
from the vent, which can reach 13.5 m. However, as the vent opening pressure or
opening time continues to increase, the vented flame propagation speed near the vent
is also continuously increasing, and the distribution length of the high-concentration
unburned gas cloud is also closer to the vent in the axial direction at the moment of
outdoor gas cloud ignited, so the location of external explosion more closes to the
vent, as shown in Fig. 3(a) and 3(b). Fig. 8(c) shows that the external explosion
occurs more closely to the vent as Kv increases, and the location of external explosion
(14.5 m) is the farthest when Kv = 0.05. This is related with the distribution of
unburned gas cloud outside the vent in Fig. 3(c). Therefore, the distribution
characteristics of high-concentration unburned gas cloud have an important effect on
the location of external explosion. The closer the high-concentration unburned gas
cloud is to the vent, the nearer the occurrence location of external explosion is to the
vent.
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(a) Opening pressure (b) Opening time

(c) Pressure relief ratio
Fig. 8. Peak combustion rate vs. distance under different vent parameters.

4.3 Correlation between external explosion characteristics and external flow field

Through the analysis of the flow field parameters, external explosion
characteristics, and the effect of the flow field on the external explosion under
different vent characteristic parameters, the qualitative influence of the outdoor flow
field on the external explosion characteristics is summarized, as shown in Fig. 9.

It is shown that the characteristics of unburned gas cloud (concentration and
distribution distance), vented flame propagation speed and flow field turbulence are
considered to be important factors influencing the external explosion overpressure.
And the occurrence location of external explosion can be determined by the
distribution distance of unburned gas cloud outside the vent. That is, the unburned gas
cloud with shorter axial distribution distance will lead to a closer external explosion
location. The occurrence time interval of external explosion is mainly related to the
vented flame propagation speed and the distribution characteristics of the external
unburned gas cloud. Meanwhile the vented flame propagation speed is also affected
by the flow field turbulence. Consequently, the turbulence intensity of outdoor flow
field is also a key influencing factor of the occurrence time interval of external
explosion. Under the conditions of stronger flow field turbulence, faster vented flame
propagation speed, and closer distribution distance of unburned gas cloud to the vent,
the occurrence time interval of external explosion will be shorter.
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Fig. 9. Qualitative influence of external flow field on the external explosion
characteristics.

As the most intuitive disaster parameter in the study of external explosion, the
overpressure has been widely studied by scholars (Yang et al., 2019). Therefore, Fig.
10 shows the correlation between the external explosion overpressure (Pe) and the
flow field parameters such as the distribution range of unburned gas cloud (axial
distance d), flame propagation speed (vf), turbulent kinetic energy of flow field (k)
under different vent characteristic parameters.

It can be seen from Fig. 10(a) that the external explosion overpressure, vented
flame propagation speed and turbulence intensity of flow field all increase with the
increase of vent opening pressure, while the distribution range of unburned gas cloud
gradually decreases. Thus, the external explosion overpressure under different
opening pressure shows a strong positive correlation with the vented flame
propagation speed and the turbulence intensity of flow field, and a negative
correlation with the axial distribution range of the unburned gas cloud. From Fig.
10(b), when the vent opening time T < 0.06 s, although the distribution range of
high-concentration unburned gas cloud is far (d ≥ 6.3 m), the flame propagation speed
and the turbulence intensity of the flow field are relatively low (vf ≤ 93.9 m/s, k ≤ 452
m2· s-2), and the overpressure rise caused by external explosion is still relatively low
(Pe ≤ 64.5 kPa). Thus, the external explosion overpressure has a strong positive
correlation with flame propagation speed and flow field turbulence, and a negative
correlation with the axial distribution range of unburned gas cloud. However, when
the opening time T ≥ 0.06 s, this correlation is just the opposite. As the vent opening
time is longer, the indoor combustion reaction consumes too much flammable gas,
which will cause the concentration of outdoor unburned gas cloud to decrease, and the
axial distribution of outdoor unburned gas cloud will be closer to the vent. Even if
flame propagation speed and flow field turbulence all increase, a higher external
explosion overpressure will not occur. Meanwhile, Fig. 10(c) shows that the external
explosion overpressure seems to have a strong positive correlation with the
distribution range of the unburned gas cloud under different pressure relief ratios,
because they both maintain the trend of increasing first and then decreasing. When Kv
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≥ 0.08, it is found that there is a positive correlation between the external explosion
overpressure and the distribution range of unburned gas cloud, flame propagation
speed and flow field turbulence.

(a) Opening pressure

(b) Opening time

(c) Pressure relief ratio
Fig. 10. Correlation analysis between the flow field parameters and external

explosion overpressure.
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5 Conclusions

(1) The vent characteristic parameters have a significant effect on the outdoor
flow field. With the increase of vent opening pressure and opening time, the radial
widths of the discharged high-concentration unburned gas cloud remain unchanged,
and the axial lengths tend to decrease. As the pressure relief ratio increases, the radial
widths of the high-concentration unburned gas cloud increase, and the axial lengths
increase first and then decrease. Under different vent characteristic parameters, the
shape of vented flame is basically consistent with the distribution characteristics of
unburned gas cloud, but the vented flame propagation speed near the vent varied
greatly with the vent parameters, among which the opening pressure and opening time
have the most significant effect. As the opening pressure and opening time increase
and the pressure relief ratio decreases, the indoor and outdoor pressure difference
increases, and the gas outflow velocity increases, as a result, the turbulence in the
outdoor flow field is significantly enhanced, and the outdoor turbulence range also
increases.

(2) The distribution characteristics of external explosion vary with the vent
characteristic parameters. The external explosion overpressure tends to increase with
an increase in vent opening pressure, but it increases first and then decreases with the
increase of the opening time and pressure relief ratio. With the increase of the vent
parameters, the occurrence location of external explosion more closes to the vent, and
the occurrence time interval of external explosion gradually shortens. And the
pressure relief ratio has relatively little effect on the occurrence time interval of
external explosion.

(3) The characteristics of external explosion are closely related to the outdoor
flow field parameters. The distribution characteristics of unburned gas cloud, flame
propagation speed and flow field turbulence are the main influencing factors of the
external explosion overpressure. The occurrence location of external explosion is
mainly determined by the distribution range of unburned gas cloud. The shorter the
axial distribution length of unburned gas cloud, the closer the occurrence location of
external explosion will be to the vent. The occurrence time interval of external
explosion is mainly related to the vented flame propagation speed and the distribution
range of unburned gas cloud. The faster the flame propagation speed and the closer
the axial distribution length of unburned gas cloud to the vent will lead to a shorter
occurrence time interval. Since the vented flame propagation speed is related to the
outdoor flow field turbulence, the turbulence intensity of outdoor flow field is also an
important influencing factor of the occurrence time interval.

(4) The correlation between the external explosion overpressure and the outdoor
flow field under different vent characteristic parameters is complex. External
explosion overpressures under different vent opening pressures show a strong positive
correlation with the flame propagation speed and the turbulence intensity of outdoor
flow field, and a negative correlation with the axial distribution length of the
high-concentration unburned gas cloud. When the opening time T < 0.06 s, the
external explosion overpressures have a strong positive correlation with the vented
flame propagation speed and flow field turbulence, and as T ≥ 0.06 s, the external
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explosion overpressures only have a strong positive correlation with the axial
distribution length of the unburned gas cloud. The indoor explosions consume a large
amount of combustible gas under the condition of the longer vent opening time, and
the vented unburned gas will reduce, which ultimately leads to the decrease of
external explosion overpressure. Under different pressure relief ratios, the external
explosion overpressures always have a strong correlation with the axial distribution
length of the high-concentration unburned gas cloud. And when Kv ≥ 0.08, the
external explosion overpressures maintain a strong positive correlation with the all
three flow field parameters.
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Abstract

The measurement of surface resistance is both a means of material specification and quality charac-

terization as well as a central approach for evaluating electrostatic hazards in explosion protection

assessments. The different methods given in different standards differ in design and test parameters

and give different quantities as results. Permitted variances within a standardized method may lead to

deviations. Also, in practical work, it may not be possible to prepare a sample geometry according to

the relevant standards for example because of limitations of sample availability or shape. This paper

provides an overview of established standards, information about their comparability and factors for

converting results obtained by one method into another, where applicable. The method used is the-

oretical to avoid effects due to inaccuracies or non-isotropic sample properties: Analytical and finite

element calculations of the different electrode geometries based on an isotropic material of a specific

sample size which follows Ohm’s law.

Keywords: surface resistivity, surface resistance, electrostatics, test design, sample geometry

1 Introduction

Measuring surface resistance is an important factor in safety studies including electrostatic ignition

hazards dealt with in IEC 60079-0:2019-09 (2019). In view of the large number of test methods,

maintaining an overview and correctly interpreting the various specifications of surface resistivity

poses a challenge. It starts with the correct designation. DIN EN 60079-32-2:2015-12 (2015), table

1, gives values for “Surface Resistivity”, “Surface Resistance” and “Volume Resistivity” for when

a solid material is considered to be conductive, dissipative or insulating. The methods to determine

surface resistivity and surface resistance differ, but the conversion factor, which is due to the different

measurement setups, is given in DIN EN 60079-32-2:2015-12 (2015) by surface resistivity = 10 *

surface resistance.

However, this factor of 10 can be called into question considering a simple argument: If there is

enough material around two electrodes, an electric current can also occur between the backs of two

electrodes, the so-called fringe fields, contributing to the conductivity respectively decreasing the

measured resistance between the electrodes. It is also plausible that such an effect would be larger on a

square, used for measuring surface resistivity, than on the 10:1 rectangle generally used for measuring

surface resistance. In other words, an “Ohm square” measurement might be more susceptible to

sample geometry outside the considered square than a 10:1 rectangle.

Other measurement methods might also be affected by fringe fields. These considerations led to the

present study to investigate the effect of sample geometries on measured values for different standards.

Furthermore, the sample sizes required in standards are not always available, so that a transfer of the

results is desirable, or an error estimation can be done.

As the question about comparison of different measurement geometries is independent of any partic-

ular material, it is well suited to treatment by simulation. An ideal isotropic material following Ohm’s

law was chosen for the simulations, the contacting of the electrodes was assumed to be perfect. Since

the equations to be solved are linear, results from the simulation can be scaled easily, and constant

factors can be given for conversions between different sample geometries and measurement methods.
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2 Calculation method

To investigate the influence of different electrode arrangements and sample sizes on measured sur-

face resistivity, numerical simulations for the different geometries described in the literature were

performed. For easy conversion of the different measurements into surface resistivity, analytical cal-

culations were conducted.

2.1 Governing equations

In this work stationary currents in ideal isotropic conductive media are assumed to obey Ohm’s law

J =
E

ρ
(1)

with current density J (A/m2), the electric field E (V/m) and resistivity ρ (Ωm). Under static condi-

tions, the electric field is defined as

E =−∇Φ (2)

with the electric potential Φ (V ). By combining this and eqn. 1 with the stationary equation of

continuity with no sources, the Laplace equation for the electric potential is derived.

∇
2
Φ = 0 (3)

The Laplace equation describes the electric potential distribution in space. Electric fields and currents

can then be derived from the electric potential during post processing. For sheets with constant

thickness, the calculation of the electric potential reduces to a two-dimensional (2D) problem and can

be described with the 2D Laplace equation. In this case Ohm’s law (eqn. 1) can be integrated along

the sheet thickness z. This yields
∫

Jdz =
E

Rs
(4)

introducing surface resistivity Rs (Ω). The resistance of a square piece of material with electrodes

attached to opposite edges is called Ohm square and equates to surface resistivity Rs.

2.1.1 Boundary conditions

The boundary conditions (BCs) for eqn. 3 were formulated as Dirichlet BCs at the electrodes where

the potential was set to either zero, thus ground, or to the specified electrode voltage. On all other

boundaries, homogeneous Neumann BCs applied which inhibit normal current at these boundaries

with n ·E = 0.

2.2 Numerical simulations

The Laplace equation was solved numerically using the finite element method (FEM) and the com-

mercial FEM code Comsol Multiphysics 5.5. Electric potential was discretized using quadratic La-

grangian form functions and grid independence of the solution was ensured for all geometries.

2.3 Analytical solutions

While numerical solutions allow for detailed investigations of effects like sample size, they do not

provide closed form solutions in terms of geometrical parameters. Analytical solutions provide for-

mulas for direct conversion of measurements to surface resistivity.
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2.3.1 Concentric circular electrodes

For concentric circular electrodes as described in DIN EN 61340-2-3:2017-05 (2017), DIN EN

60079-32-2:2015-12 (2015), DIN EN 1149-1:2006-09 (2006) and DIN EN 62631-3-2:2016-10 (2016)

the analytical solution is straightforward. Fig. 1 shows the geometry. Due to radial symmetry, the

Laplace equation can be expressed in polar coordinates with only radial derivatives.

Fig. 1: Concentric circular electrode assembly with dimensions and applied voltages.

∂

∂ r

(

r
∂Φ

∂ r

)

= 0 (5)

The solution with the BCs Φ(r1) = 0 and Φ(r2) = ∆V , ∆V being the applied voltage across the

electrodes, is easily found through integration to be

Φ =
∆V

ln(r2/r1) ln(r/r1)
. (6)

Using eqns. 2 and 3, surface resistivity Rs can be expressed in terms of the measured resistance ∆V/I

with I =
∫

∂Ω
n ·Jds being the total normal current across the boundary of an electrode ∂Ω:

Rs =
∆V

I

2π

ln(r2/r1)
. (7)

Since this mathematical problem is defined on a confined geometry, an excess sample size does not

influence the result and eqn. 7 can be used to convert measurements into surface resistivity without

restrictions.

2.3.2 Point electrodes

Point electrodes of defined radius and distance are described in DIN EN 61340-2-3:2017-05 (2017)

and used for uneven surfaces. Mathematically this can be described as the electric field between two

equipotential circles on an infinite plane. The problem is electrostatically equivalent to two infinite

lines of charge λ of opposite polarity and separated by a distance 2a. The situation is depicted in fig.

2. The equivalent problem of two infinite line charges has circular equipotential lines. The solution

to this problem is well known and described in textbooks like Griffiths and Schroeter (2018), Smythe

(1988):

φ =
λ

4πε0
ln

[

(x+a)2 + y2

(x−a)2 + y2

]

(8)
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Fig. 2: Two-point electrodes in the x-y-plane with dimensions and applied voltages (a) and the math-

ematically equivalent problem of two infinite line charges (b).

Eqn. 8 applies to the problem in fig. 2 (a) by using the following transformations

a =
√

d2
−R2,

d

R
= cosh

(

πε0∆V

λ

)

(9)

From the electric potential the total current between the electrodes can be evaluated as

I =
∫

∞

−∞

−

1

Rs

∂Φ

∂x
(x = 0)dy. (10)

Combining eqns. 8-10 surface resistivity can be expressed in terms of the measured resistance ∆V/I

as

Rs =−

∆V

I

π

cosh−1(d/R)
. (11)

This eqn. describes the relationship of surface resistivity and measured resistance in the limiting case

of an infinitely large sample size. This refers to a case where the boundaries of the measured sample

do not influence the electric field around the electrode.

2.3.3 Strip electrodes

Measuring surface resistivity with two parallel strip electrodes is described in DIN EN 60079-32-

2:2015-12 (2015) and DIN EN 62631-3-2:2016-10 (2016). In the limiting case of infinitely thin

electrodes and an infinitely large sample size the problem can be described as the electric potential

between two parallel lines of defined length w and distance d and potential difference ∆V . Mathemat-

ically, this is equivalent to a parallel plate capacitor. Under the assumption of a homogeneous field

between the electrodes the solution is trivial, and the surface resistivity can be calculated from the

measured resistance with

Rs =−

∆V

I

w

d
. (12)

This equation is also described in the corresponding standards for conversion of measured values.

However, it neglects all edge effects and fringe fields as depicted in fig. 3 which yields a system-

atic error in the results for surface resistivity. A more elaborate solution to the problem in fig. 3

is required for accurate conversion of the measured resistance to surface resistivity, taking into ac-

count fringe fields and electrode geometry. A closed form solution to this mathematical problem
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Fig. 3: Two strip electrodes with dimensions and applied voltages on the left and electric field lines

highlighting the influence of edge effects and resulting fringe fields on the right.

is not known to literature as analytic solutions employing the Schwartz-Christoffel-Transformation

incorporate elliptic integrals (Moon and Spencer (2012), Palmer (1937)).

There are however several investigations of capacitance of parallel plate capacitors in air under con-

sideration of fringe fields like Chen et al. (2019), Nishiyama and Nakamura (1990), Rochelle (1975).

Exploiting the mathematical equivalence of the two problems it is possible to express the solution for

the surface resistivity in terms of the capacity C of a parallel plate capacitor using the integral of the

normal electric field along the boundary of the electrode that is according to Gauss’s law and Ohm’s

law respectively proportional to both the charge Q on a plate capacitor (eqn. 13) as well as the total

current I between the electrodes in the measurement setup (eqn. 14).

C =
Q

∆V
=

ε0

∆V

∫

∂Ω

n ·Eds

∫

∂Ω

n ·Eds =
CU

ε0
(13)

I =
1

Rs

∫

∂Ω

n ·Eds (14)

Combining eqns. 13 and 14, surface resistivity for a two-strip electrode setup can be expressed in

terms of measured resistance ∆V/I and capacitance C as well as the dielectric constant ε0:

Rs =
∆V

I

C

ε0
. (15)

Rochelle (1975) found an approximate analytical solution for the capacitance as a function of aspect

ratio A = w/d for an infinite sample size. Using this approximation solution together with eqn. 15

gives a formula for expressing surface resistivity in terms of measured resistance and aspect ratio A

of two parallel strip electrodes.

Rs =
∆V

I
4π

[

8

A
tan−1(A)−

2

A2
ln(1+A2)+2ln

(

1+A2

A2

)]−1

(16)
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3 Results and discussion

In the following section the simulation results are presented for different electrode configurations

described in the norms. The presented surface resistivities are scaled with the values that would have

been measured without systematic errors in the measuring procedures. Hence the deviation of scaled

surface resistivity from 1 quantifies systematic errors. Sample size corresponds with the excess area

around the electrode that was varied in size. It was quantified by a variable N called excess that is

defined as the distance of the electrodes and sample boundaries divided by the distance of electrodes.

A value of no excess (N = 0) indicates a sample the size of the electrode arrangement while large

values approach the limiting case of infinitely large sample size. Sketches to describe this excess

value can be found in the according diagrams (figs. 5 and 6).

3.1 Concentric circular electrodes

For concentric electrodes as depicted in fig. 1 the problem is well defined and thus eqn. 7 gives

accurate results for surface resistivity without systematic errors. Sample size for concentric circular

electrodes does not matter, because there are no fringe fields on the outside. When working with DIN

EN 61340-2-3:2017-05 (2017) however, a different formula for calculating Rs is provided:

Rs =
∆V

I
π

r2 + r1

r2 − r1
(17)

This is an approximation for eqn. 7 and produces errors of up to 4% (depending on the electrode

geometry).

3.2 Point electrodes

For two-point electrodes (comp. fig. 4) DIN EN 61340-2-3:2017-05 (2017) does not provide a

formula for converting the measured resistance to surface resistivity. Eqn. 11 provides a possible

conversion formula and makes measurements between different measuring procedures comparable.

For the specific geometry described in the norm and omitting the negative sign, the formula simplifies

to Rs = 2.4∆V/I for an infinitely large sample size.

Fig. 4 shows the simulation results for different sample sizes. For small sample sizes with scaling

factor N (sample radius/electrode radius) < 10 the measured values deviate from the real value by a

factor of up to 2.47 for a sample the size of the electrode arrangement. This can be explained by the

sample edges affecting the fringe fields around the electrodes. With large sample sizes the method

approaches a measurement without errors. Since the norm does not specify a minimum sample size,

this measuring procedure yields inaccurate results for small samples.

3.3 Strip electrodes

3.3.1 Electrode thickness and sample size

Strip edge electrodes described in standards differ in geometry. DIN EN 62631-3-2:2016-10 (2016)

describes several electrode assemblies, all of which have an aspect ratio of 10. Assembly D mentioned

in DIN EN 62631-3-2:2016-10 (2016) is equivalent to the one mentioned in DIN EN 60079-32-

2:2015-12 (2015). The difference for the two-dimensional assessment is mainly in the thickness of

the electrodes. In fig. 5 the distance of the electrode was assigned 10 units of length and the electrode

thickness was varied between 0.3 and 5 units. In the example of a 100 mm·10 mm electrode one unit

of length is equal to 1 mm. Assuming that the electrode distance remains the same, a change in the

electrode thickness only leads to a deviation in the measurement of < 2% (see Fig. 5).

Fig. 6 depicts the results for this assembly. For small sample sizes the fringe fields are affected and

partially cut off by the sample edges resulting in increased resistance compared to an infinitely large

sample size. This effect is apparent for both conversion formulas. The suggested formula from the
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Fig. 4: Simulation results for two-point electrodes, measurements were converted using eqn. 11;

scaling factor: sample radius/electrode radius.

standard (eqn. 12) approaches the real value of surface resistivity for no excess area (excess 0) which

corresponds to a case with no fringe fields. For larger sample sizes it shows a systematic error of

−12%. The formula suggested in this paper (eqn. 15) shows less deviations for sample sizes of an

excess of more than 5 units and therefore gives more accurate results. In the limiting case of infinitely

large sample sizes it simplifies to Rs = 11.8∆V/I.

The proposed conversion formula (eqn. 15) still exhibits an error when approaching very large sam-

ples. This offset is explained by the finite electrode thickness that is not accounted for in either for-

mula and introduces additional warp and distortion of the fringe fields at the edges of the assembly.

To compare surface resistivity to surface resistance it is interesting to look at the different measure-

ment values for a 10x10 to a 100x10 units electrode. The influence of the fringe fields decreases as

the electrode aspect ratio increases. For a 10x10 unit length electrode the influence of the sample

size is very large. The measured resistance decreases by more than 50% for large sample areas. The

surface resistivity as addressed in various standards therefore always refers to the minimum sample

size. It should be noted that, provided there are no surface effects that increase conductivity, the spe-

cific surface resistance for a thin layer corresponds to the specific volume resistance multiplied by the

thickness.

3.3.2 Sample thickness and protection electrode

For thin samples such as foils it is reasonable to simplify the problem to two dimensions. For thicker

samples however, this assumption may not hold true. Especially the introduction of a grounded

protective electrode on the opposite side of the sample that covers the area of the two strip electrodes,

as described in DIN EN 62631-3-2:2016-10 (2016), makes the problem three-dimensional.

The total observed surface resistivity of the sample of the measured samples comprises contributions

of the bulk as well as the thin layer on the surface. Because of special properties, surfaces often show

different properties than the bulk like adsorption of molecules or other interface effects. So it is likely

it exhibits an increased conductivity on the surface.

The surface was modelled as a very thin layer with an additional resistivity ρs (Ω) and the influence

was measured as the ratio ψ of theoretical contributions of surface contribution and bulk contribution

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

343



0 1 2 3 4 5
0.075

0.095

0.085

0.08

0.09

electrode thickness (units)

sc
al
ed

el
ec
tr
ic

re
si
st
an

ce

electrode 2

electrode 1

excess
excess

thickness

Fig. 5: Influence of electrode thickness on measured value for a 100x10 units electrode and a very

large sample size.

to the overall resistivity:

ψ =
ρ

ρsd
. (18)

Fig. 8 shows the influence of sample thickness for different ratios ψ , where ψ = 0.001 denotes

the case of no significant surface contribution. Results are scaled relative to the theoretical two-

dimensional result. The influence of the sample thickness and the corresponding errors are small for

thin samples of up to a thickness of 2 units. With a 100 mm · 10 mm electrode this would correspond

to a thickness of 2 mm. For thicker samples, the 2D simplification and the corresponding measuring

procedures described in the standards yield substantial errors of up to 368%. For higher ψ , errors due

to sample thickness are reduced.

In fig. 9 an additional grounded electrode, a so-called protection electrode, on the opposite side of

the sample is added. For low values of ψ this yields large errors between 4560% and 763.9% and

makes the measuring procedure unsuitable for practical use. The deviations are larger for smaller

sample thicknesses due to an increased current through the sample towards the protective electrode.

For higher ψ the errors are smaller but only drop below 100% for ψ > 1000 which corresponds with

dominant surface contributions and almost no bulk conduction. Therefore, the use of a protective

electrode is only appropriate if the physical properties of the measured sample indicate a dominant

contribution of the surface conductivity.

4 Conclusions

Different measuring procedures for surface resistivity described in standards have been compared

regarding systematic geometrical errors. Conversion formulas have been presented that make different

methods comparable. It was shown that sample sizes can have an impact on the accuracy of a method

due to fringing effects in the electric field. These effects are present in two-point and strip electrodes.

Ultimately, a method for correcting systematic errors in practical measurements has been introduced.

It could be shown that two-point electrodes are also suitable for the determination of surface resistiv-

ity; a conversion formula was introduced. The findings in this paper allow for more accurate surface

resistivity measurements and better understanding of the different methods, thus helping to limit the

risks of electrostatic discharges as explosion ignition sources.
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Abstract 

Few laboratories in the world have kept the capability of measuring minimum ignition energies 

(MIE). When a flammable gas needs to be allocated an ATEX group other measurements may be 

performed like determining the minimum experimental safety gap (MESG). However, the 

relationship between MESG and MIE is statistical and certainly lacks accuracy and when more 

accurate information is required as for instance when investigating the influence of the initial 

conditions on the ignitability, direct MIE measurements are required. To be able to meet such request, 

the author’s team re-developed an expertise in this field be using up to date technologies. A brief 

review of the methods used in the past is first given highlighting the difficulties. Then a new technique 

is described with which the losses can be accurately estimated. The method was used for propane and 

hydrogen air.  

 

Keywords: minimum ignition energy, spark ignition 

 

1. Introduction 

To implement safety in the process industries and to market flammable goods, accurate safety data 

are compulsory. As far as explosible mixtures are concerned, some key parameters are the minimum 

ignition energies (MIE), the minimum auto ignition temperatures (AIT) and the flammability limits 

(FL). 

An intense effort was devoted by the industrialized countries during the XXth century, primarily to 

better define these parameters and to develop adequate testing methods, secondly to relate them to 

the practical ignition circumstances and thirdly to organize the market of the flammable goods 

(REACH directive) and of equipments to be used in dangerous areas (ATEX directives). But it seems 

that the technical and scientific effort related to the physics of ignition has dropped since 2 decades, 

the concerned laboratories having switched their core activity towards certification. Nevertheless, 

new flammable goods appear for which the well accepted experimental methodologies for traditional 

fuels may not be suited (for instance of too small size if the product is slightly flammable) and would 

require at least a critical appraisal. 

The aim of this work is to revisit Minimum Ignition Energy measurements and (re)develop an 

expertise especially in view of investigating very sensitive mixtures. Below are recalled the main 

physical aspects and data about spark ignition. Then the technology developed is presented and results 

are shown and analysed. 
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2. Spark ignition 

2.1. Some theoretical considerations 

A theoretical “spark” could be defined as a punctual and instantaneous deposit of energy. Good 

monographs have been published along the last 50 years regarding the underlying physical 

mechanisms of flame development including ignition processes (Lewis and von Elbe, 1987; 

Glasmann, 1977; Williams, 1985; Hattwig and Steen, 2004). Extending the work of Brokaw and 

Gerstein (1957), the classical “thermal explosion theory” can be used to describe the phenomenology 

and this shows the links between the ignition and combustion parameters. Most analytical 

developments rely on a highly simplified chemistry and, often, the heat release is represented by a 

one-step chemical reaction obeying a global Arrhenius reaction rate: 

F (fuel) + O (oxidant as air) -> P (products) + heat 

With the volumetric heat release rate, Qcomb (W/m3) in a simple form : 

�
•

���� = � ⋅ 
����� ⋅ � ⋅ 
�
����
�⋅�   [1] 

Where: 

• ∆Hcomb is the specific heat release rate per unit mass of the mixture (J/kg) 

• ρ the specific mass of the mixture (kg/m3) 

• A the preexponential factor of the Arrhenius law (s-1) 

• Eact the energy of activation of the reaction (J/mole) 

• R the perfect gas constant (8.314 J/mole/K) 

• T the temperature (K) 

 

Note that ∆Hcomb is a property of the mixture and is related the maximum temperature of the 

combustion (Tad) as measured in an adiabatic system. If T0 is the initial temperature, ρ0 the initial 

specific mass and Cp the specific heat capacity then [1] reads: 

�
•

���� = �� ⋅ � ⋅ �� ∙ ���� − ��� ⋅
� 

�
⋅ 

�
����
�⋅�   [2] 

Because Eact/R is typically on the order of 10000 K for most fuel-air mixtures, the evolution of [2] 

with T is largely dominated by the exponential term as shown on figure 1. Note also that this equation 

is valid for T smaller or equal to Tad. This expression does not include any limitation so that it may 

be inferred that combustion would occur at any temperature even without any ignition source. The 

speed of the combustion process would only depend on T. This might be true only if the process was 

perfectly adiabatic but not when heat losses are taken into account. Unless T is very large, gases 

exchange heat mainly by conduction and convection. Assuming a volume V (m3) of the gas having a 

typical size D (in m, for instance D = V1/3), then the volumetric heat lost by conduction or  convection 

with the surrounding (Qcomb in W/m3) through the external area Aexchange (m
2) of V reads: 

�
•

!�""#" = ℎ��$% ⋅
&'(�ℎ�)*'

+
⋅ �� − ��� ≈ ℎ��$% ⋅

-

.
⋅ �� − ���  [3] 

where hconv is the exchange rate coefficient (unit of W/m2K), usually approximately constant for a 

given geometrical configuration and flowing conditions. It appears that, for a given size D, [3] varies 
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linearly with T as shown on figure 1. Equations [2] and [3] then describe the behavior of a pocket of 

reactant raised at a given temperature T (Fig. 1). Suppose a homogeneous and quiescent explosive 

atmosphere is prepared in the volume V. T is gradually increased. The combustion is active, but 

proceeds extremely slowly. If the heat losses (volumetric rate in W/m3) are larger than the heat 

released by the combustion (Qlosses > Qcomb), the chemical reaction is dampened because T is forced 

to decrease. Because of the exponential temperature dependency of the reaction of combustion, there 

is a temperature where the heat released by the combustion becomes larger than the linear heat losses 

(Qlosses < Qcomb). Above this temperature nothing prevents the runaway of the reaction and the 

explosion occurs (T increases up to Tad).  

 
Fig. 1: volumetric heat release rate and losses in a volume V (featuring the ASTM flash for 

autoignition temperature measurements) containing a homogeneous and quiescent stoichiometric 

hydrogen air mixture 

Although it is an over-simplified theory, it is useful to investigate the various ignition modes 

(Carleton and Weinberg, 1994). A well-known application, particularly fitted to this modelling 

concept, is the autoignition problem. The autoignition temperature of hydrogen mixture is about 

550°C, measured in a 50 mm size flash. The temperature of the flash is progressively increased until 

the volumetric ignition. The latter occurs when the heat loss curve is tangent to the heat release curve1. 

This theory was applied in the present work to fit the combustion parameters (A and Eact/R). A good 

agreement (Fig. 2) is obtained with A= 5.103 s-1 and Eact/R=10000 K. Note this value for Eact/R is that 

recommended for hydrogen air mixtures (Coffee et al., 1983). 

                                                 
1 Standard natural heat convection laws are used in [3] 
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Fig. 2 : fitting of the combustion parameters to retrieve the autoignition temperature of hydrogen-

air mixtures 

This modelling approach is now tentatively applied to spark ignition mechanisms. 

In the spark gap, the heat of the ignition source, Espark (in J), is delivered punctually and 

instantaneously. At this point, D=0 and T is infinite, so that heat losses are infinite and combustion 

cannot start. Some (small) amount of time is required for this initial “point” to spread out due to 

thermal conduction. Following, this initial amount of heat is spread by thermal conduction in the 

surrounding area but conserved if other thermal losses are ignored (heat radiation, thermal conduction 

to solid bodies). All along this “spreading” process”, the spark energy is conserved according to the 

following expression (where D increases with time and Cp is the specific heat of the mixture in 

J/kg.K) which is an application of the first principle of the thermodynamics : 

/"0�12 = �� ⋅ �� ⋅
3

4
⋅ 56 ⋅ �� − ��� [4] 

The heat loss curve formulated by equation [3] (with hconv~ 2.λ/D where λ is the thermal conductivity 

of the mixture at the spark temperature so approximately 0.1 W/mK) can now be computed using 

equation [4]. For each spark kernel size, a temperature and a specific heat loss can be calculated. This 

evolution is presented in fig. 3 for various spark energies (curves labelled “spark”).  

The heat release represented by expression [2] can now be plotted using the values of Eact/R and A 

found above. This curve stops at T=Tad with is the maximum combustion temperature. When Espark is 

too small (Espark=0.015 mJ), the « spark heat loss » curve (line+triangles) never intercepts the heat 

release curve and, for any value of T, Qlosses(T)>Qcomb(T) and the explosion cannot occur. When Espark 

is sufficiently large (Espark=0.05 mJ), the « spark heat loss » curve (line+circles) intercepts the heat 

release curve and the explosion can occur since there is a domain where Qlosses(T)<Qcomb(T) while 

T<Tad.  
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Fig. 3: simulated spark ignition of a hydrogen-air stoichiometric mixture for three different values 

of the initial spark energy (arrows and text refer to the hot pocket of gas size at different times) 

The Minimum Ignition Energy (MIE) is thus obtained when the intercept is obtained for T=Tad, 

corresponding to the upper point of the heat release curve. This particular point corresponds to a 

specific size of the hot pocket of gas called the « minimum flame kernel », Dcrit, which is an intrinsic 

property of the mixture. It is the minimum size of a flame able to develop in a cold environment. This 

definition is very close to that of the « minimum quenching distance »2 (Dquench). Physically, both 

parameters can only be proportional. 

The main outcomes from this simplified theory are : 

• In the MIE conditions (Espark=MIE), the temperature of the spark kernel is equal to Tad so that 

equation [4] can be used to calculate the MIE; 

• Tad, Dcrit (Dquench) and MIE are interlinked. At the ignition point, [2] and [3] are equal and 

T=Tad and D=Dcrit~Dquench. In equation [3], (Tad-T0) should be replaced by a parameter 

proportional to MIE/(ρ0.π/6.Cp.D3) from equation [4] so that it appears that Qlosses is 

proportional to MIE/D4. In addition, it can be shown that �� ⋅ � ⋅ �� ∙ ���� − ��� ⋅
� 

��7
⋅


�

����
�⋅��7  is proportional to the square of the laminar burning velocity Slad of the mixture 

(Glassmann, 1977). Further, it is known (Hattwig and Steen, 2004) that Dquench and Slad are 

correlated: 

 

50≈
⋅

=
diff

quenchad

a

DSl
Pe

 [5] 

                                                 
2 the minimum quenching distance is the smallest gap between two cold parallel planes just allowing the flame to 

propagate steadily. If the distance is infinitesimally smaller, the flame is quenched. 
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where adiff is the thermal diffusivity of the (cold) mixture (typically 2.10-5 m2/s for ambient 

air). So, Qcomb is proportional to 1/D2. Since Qlosses is proportional to MIE/D4, MIE should be 

proportional to the square of D=Dcrit~Dquench.  

This relationship was discussed Lewis and von Elbe (1987) and this last conclusion is fully confirmed 

by available data (fig. 4). MIE is approximately proportional to the square of Dquench. 

 

Fig. 4: relationship between MIE and Dquench (from Kuchta, 1985) 

The practical conclusions are that MIE is a fundamental parameter, depending only on the physico-

chemical properties of the mixtures, and that it may be deduced from other fundamental parameters 

like Dquench. Dquench is not easy to measure and rather the Minimum Experimental Safety Gap (MESG) 

is used to correlate with MIE. But these are approximate correlations, relying on several assumption 

like the validity of [5]. Direct measurements of MIE are preferable when some accuracy is required. 

2.2. Measuring the MIE 

If a “spark” were truly “a punctual and instantaneous deposit of energy”, the temperature would be 

infinite which is unrealistic. In practice, the deposit is not punctual nor instantaneous. Electrical 

deposits (breakdown, arc) or focusses laser beams are used in which plasma temperatures up to 5000 

to 10000 K are reached in nanoseconds. 

Usually, capacitive spark discharges are used because of the apparent simplicity (Kumamoto et al., 

2011) since the energy delivered into the circuitry cannot be larger than that stored in the capacitor3. 

This energy can be easily varied, changing the charging voltage. Most often, the MIE is the minimum 

stored energy enabling ignition. A good overview was proposed by Ngo (2009). Usually, the capacitor 

                                                 
3 Other techniques were tried like focussed pulsed laser beams (Weinrotter et al., 2005). The energy of the pulse is 

known but not the quantity really absorbed in the plasma created at the local point. The major part of it is transmitted 

through the plasma and dissipated by absorption in other parts of the beam. Following the minimum energy pulse 

(MPE) appears on order of magnitude larger than the traditional MIE. 
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is mounted in series with the spark gap and the voltage of the capacitor is increased slowly until 

breakdown. In some case, a transformer is used to produce the breakdown from a low voltage 

capacitor. A significant body of work was performed more than 50 years ago by Lewis and von Elbe 

(in the edition of 1987) and Calcote et al. (1952). The influences of several parameters like the spark 

gap distance and of the duration of the spark were investigated. They found that the optimum spark 

gap distance is about Dquench. When it is larger, the part of the energy of the spark dissipated outside 

the initial flame kernel is lost and when it is smaller the quenching effect of the electrodes appears. 

Because of this last phenomenon, the shape and diameter of the electrodes is also important especially 

when the spark gap is smaller than Dquench. It is advised to choose a spark gap slightly larger than 

Dquench and pointed and thin electrodes. Further, a shallow minimum as function of the duration of the 

spark is found. This optimum amounts a few tens of microseconds. Presumably for very short spark 

durations, the temperature of the plasma is so large that significant losses by heat radiation occur (and 

some mechanical losses by the emission of a shock wave). And obviously the energy delivered by 

the spark after the flame has emerged from the initial kernel is also lost.  

Despite the effort devoted to controlling the spark, authors generally observe a large overlap between 

the “ignition points” and “no ignition” points (fig. 5). Because of this, experimentalist use some 

statistics, like probit laws, to define an ignition threshold (Eckhoff, 2010). Then, the renown ignition 

threshold, as those given by Lewis and von Elbe, might then be more a statistic limit than a true 

physically meaningful border (Bane et al., 2010). This statistical nature may come partly from the 

difficulty to master the spark characteristics although the flame ball development although the 

complicated flow produced in the spark may disturb the flame ball growth (Kono et al., 1992).  

 

Fig. 5 : illustration of the data scattering about the minimum ignition energy of propane-air 

mixtures at ambient conditions (from Randeberg and Eckhoff, 2007) 

It is believed that there is thus room to progress into the way of measuring the MIEs and, especially, 

in controlling the spark characteristics. 

3. Experimental setup 

The explosion chamber is a 7 liter transparent cylindrical chamber (figure 8) able to support a static 

internal pressure amounting 100 bars. It is equipped with measuring ports and feeding lines. The 
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mixture is prepared into a small stainless-steel mixing tank (0.1 l) using mass flowmeters (fig. 6). The 

composition is controlled using a paramagnetic oxygen meter (SERVOMEX : O2 % accuracy = ±0.01 

% v/v) upstream of the chamber and downstream. For a targeted 5% v/v fuel/air mixture, the accuracy 

of the composition is : 5±0.1 % v/v. The maximum explosion (over)pressures is measured using a 

Kistler 10 b piezoresistive gauge. High speed video (up to 10000 fps: Photron camera) is used. 

  

Fig. 6 : experimental set-up  

In the spark gap a part of the electrical energy is dissipated into heat which is the source of the ignition. 

But part of it is lost in producing the conditions sustaining the current stream (vaporizing the material 

of the electrodes, anode/cathode voltage gap,..), heat conduction towards the electrodes, shock waves, 

thermal radiation,… Microcalorimetric measurements (not shown here) showed that using small 

tungsten electrodes is a good mean for reducing the first two sources of losses. The electrodes are 0.3 

mm in diameter (Tungsten) tightly screwed on steel rods in such a way that any heat loss sources 

(supports, walls) are cms away from the spark gap (fig. 7).  

 

 

Fig. 7 : spark gap arrangement 

But only a better control of the current and duration of the spark can reduce the two last sources of 

losses which supposes a flexible control of the current/voltage supply which depends on the spark 

generator. A large variety is described in the literature. An electrical spark is a two steps process. 

During the “disruption phase”, a large voltage is required (typically 3000 V/mm) to ionize the 

atmosphere and create a “streamer” (ionized channel visible on fig. 7). The current remains very low 

during that phase (micro amperes). Then the electrical arc takes place during which a large current 

(up to tens of amperes) flows through the spark gap. The voltage amounts a few volts to several tens 

of volts. As said before, in many spark generators, the electrical energy is stored in a single capacitor 

Mass flowmeter controller 

Oxygenmeter 

rod 

screwed connection 

Tungsten electrode 

streamer 

Chamber 
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and is used to create the disruption and the arc with considerable losses due to very large currents. 

The ratio energy delivered in the spark/stored energy may vary is significant proportions depending 

on the current, so from one test to another. This might be a reason for the statistical nature of the 

ignition. To obtain a better yield, the impedance of the circuit needs to be carefully controlled. This 

was attempted in the present work. 

If a purely capacitive circuit were used with only a few meters of cables, the expected resistance 

would be a fraction of 1 ohm and the inductance nearly zero. Using a single high-voltage capacitor 

and a 2 mm spark gap, a minimum voltage of 6000 V would be required meaning a typical capacitor 

value of 5 pF (this is difficult to control in practice) to be able to deliver 100 μJ. The energy is 

dissipated into the circuit within a time scale amounting R.C= 10-12 s which is much too short for an 

efficient ignition and with a very large current (hundreds of amperes) favoring the losses. This is the 

reason why it is suggested, in the standards for instance, to add a rather large inductance (1 mH). Its 

role is to increase the impedance of the circuit without consuming much energy (which a resistor 

would do) to reduce the current and increase the duration of the spark. However, our initial trials 

showed that controlling a very low capacitance circuit is difficult and that the scattering in the 

disruption appearance is significant depending presumably on the electrodes (shape, surface 

conditions,…). This technique was rapidly abandoned. 

Rather, it was decided to disconnect the two phases of the spark. A separate high voltage and high 

impedance circuit is used to produce the streamer. A second, low voltage and low impedance circuit, 

is used to produce the arc and dissipate the energy. Once the streamer is created the low voltage circuit 

discharges automatically. A set of Zener diodes prevents the high voltage to be transmitted to the low 

voltage circuit. The circuit is presented on fig. 8. The current is measured using a standard current 

gauge and the voltage is measured at the charge capacitor. As it stands, the total capacitance of the 

circuit is 20 nF (which is that of the charge capacitor but which can be varied), the inductance is 1.7 

μH and the resistance is 0.1 Ω. The measured capacitance of the chamber, of the diodes and of the 

high voltage cable is not more than 45 pF, half of this being due to the cable. An additional 1 mH 

inductance can be placed close to the electrodes. The main advantage of the device is that the stored 

energy can be varied in very large proportions since it was verified that an arc is maintained down to 

voltages as low as 35 V. In theory, the stored energy can be varied between 10 and 2000 μJ without 

changing the capacitor. Note that it was verified that the streamer is not able to ignite the mixtures. 

 
 

Fig. 8 : scheme of the electrical circuit  
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Electrical tests were performed without the high voltage part (to limit the noise affecting the very 

beginning of the signal at the start of the breakdown). In the first test (fig. 9), the diodes were short-

circuited and the discharge was obtained by short circuiting manually the electrodes. Doing this, a 

short spark is produced over a length amounting a fraction of a mm during some tens of microseconds. 

 

Fig. 9 : current voltage signals : no streamer, manually triggered spark, without additional 

inductance, 440 V in the 20 nF capacitor, without the diodes. 

In the second test, the diodes were reintroduced (fig. 10). 

 

Fig. 10 : current voltage signals : no streamer, manually triggered spark, without additional 

inductance, 440 V in the 20 nF capacitor, with the diodes. 

The dampened oscillating signal of figure 9 is a typical RLC circuit response with a moderate 

resistance. Clearly, the diodes have a strong influence (fig. 10) and remove a lot of energy. A 

simulation of the RLC circuit was performed, and the results are the dotted lines on fig. 9 and 10. The 

best fit is obtained with an inductance of 3 μH (capacitor=20 nF) and a resistance of 2 Ω for fig. 9 

-50

-40

-30

-20

-10

0

10

20

30

40

50

-500

-400

-300

-200

-100

0

100

200

300

400

500

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

C
a

p
a

c
ito

r v
o

lta
g

e
 (V

)

Time (micros)

Voltage (V)

U simul (V)

I simul (A)

Current Hall (A)

C
u

rre
n

t (A
)

-50

-40

-30

-20

-10

0

10

20

30

40

50

-500

-400

-300

-200

-100

0

100

200

300

400

500

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

C
a

p
a

c
ito

r v
o

lta
g

e
 (V

)

Time (micros)

Voltage (V)

U simul (V)

I simul (A)

Current Hall (A)

C
u

rre
n

t (A
)

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

357



 

 

and an inductance of 3 μH (capacitor=20 nF) and a resistance of 4 Ω for fig. 10.When the diodes are 

short circuited, it can be verified that all the energy is consumed in the resistance. The latter is much 

larger than the natural resistance of the wires as measured initially. Most probably it is that of the 

“spark gap” (the direct contact of the electrodes). When the diodes are incorporated, the best fit is 

obtained with R=4Ω at least until about 3.5 μs. After this, a catastrophic change appears suggesting 

a strong increase of the resistance as the Zener diodes start to open the circuit. The characteristic of 

the circuit turns from a LC to a RC dominated. In terms of energy, the average resistance needed to 

close the balance would be 6 Ω. About half of the energy is dissipated in the “spark gap” and the 

duration is on the order of 1 microsecond. 

A similar attempt was performed inserting a 1 mH inductance (added resistance=2Ω). The arc is 

triggered by the streamer (2 mm spark gap). The signals (fig. 11) resembles that of fig. 10 but over a 

larger timescale (10 μs instead of 1) as expected. The very beginning of the current signal is an artifact 

probably due to the Zener diodes closing the low voltage part of the circuit. The simulation shows 

that the best fit is obtained with L=0.4 mH (instead of 1 mH) and R=150 Ω. This value of the 

resistance closes the energy balance as well. This increase of the resistance as compared to figure 14 

is due the spark gap which resistance increases in proportion with the electrode distance and inversely 

with the current intensity. From the energy remaining in the charge capacitor, current measured and 

model of the circuit it was possible to obtain a robust estimate of the yield of the spark. With a reduced 

current below 1 A, the yield is better, up to 90%. With a current of about 3 A, the yield is 70% at 10 

A, it drops at about 50%. To some extent, it confirms that depending on the voltage between the 

electrodes when the spark appears in standard apparatuses, the yield of the spark may strongly vary. 

 

Fig. 11 : current voltage signals : streamer triggered spark, with a 1 mH additional inductance, 

290 V in the 20 nF capacitor, with the diodes. 

 

4. Results 

Propane-air and hydrogen-air tests were performed.  
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A typical sequence is shown on fig. 12 for a 4.5% v/v propane-air mixtures. The spark gap is 2 mm. 

A double lobed structure appear just after the spark with seems to be a double vortex and would 

suggest a Maecker (1955) effect due to the flow of heavy ions between the electrode. This “jet” is 

mostly responsible for the energy transfer between the spark gap and the mixture. A blue flame kernel 

is visible at 3 ms and expands out. The expansion velocity is a few m/s. 

The minimum ignition energy measurements are shown on fig. 13a (the values are three quarters the 

energy stored in the capacitor to account for the losses). The voltage is dropped gradually until 

systematic no ignition. Each test is repeated 10 times. There is some remaining overlap between the 

no ignition zone and the ignition zone but much less at compared to the data of fig. 5. It is possible 

that the remaining scattering results from the development of the flame kernel (Esmann et al., 2020). 

If the minimum ignition energy is in line with the standard values (0.3 mJ at stoichiometry fig. 13b), 

the evolution of MIE on the lean and rich side are different but in line with the most recent 

measurements. 
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Fig.12 : flame kernel development (4.5% C3H8 in air, 400V, 1 mH) 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

360



 

 

 

 

Fig. 13 : minimum ignition energies for propane air mixtures at ambient conditions (bottom grap^h 

from Randeberg et al., 2007) 

A typical sequence is shown on fig. 14 for a 40% v/v hydrogen-air mixtures. The spark gap is 0.5 

mm. the beahaviour of the flame is similar to that of the propane air mixture. 

The results of the MIE measurements for hydrogen-air mixtures are shown on fig. 15. In fig.15a are 

given the results obtained under exactly the same conditions than for propane-air experiments. In 

these tests the mixture is still. In fig15b, the same measurement obtained with a continuous flow of 

the flammable mixture (0.1 m/s). There is a clear influence of the experimental conditions. It was 

noticed during these tests the extreme sensitivity of the triggering of the spark to the presence of 

humidity. It is believed that when the mixture is still, the water vapor produced by the local burning 

of hydrogen modifies the sparking conditions especially at the easiest burning conditions (40% H2 

v/v) for which the sparks are very tiny. The present results are globally consistent with the literature 

(Ono et al., 2007). 

Randeberg et al. 
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Fig. 14 : flame kernel development (40% H2 in air) 
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Fig. 15 : minimum ignition energies for hydrogen air mixtures at ambient conditions (a-with a still 

mixture and b- with a flowing one) 

5. Conclusions 

In the present document, a new device to measure minimum ignition energies of flammable gases is 

presented. The originality of the system lies in the triggering mechanism of the spark which promotes 

the reproducibility by controlling the losses.  

It is shown that the scattering of the ignition/non ignition point is can be reduced as compared to other 

studies. However, for very low MIEs, like with hydrogen air mixtures, the ignition process seems 

more erratic although the sparks are reproducible. Humidity seems to be a potential explanation. 
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Some general conclusion may be expressed regarding categories of interest and their contribution 

regarding explosion prevention and protection. These elements are based on over 25 years of findings 

regarding Ex regulations through recent revision of ATEX Directive 94/9/CE to 2014/34/EU, 

standardisation development, Ex product testing and participation in various colleges, observing the 

whole market and organisation rules in EU.   

The actual system is mainly driven by regulators and testing body side, the manufacturer impact, 

although officially possible, not balance the other two sides. 

The delicate balance between market and required safety is illustrated through some key points due 

to learnt lessons, such as voluntary ATEX certification system, reaction on state of the art changes, 

certification of specific equipment, potential support from Ex NBs, preferring IEC standard solution 

instead of clearly defined requirements in ATEX directive, practically not equal market surveillance 

in all EU countries and some gaps required to enhance actual 1999/92/CE directive. 

The start of discussion regarding this topic should be helpful mainly for manufacturers and end users 

to reach some practical situations and/or to solve some practical problems. 

 

Keywords: explosion hazards, regulation, best practice, conformity assessment 

Foreword 

The scope and the objective of the ATEX Directive remain unchanged from the previous Directive 

94/9/EC to the new Directive 2014/34/EU, to ensure free movement for the products to which it 

applies in the EU territory. Therefore, the ATEX Directive provides for harmonised requirements and 

procedures to establish compliance for products placed on the EU market for the first time. 

The ATEX Directive carries specific obligations for the person (natural or legal) who makes products 

available on the market and/or puts products into service, be it the manufacturer, its authorised 

representative, the importer or the distributor. The Directive does not regulate the use of equipment 

in a potentially explosive atmosphere which is covered by different EU or national legislation: for 

instance, the ATEX "workplace" Directive 1999/92/EC 

It is the duty of Member States to protect, on their territory, the health and safety of persons, especially 

workers, and, where appropriate, domestic animals and property, especially against the hazards 

resulting from the use of equipment and systems providing protection against potentially explosive 

atmospheres. 

 

1. Introduction 

The ATEX directive, initially as 94/9/CE, later as 2014/34/EU [1] was implemented or into force in 

1 March 1996. Initially, it was used voluntarily (until 2003) to later (from July 1, 2003) become 

obligatory.  

It is important to reminder that this Directive shall apply to the following, hereinafter referred to as 

“products”: 
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(a) equipment intended for use in potentially explosive atmospheres; 

(b) protective systems 

(c) safety devices, controlling devices and regulating devices intended for use outside 

potentially explosive atmospheres but required for or contributing to the safe functioning 

of equipment and protective systems with respect to the risks of explosion;  

(d) components intended to be incorporated into equipment and protective systems. 

During this time some changes took place. 

For example, it turned out that the weight of the device’s certificate is no longer the same as before, 

and that for a significant number of products, products certification is not required at all. If we look 

at the size of explosion hazard zones, we will notice that the largest areas are zones 2 and 22, in which 

certification or, speaking the language of the ATEX directive, the participation of a Notified Body is 

not required. 

Zoning are optimised but also, they are in line with obligations and recommendations due to 

environmental codes and protection of workers from hazards. 

 

Fig. 1. An overview of the size of hazardous areas. Zones 2 and 22 are the largest areas. 

2. Findings 

The flow chart below indicates the conformity assessment procedures for according to ATEX 

directive, we can highlight that a large part of products is assessed without third party certification.  

 

Fig. 2. An overview of ATEX conformity assessment system. 
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In the specific case of category 3 products intended to be used in zones 2 and/or 22, the manufacturer 

may make his own assessment and, on this basis, declare the conformity of the product. Therefore, 

manufacturers had to become proficient in the technical assessment of their products. At the same 

time, recipients of these products have not relinquished their expectations regarding certification, i.e. 

assessment by a third party. Hence the quite large "voluntary ATEX certification" market is already 

important. 

Even if tests are used by manufacturers to demonstrate compliance, they need to respect at least 

principles of requirements regarding quality of tests (e.g. EN 17025) like those observed by testing 

houses. Rarely, manufacturers are fitted with specific tests facilities dealing with required tests linked 

to Ex standards. 

For complex equipment like a fan, often observed as a source of ignition during accidents survey, we 

can highlight several cases for which hazards are delicate to prevent. 

– The fan can be installed in hazardous area and handled air 

– The fan can be installed in hazardous area and handled explosive fluid 

– The fan can be installed in safe area and handled explosive fluid 

In all cases hazards are present even hidden hazard like electrostatic charges. 

In all applications the involvement of Ex agencies should be required to consider requirements of 

harmonized standard like EN 14986. 

3. Actual situation 

To harmonize the interpretation of the directive, an ATEX guide has been developed, which has taken 

on a new shape since the new edition of the directive and makes it easier to understand the provisions 

of the directive. However, it is only a guide and does not constitute a law. Legal requirements, 

including technical ones, are given only in the ATEX directive. 

Although the technical requirements of the ATEX directives do not change (the update of Directive 

94/9 / CE to 2014/34 / EU did not introduce any changes to the technical requirements), the change 

in the current state of knowledge takes place in the standards harmonized with the directive. Standards 

are replaced by newer editions, and withdrawn ones are commented that "the presumption of 

conformity has ceased". This approach imposes on the manufacturer (and notified bodies) the 

obligation to track changes in the list of harmonized standards, fortunately these changes are 

communicated in advance. 

One of the undoubted advantages of the EU approach to conformity assessment is the increased role 

of the instruction manual. The requirements for the instruction are one of the essential requirements 

(EHSR 1.0.6). The buyer of the product agrees to the provisions in the user manual - he must comply 

with its provisions. If any record or requirement of the user manual is unfavourable for the buyer - it 

remains only not to buy this product. 

The compliance assessment system is partially balanced by market surveillance, whose task is to oust 

the dishonest participants from the market, i.e. those who unreasonably declare the appropriate level 

of safety for their products. 

It is worth noting, however, that although market surveillance principles are agreed at EU level, each 

Member State oversees its own market. 

 

4. Actual state of knowledge 

The technical requirements contained in Annex II of the ATEX Directive (EHSR) do not change from 

the very beginning of the Directive. Technical progress, or as the ATEX directive specifies, the 
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current state of knowledge is reflected in technical standards, especially in harmonized standards. Let 

us remind that harmonized standards are standards that were ordered by the European Commission. 

The number of harmonized standards has steadily increased, especially in "new" areas, ie for non-

electrical equipment and protective systems. 

 

Fig. 3. Increase in the number of standards harmonized with the ATEX directive over the years: 

CEN, CENELEC, IEC and ISO standards. 

 

The current (2020) list of harmonized standards contains 124 items [2]. Considering the average 

period of 5 years of review and update of standards, virtually every year a standard (or standards) 

changes. 

A change in the current state of knowledge (change in the standard) entails the need for the 

manufacturer to assess whether the new provisions of the standard relate (i.e. whether they are 

relevant) to the product of its production. 

There is the first discussion point between the manufacturer and NB who took part in the conformity 

assessment (if any). Does every change of the standard require a re-assessment or even acceptance of 

the manufacturer's assessment by NB? 

Since during the EU type examination a "representative specimen" was tested, only the facts need to 

be assessed whether it is still "representative" in relation to the new standard. In addition, the 

standards contain lists of introduced changes with categorization as to whether they are significant 

changes. A skilled manufacturer has the opportunity to assess whether these changes are significant 

in relation to his product. 

The documentation accompanying the EU-type examination certificate obtained from NB is also 

helpful for the manufacturer. 

The manufacturer's own assessment may also be questioned by NB supervising production. Although, 

referring to the content of the ATEX directive, can be found that: 

 

Conformity assessments shall be carried out in a proportionate manner, avoiding 

unnecessary burdens for economic operators. (Article 29, p. 2) 
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And that: 

Where, in the course of the monitoring of conformity following the issue of a certificate, 

a notified body finds that a product no longer complies, it shall require the 

manufacturer…  (Article 29, p. 4) 

 

Moreover: 

The EU-type examination certificate and its annexes shall contain all relevant 

information to allow the conformity of manufactured products with the examined type … 

(Annex III, p. 6) 

 

And finally, what is best for the manufacturer: 

The notified body shall keep itself apprised of any changes in the generally acknowledged 

state of the art which indicate that the approved type may no longer comply with the 

applicable requirements of this Directive, and shall determine whether such changes 

require further investigation. If so, the notified body shall inform the manufacturer 

accordingly. (Annex III, p. 7) 

 

That is, the NB supervises the issued certificate and assesses whether it can still be used, and this is 

not about general supervision, but specific - for each issued certificate. Meanwhile, the generally 

accepted practice is only general informing by NB as a duty that a new edition of a given standard 

has been issued - this requirement is not treated by the ATEX directive cited above. 

In addition, the unit provides all information used to issue the certificate (the costs of which were 

borne by the client) - see § 110 ATEX Guidelines [3] - which greatly facilitates the assessment of 

changes by the manufacturer with the introduction of the new standard. By querying manufacturers, 

it was confirmed that such documentation was not forwarded. NBs hide behind alleged 

confidentiality. To the manufacturer who incurred the costs? 

 

Fig.4. An explanation in the ATEX Guidelines on providing the manufacturer with all information 

(including test results and assessments) that was used to decide  

to issue an EU type-examination certificate. 

The gate is open for debate but it is important reminder, that state of art is mandatory. All stakeholders 

ask for a clarification from EU commission for this issue. To respect the last Ex standard is one of 

the efficient answers. 

 

5. Manufacturer's impact on the organization of the ATEX system  

All interested parties, including manufacturers, governmental bodies (regulators), notified bodies, 

consumer organizations and recipients, standardization organizations participate in the management 

of the ATEX directive. The figure below schematically shows the participants involved in managing 

the directive. 
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Fig.5. Management of the ATEX directive - individual participants 

The ATEX Directive uses early (from the beginning of the 20th century) expert knowledge in the 

construction and testing of explosion-proof electrical equipment. Before the entry into force, these 

devices were tested, evaluated, certified and kept up with changes in the current state of knowledge. 

The introduction of the ATEX directive has expanded the area to include non-electric devices and 

devices for dust atmospheres.  

Experts participating in particular bodies come mainly from notified and certification bodies. They 

participate in the ExNBG group, in the work of the ATEX committee (in support of their government 

delegations), in the work of the working group of the ATEX committee, in standardization work 

(CEN and CENELEC). These experts have specialist and unique knowledge. Most often this is their 

main activity. However, looking from the manufacturer's perspective, the requirements of the ATEX 

directive are one of the many requirements their product must meet. Hence, manufacturers are not 

able to match the level of involvement of experts from NB. 

The system seems unbalanced, the participation of experts from NB is dominant in view of a much 

smaller share of manufacturer representatives. This is particularly adverse for small and medium 

enterprises. 

 

 

 

Fig.6. System imbalance - significantly greater participation  

and influence of experts from notified bodies than manufacturers 
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Small and medium-sized enterprises are also not properly represented in standardization work. The 

costs of such activity in the case of SMEs are significant. If the development of standards based on 

the mutual agreements of CENELEC-IEC and CEN-ISO is beneficial, then the costs of active 

participation in the work when meetings of committees and working groups take place in various 

parts of the world outside the EU are already significant. 

It is important to reminder that manufacturers must follow all procedures to demonstrate compliance. 

As a first reminder, it is also important to apply others directives and regulations if any and industrial 

standards if any before Ex standards. 

As a second fact, it is also important to respect routine tests even to verify periodically through 

internal audit the quality of equipment to put into the market. NB in charge of quality has to share 

responsibilities, they need to be stricter during audit but also during mandatory unexpected audit 

through FAT, Ex plants inspections, etc. 

 

Fig.7. Manufacturer’s risk assessment (Blue Guide [12]) 

 

6. Needs of participants (stakeholders) 

Meetings and discussions with manufacturers allowed to indicate the most important support needs 

in the ATEX directive. The most important are given below. 

A. Examples of EU declaration of conformity 

According to the manufacturers, the ATEX Guidelines could be supplemented with examples of 

compliance declarations for various products. The biggest problems for manufacturers are the 

conformity assessment of assembly, or as defined by the directive for devices built from other devices. 

It is known that the declaration may take the form of a document file and the (final) manufacturer is 

only responsible for his part of the device's safety - he does not have to declare again the conformity 

of the devices used. But what if the final device is partly category 1 and does not create any new 

sources of ignition (potential or effective). An example of such a product may be a mixer in which 

all the devices used (propulsion engine, agitator assembly, other accessories) have their own 

appropriate declarations of conformity and the final manufacturer only assembles these devices in the 

tank, and each device works in the intended use. How to prepare a declaration of compliance and is 

NB participation required? 

The situation is similar in the case of complex protective systems. Even if all parts of this assembly 

are already assessed. They have their declarations of conformity, or even EU type-examination 

certificates and NB control the production process, the function of the system (suppression of the 

arising explosion) appears only after the elements are interconnected. And this system should be 
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evaluated and the manufacturer of this system should be supervised by NB. There is no place for final 

"suppliers" or "assemblers". Either they become manufacturers or act on behalf of the manufacturer. 

B. Equipment user manual 

The assessment of the manufacturer's instructions manual is not part of the EU-type1 . Admittedly, 

some NBs make such an assessment, but such an assessment is outside the scope of the EU-type 

examination. The operating instructions are not part of the agreed documentation. However, if NB 

has assessed such a manual, changes to this manual make it necessary to include changes to the list 

of scheduled documentation. 

Additionally, according to EN 60079-0, a manual should be provided which defines those parts of 

the user instructions which will ensure safe operation related to explosion protection, including 

special conditions of safe use and the requirements of EN 60079-0 for instance. Manufacturers may 

alter their user instructions following issue of the certificate if any provided that the changes do not 

detract from the requirements for safe operation as defined at the time of certification and provided 

that changes can be tracked for verification during audits. Any Specific Conditions of Use or Schedule 

of Limitations cannot be changed 

In addition, as users say, copying solutions from outside the EU does not necessarily contribute to 

improving or maintaining an adequate level of device safety during operation. 

If the manufacturer's reference manual for maintenance contains a reference to EN 60079-17 [4], this 

is not sufficient. The directive explicitly requires that the operating instructions should contain all 

necessary maintenance information. The product and thus the user will not be exposed to any mistakes 

resulting from incorrect classification of the product for inspection according to EN 60079-17. 

Recall: point 1.06 a) of Annex II of the Directive (EHSR) requires: 

All equipment and protective systems must be accompanied by instructions … instructions 

for safe … use, assembling and dismantling, maintenance (servicing and emergency 

repair), installation, adjustment … 

So, the manufacturer should specify what maintenance (scope, when, conditions) are required for the 

device. 

The same applies to the repair (reclamation) of equipment. If the manufacturer refers to the EN 60079-

19 [5] standard in the instruction manual, does it mean that he accepts, for example, repairs that result 

in a lack of conformity (marking R in a triangle)? 

Also, in this case, the recipients expect detailed and approved repair procedures for a given device. 

 

Fig.8. A post-repair device with explicit conformity marking (R in a triangle)  

indicates that a significant change has been made. 

At the end, user will perform an assessment to assess the suitability of modified equipment versus 

zone in view to respect explosion protection document. 

                                                
1 Differences between IECEx conformity assessment system and ATEX system are not part of this paper. 
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Instructions and EU Declaration of conformity shall accompany the equipment. NB in charge of 

quality has to share responsibilities regarding these documents. A part of the audit must be dedicated 

to this issue. 

C. Equipment on the borderline between MD and ATEX 

The mixer described earlier is a good example of a device that not all manufacturers can handle. If 

the manufacturer qualifies that there is a "zone 0" inside the mixer instead of saying that the explosive 

mixture is often or permanently present, does this mean that the user should develop a EPD 

(Explosion Protection Document required by 1999/92/CE directive) even if no hazard zones are 

specified in the workplace of the device? 

This question always raises lively discussion and it may be time to reactivate the Committee on 

Directive 1999/92/CE (ATEX users) [6]. Such a committee could be a forum for presenting the views 

of manufacturers and users. "Non-binding guide ..." [7] also requires refreshing after observations of 

learnt lessons in each European State (e.g. through a survey). 

If the purpose of the ATEX users directive is, among others ensuring the absence of technical barriers 

to the free movement of goods, this approach should be consistent across the EU. 

D. ATEX voluntary certification 

Since zones 2 and 22 are the largest in terms of area, the voluntary certification market for category 

3 equipment is also significant. Users often expect third party confirmation that the products are safe. 

Meanwhile, apart from the reservation issued by ExNBG that notified bodies may issue so-called 

voluntary certificates (however, this decision is questionable from the legal side - NBs decided in the 

area outside the notification) no common certification program was developed. 

This means that each certification body develops its own certification program. This is not an 

advantageous situation, hence a very good position in the field of voluntary certification of the IECEx 

certification scheme, in which CBs act equally. 

Perhaps in this respect (voluntary certification) it would be possible to create in the EU a group of 

auditors and a system of mutual evaluation of CBs, as is the case with IECEx. Currently, NBs are 

assessed at national level using local experts, who, however, most often come from NBs in a given 

country. The effects of NBs activities cover the entire EU, so maybe we should also ensure the same 

level of assessment of the competence of individuals with the use of peer evaluation. 

This proposal or approach can be tested for countries under MRA as first observation. 

E. Distinguishing between modules D and E 

An earlier standard EN 13980 [8] specified which areas are subject to assessment for individual 

modules (D or E). The current EN ISO / IEC 80079-342  [9] standard does not specify this requirement 

- it is precisely specified in the directive. 

The EN ISO/IEC 80079-34 standard is used by manufacturers not only for certified products, but also 

applies to other products (category 3, non-electrical category 2) under voluntary basis. 

So why in the scope of NB's assessment of the production system was copied the overall assessment 

of compliance with this standard from the IECEx certification scheme. NB should operate in a way 

that does not cause unnecessary burdens for the manufacturer. So, the assessment of the production 

system (basically technical) should consider the differences in individual modules. 

Certainly, the scope of the assessment (audit) used by NB, i.e. the overall assessment of compliance 

with the EN ISO/IEC 80079-34 standard affects the time of assessment and thus the cost of the audit. 

                                                
2 The new edition soon published through annex Z indicates clearly links with directive 2014/34/EU 
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Table 1: Comparison of assessment requirements according to module D and Module E. 

The differences are highlighted in colour  

Module D Module E 

The quality system documentation shall … in particular, contain an adequate description of: 

the quality objectives and the organisational structure, responsibilities and powers of the management with regard to 

product quality, 

the corresponding manufacturing, quality control and 

quality assurance techniques, processes and systematic 
actions that will be used, 

- 

the examinations and tests that will be carried out before, 

during and after manufacture, and the frequency with 

which they will be carried out, 

the examinations and tests that will be carried out after 

manufacture, 

the quality records, such as inspection reports and test data, calibration data, qualification reports on the personnel 

concerned, etc., and 

the means of monitoring the achievement of the required 

product quality and the effective operation of the quality 

system. 

the means of monitoring the effective operation of the 

quality system. 

 

F. Market surveillance 

We expect increased market surveillance activity. ATEX products are not sold in stores, most often 

they are made to order. Honest manufacturers expect their efforts to ensure an appropriate level of 

product safety to be a market asset and not offset by cost savings in other manufacturers' production 

costs. 

If statistically it is known what number of devices according to ATEX is assessed in a given country 

over a year, the dishonest manufacturer (if there are any) can estimate the risk of "control". Market 

surveillance has broad powers and has the right to also apply to assessments carried out by NB - it 

can verify the correctness of operations. Active market surveillance is also desired by users. They 

want to be sure that the products they use are properly designed and operated (which they declare in 

EPD). 

According to the data presented in the report [10] in 2014-2016 in 14 EU countries market 

surveillance controlled 739 devices, 35 devices were subjected to laboratory tests. Unfortunately, still 

can be found find countries where the number of checks is 0. 

Due to that national market surveillance offers a distortion of the market. Only coordination at EU 

level and specific national support can secure consumers and confidence on the global market. 

G. Electrostatic hazards 

The scope is well understood by stakeholders, therefore the specific case of ignition due to 

electrostatic charges is always subject of debate. Even when we know that 40% of accidents are linked 

to electrostatic charges. It is really the time to assess all equipment/process able to generate this type 

of ignition. Assessment needs to ask only tests due to the large variety of materials and process 

involved. A first part of the assessment will be performed under tests (e.g. charge transfer) of 

equipment or parts of the equipment, a second part of the assessment through tests (continuity, at 

workplaces described in the explosion protection document. 

H. End user’s role 

Explosion Protection Document is well implemented to describe hazards at workplaces. The health 

and safety of persons will need technical and organizational measures to prevent explosion hazards. 

But all user’s (employer) decision should be based on explosion risk assessment. As answer, training 

of stakeholders is the key element. COMPEX ISMATEX COPCC and other national qualification 

schemes are now recognized as positive contribution. This training is also a part of the Explosion 

Protection Document. Definitions of equipment, installation and maintenance through suitable 

standards EN60079-14 and -17 and national regulations will secure safety at workplaces.  
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7. Summary 

The system of free movement of goods in the EU is guaranteed, among others, by the applicable 

ATEX and ATEX user directives. However, the economic freedoms of manufacturers and users 

should be balanced by market surveillance activity. This supervision could be particularly attentive 

to the attached operating instructions. In the interest of safety, they should be more specific. 

It is desirable to increase the activity of product manufacturers. So far, decisions taken in the 

interpretation of the ATEX directive, the provisions of the ATEX Guidelines, are taken with increased 

influence of experts from notified bodies. 

Small and medium-sized enterprises incur high costs of applying standards. Standards are changing, 

their number is constantly increasing, and their volume also unfortunately translates into increased 

costs for the purchase of standards. If the standards in some sense constitute a source of requirements 

(and e.g. in the case of the CPR Regulation, the CJEU has already issued a relevant judgment [11]) 

then perhaps the standards could be reimbursed to manufacturers in some way. Maybe it would be a 

good idea to read standards for free, e.g. via a specific internet connection. 

As a summary in view to fuel the discussion with the relevant experts.: 

a. The high technical level of assessments carried out by NB should be balanced by the 

activity of market surveillance and greater representation of manufacturers in the ATEX 

directive decision system. 

b. It is expected to reactivate activity (committee) in the field of ATEX user directive 

1999/92/CE. 

c. Interpretative documents (ATEX Guidelines) should contain more guidelines for 

manufacturers and end users. 

d. If ExNBG agrees on how to deal with manufacturers, the latter should influence these 

decisions. 

e. Regular training of stakeholders will enhance dialogue between interested parts and 

safety at work places. 

f. Complex equipment like fans, forklift, blower, gas turbine should be assessed by 3rd 

qualified part or certified, a specific survey made by market surveillance authorities can 

demonstrate the weaknesses of “self-assessment”. 

g. Risks due to electrostatic charges shall be assessed by tests. 
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Abstract 

High pressure air injection is an important method for oil recovery. In this process, due to exist of 

combustible gas and oxygen, the wellbore explosion accident may happen. To solve the problem, the 

optimal method is to control the oxygen concentration in the wellbore. Thus, it needs to investigate 

the limiting oxygen concentration (LOC) of combustible gas at high pressures and temperatures. In 

this study, experiments were carried out to investigate the LOC of combustible gas at pressures from 

1 MPa to 15 MPa and temperatures from 40 °C to 120 °C. The influence of pressure and temperature 

on LOC was analyzed. The results showed that the LOC of combustible gas declines a lot as the initial 

pressure and temperature increases. At 15 MPa and 120 °C, the LOC drops up to 8.21%. The 

empirical formulas were also proposed to calculate the LOC at different conditions. Based on the 

present results, the standard for controlling the oxygen concentration in the wellbore was confirmed. 

As a result, the allowable oxygen concentration in the wellbore at different conditions can be 

determined. Therefore, the results of this study can help to avoid the wellbore explosion and ensure 

safety during air injection process.   

Keywords: air injection, wellbore explosion, high pressure, limiting oxygen concentration 

1 Introduction 

Energy consumption is still growing in the worldwide. According to the International Energy 

Outlook 2018 (EIA, 2018), the total world energy consumption in 2017 is approximately 578 

quadrillion Btu and is predicted to increase to approximately 726 quadrillion Btu in 2040. Also, the 

demand for oil is consistently higher than that of other type of energy. In view of the huge demand 

for oil, it is important to exploit existing reservoirs more reasonably (Hashemi et al., 2014). For the 

low permeability reservoirs, air injection technology is a convenient and efficient tertiary oil recovery 

method (Ruiz and Babadagli, 2016). In air injection process, nitrogen has a displacement effect on 

crude oil, and oxygen can react with crude oil to release a certain amount of heat, thus improving the 

fluidity of crude oil and improving the oil recovery (Montes et al., 2010). Compared to other oil 

recovery technologies, air injection is easier to operate and lower in cost. Most importantly, air 

injection can produce crude oil which is not suitable by water flooding and other oil recovery methods. 

However, air injection technology also has its drawbacks. During air injection process, the light 

hydrocarbons in the crude oil vaporize and form an explosive mixture with air in the wellbore, which 

is in danger of explosion. There have been several explosion accidents in different oilfields in China, 

resulting in casualties and economic losses (Huang et al., 2014).  

At present, in order to avoid wellbore explosion accident and ensure safety of air injection process, 

there are two commonly used methods in oil recovery technology. One is to inject oxygen-reduced 

air, by reducing the proportion of oxygen in air and increasing the proportion of nitrogen, so as to 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

377



 

inhibit the combustion or explosion of combustible gases (Liao et al., 2018). The other is air injection, 

such as low temperature oxidation (LTO) and in-situ combustion (ISC). In these processes, the gas 

composition in wellbore is regularly monitored. When the oxygen concentration is too high, inert gas 

such as nitrogen is injected into the wellbore, thus reducing the oxygen concentration. If the oxygen 

concentration is lower than LOC, explosion accident will not occur. However, in these processes, due 

to the lack of a clear understanding of the LOC of combustible gas at high temperature and pressure 

in reservoir conditions, the amount of nitrogen in oxygen-reduced air and nitrogen injected into the 

wellbore is not clear. If the amount of nitrogen is too little, it may bring about explosion risk. If the 

injection volume of nitrogen is too large, the production cost will be increased. Therefore, it is 

necessary to study the LOC of combustible gas at reservoir conditions.  

In some oil reservoirs, the temperature can reach 100 °C and the pressure can reach 15 MPa (Wang 

et al., 2018). Obviously, the temperature and pressure at reservoir conditions are much higher than 

atmospheric pressure and ambient temperature. Most previous studies (Kondo et al., 2006; Addai et 

al., 2019) focused on the explosion characteristics of combustible gas at normal pressure and 

temperature. Razus et al. (2006) proposed a simple method to calculate LOC of fuel-air-inert mixtures 

at elevated temperatures and ambient pressure. In their study, based on the values of LFL and the 

calculated adiabatic flame temperature (CAFL) at LFL, the CAFL at LOC can be derived through a 

linear relationship. Thus, the LOC can be estimated by the value of CAFL. The results showed that 

the relative errors are within 5% and 10% in comparison to experimentally measured values. Schoor 

et al. (2009) experimentally investigated LOC of H2/CO mixtures at atmospheric pressure and initial 

temperatures up to 200 °C through a cylindrical tube. It is found that the experimental results are 

higher than values calculated through LFL. Due to insufficient experimental temperature conditions, 

the dependence of LOC on temperature is not derived. To safely use oxygen in the pharmaceutical 

industry, Osterberg et al. (2014) determined LOCs of nine organic solvents with initial pressures up 

to 2 MPa. It is found that the LOC decreases with the increase of pressure. As the LOCs were 

determined at only two pressures in their study, the relationship between LOC and pressure is unclear. 

In summary, previous studies mainly focused on the calculation and determination of LOC at normal 

pressure and ambient temperature. The data on LOC at elevated pressure and temperature is limited. 

The dependence of LOC on pressure and temperature is unsettled. Therefore, it is indispensable to 

explore LOC of combustible gas at elevated pressures and temperatures.  

In this study, an experimental apparatus was used to test the LOC of combustible gas at high 

pressures and high temperatures. By sampling and analyzing the gas in the wellbore at the oil 

production site, a mixture of certain components was selected. The LOC at different temperatures 

and pressures was studied experimentally. The dependence of LOC on pressure and temperature was 

determined. The results can help better understanding LOC of combustible gas at different conditions, 

and provide technical guidance for control of oxygen concentration in air injection process.  

2 Theoretical calculation of LOC at normal pressure and ambient temperature 

The data plotted in Table 1 gives the results of the measured components of combustible gas in 

wellbore. As shown in Table 1, the components of the combustible gas detected from the oil recovery 

site are mainly methane and ethane. The proportion of propane and the other alkanes is very little. 

Therefore, the combustible mixture used in this study consists of 97.9% of methane and 2.1% of 

ethane. 
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Table 1: Measured composition of natural gas in wellbore. 

Gas component percent by volume / % 

Methane 96.26 

Ethane 2.06 

Propane 0.42 

iso-Butane 0.31 

n-Butane 0.45 

iso-Pentane 0.17 

n-Pentane 0.16 

Hexane 0.14 

Heptane 0.03 

 

  Basiclly, there are two methods for the calculation of LOC at normal pressure and ambient 

temperature. The first is the triangular method. In this method, the lower flammability limit (LFL) 

and upper flammability limit (UFL) of combustible mixture in air and oxygen should be determined.  

The calculation of the flammability limit of the mixture at normal temperature and pressure is based 

on the Le Chatelier formula (Wierzba and Wang, 2006), with an UFL of 15.01% and a LFL of 4.93%. 

The UFL of mixture in pure oxygen is 61.10% and the LFL is 4.93%. Then, the LOC of the mixture 

was calculated by the triangular diagram method.  

   As shown in Fig. 1, vertices F, O and N of the equilateral triangle denote combustible gas, oxygen, 

and nitrogen, respectively. Take 21% length of the NO side to mark point A, then FA means air. The 

flammability limits X1 and X2 of the combustible mixture in air are drawn on the air line FA. The 

flammability limits X11 and X22 of the combustible mixture in pure oxygen are drawn on the oxygen 

line FO. The extension line of X1X11 and X2X22 intersects at point C. Draw a line over point C parallel 

to FN and intersect with ON at point S. Then, the length of SN is the LOC. It can be seen that the 

LOC of the mixture is 12.30% at normal pressure and ambient temperature.  

 

F

O A

X22

X2

X11
X1

S

C

N
12.30  

Fig. 1. The calculating results of LOC by the triangular diagram method.  
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  The second one is stoichiometric method. When the combustible gas reacts completely with oxygen, 

the reaction equation is as follows, 

2 2 2C H + + O CO + H O
4 2

n m

m m
n n
      
   

 (1) 

where n and m represent the number of carbon atoms and hydrogen atoms, respectively. The oxygen 

concentration corresponding to the LFL of combustible gas is the LOC of combustible gas, which is 

given by equation (2).  

a=
4

m
LOC LFL n

  
 

 (2) 

  with LFLa the LFL of combustible mixture in air.  

The volume fraction of each gas in the multicomponent mixed gas is equal to its mole fraction, so 

the mixed gas can be approximately regarded as a single gas containing C and H. For combustible 

gas used in this study,  

n= (97.9+2×2.1)/100=1.02 

m= (4×97.9+6×2.1)/100=4.04 

As a result, the LOC of combustible gas can be calculated as follows,  

a= =10.01%
4

m
LOC LFL n

  
 

 

  It is clear that there is a visible difference between results of two methods. The triangular diagram 

method is based upon the experimental results of previous studies. And the Le Chatelier formula is 

substantiated to be satisfactory for the calculation of flammability limits of combustible mixtures at 

ambient pressure. While the stoichiometric method based on the assumption that the LOC lies on the 

intersection of the LFL branch and the stoichiometric line. This assumption may cause the difference. 

As reported by Schoor et al. (2007) the stoichiometric method may underestimate LOC compared to 

the experimental results. Thus, the LOC obtained through the triangular diagram method is closer to 

the real value.  

3 Experimental section 

3.1 Experimental Apparatus 

  A schematic of the LOC test system is presented in Fig. 2. The system consists of high pressure 

reactor, ignition system, gas injection system, data acquisition system, safety protection system and 

so on.  
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Fig. 2. Schematic of the LOC test system. 

   The reactor has a design pressure of 100 MPa and a volume of about 1 L. As recommended by 

ASTM E918 standard (2011), the vessel with a minimum volume of 1 L can be used for determining 

the flammability limits at elevated pressure and temperature. Besides, the reactor can be heated to 

350 ℃ with a split heating mantle. There are two electrodes in the middle of the reactor to connect 

the electric ignitor. In addition, a pressure sensor and thermocouple are connected to the top of the 

reactor to detect the pressure and temperature inside the reactor.  

   The ignition system consists of the electric ignitor, ignition wire and trigger. The trigger sends a 

current signal to the electric ignitor through the ignition wire. Then the electric wire fuses to release 

heat and ignite chemical igniter.  

   Gas injection system is divided into air injection system, combustible gas injection system and 

nitrogen injection system. In air injection system, air is compressed to the air tank by air compressor. 

When the pressure in the air tank reaches 0.6 MPa, the drive valve is opened and the booster pump 

starts to work. Then, air in the high pressure air bottle is injected into the high pressure tank and the 

pressure can reach 60 MPa. When the valve of the high pressure tank is opened, air is injected into 

the reactor. In natural gas injection system, the volume of natural gas injected into the reactor is 

controlled by a mass flow meter. Nitrogen is directly injected into the reactor from a compressed 

nitrogen bottle.  

   The data acquisition system consists of thermocouple, pressure sensor, and computer, which can 

record the change of temperature and pressure in the reactor in real time. 

   The safety protection system realizes the safety protection of the system through a pressure gauge 

and a relief valve. When the pressure inside the reactor reaches the pressure value set by the pressure 

gauge, the pressure gauge will control the heating mantle to stop heating. The pressure is 

automatically released when the pressure reaches the upper pressure limit of the relief valve. The 

security of the system is ensured by double protection.  

3.2 Experimental Conditions  
  The temperature of the target reservoir is 100 °C and the pressure is 15 MPa. Therefore, the 

experimental conditions selected in this study are a temperature range from 40 ℃ to 120 ℃ (40 ℃, 

60 ℃, 80 ℃, 100 ℃, 120 ℃) and pressure range from 1 MPa to 15 MPa (1 MPa, 2 MPa, 5 MPa, 10 

MPa, 15 MPa).  
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3.3 Experimental Method 

   During the experiment, the electrodes on the side of the reactor were firstly opened to install the 

electric ignitor. Secondly, air was filled into the reactor at a certain pressure and all the valves were 

closed to test the airtightness of the whole system. After air tightness was confirmed, intake valve 

and exhaust valve were opened to clean the whole circuit with dry air. Then, the intake valve and 

exhaust valve were closed and the air compressors were started for gas injection. Nitrogen and 

combustible gas were injected into the reactor according to the partial pressure method, and then air 

was replenished to the reactor, until the pressure of the reactor reached the required value, the intake 

valve was closed. After half an hour, the mixture was well mixed and then ignited. Whether the 

explosion occurs or not was judged according to the change of temperature and pressure in the reactor, 

and the data were recorded automatically in a computer.  

4 Results and Discussion 

4.1 Flammability Criterion 

   Generally, in a tube experiment, a visual criterion is used to see whether the flame propagates a 

certain distance from the ignition position or not, as mentioned in the ASTM E681 standard (2015). 

While in a closed experimental vessel, the flame is invisible, a 7% pressure rise criterion is used, as 

mentioned in the ASTM E2079 standard (2013). However, as early as 2000, Smedt et al. (2000) 

compared the results between a visual criterion of flame detachment and a 7% pressure rise criterion. 

It was found that visual criterion gave wider limits. Accordingly, they concluded that a 7% pressure 

rise is too high and recommended the use of a 2 % pressure rise criterion to bring the results of both 

methods in closer agreement. Similarly, Heinonen et al. (1994) compared the explosion pressure with 

the flame propagation criterion based on the ASTM E681 standard (2015). The results showed that 

the explosion pressure lies in the range of 0.5-2% of the initial pressure. Therefore, a 7% pressure 

rise is unsuitable for determination of ignition in closed experimental vessel, especially at high initial 

pressures. In the study of Vanderstraeten et al. (1997), the UFL of methane was determined with 

initial pressures up to 5.5 MPa. A temperature increase of 2 °C or a 1% pressure rise was used as 

flammability criterion. In this study, a pressure rise was used to judge whether the explosion occurred 

or not, and the temperature rise was also used to judge comprehensively. Because the electric igniter 

was used in this experiment, the pressure rise and temperature rise caused by the combustion of the 

electric igniter were firstly determined. The tests were carried out both in air and pure natural gas. 

The results showed that the pressure rise produced by electric igniter was not more than 0.05 MPa. 

The temperature rise was less than 5 °C in most situations. Therefore, the value of pressure rise greater 

than 0.05 MPa was taken as the criterion of ignition.  

4.2 Test results of LOC 

   As shown in ASTM E2079 standard (2013), the LOC of hydrogen was tested by varying 

concentration of hydrogen and added nitrogen in the hydrogen-air-nitrogen system. The LOC is 

derived as the average value of the lowest oxygen concentration for which ignition occurs and the 

highest oxygen concentration for which ignition is impossible.  

In this study, similar method was used. During the experiment, the LOC was tested by gradually 

changing the concentration of combustible gas and nitrogen. Table 2 gives the experimental results 

of LOC at 1 MPa and 40 °C. As can be seen from Table 2, when the concentration of fuel is 4.9% 

(LFL), with the increasing addition of nitrogen, the concentration of oxygen decreases gradually, but 
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the mixture is still flammable. It means that the LFL will not be increased when the concentration of 

added nitrogen is between 10% and 35% at 1 MPa, 40 °C. When the amount of added nitrogen 

increases to 40%, the mixture cannot be ignited. Then the added nitrogen concentration remains at 

40%, slightly increasing the fuel concentration to 5.3% and 5.7%, and the mixture became 

combustible. This phenomenon shows that when the amount of added nitrogen reaches 40%, the LFL 

increases. Then the concentration of natural gas stays at 5.7%, as the concentration of nitrogen 

increased to 49%, the mixture becomes nonflammable again. Next increase the fuel concentration, it 

is found that the mixture can be ignited only if the natural gas concentration is 5.8% and the added 

nitrogen concentration is 48%. Therefore, it can be determined that the LOC of natural gas at 1 MPa 

and 40 °C is 9.69%.   

Table 2: Experimental results of LOC at 1 MPa and 40 °C. 

Test 

No. 

Added 

N2 /% 

Fuel 

/% 

Oxygen 

/% 

Flammabl

e 

Tes

t 

No

. 

Adde

d N2 

/% 

Fuel 

/% 

Oxygen 

/% 

Flammabl

e 

1 10 4.9 17.87 Yes 11 48 5.7 9.72 Yes 

2 15 4.9 16.82 Yes 12 49 5.7 9.51 No 

3 20 4.9 15.77 Yes 13 49 6.1 9.43 No 

4 25 4.9 14.72 Yes 14 48 6.1 9.64 No 

5 30 4.9 13.67 Yes 15 49 5.8 9.49 No 

6 35 4.9 12.62 Yes 16 48 6.5 9.56 No 

7 40 4.9 11.57 No 17 48 6.2 9.62 No 

8 40 5.3 11.49 Yes 18 48 5.8 9.70 Yes 

9 40 5.7 11.40 Yes 19 48 5.9 9.68 No 

10 45 5.7 10.35 Yes      

The test results of 1 MPa and 40 °C is clearly plotted in Fig. 3. The red triangle symbols represent 

flammable situations, while the blue circle symbols represent nonflammable situations. As shown in 

Fig. 3, ignition does not occur below the LOC line. This is consistent with the definition of LOC, the 

minimum oxygen concentration that supports combustion.  
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Fig.3. Experimental results of LOC at 1 MPa and 40 °C. 

   The LOCs at other conditions can be measured using the same method, as shown in Table 3. It is 

obvious that the LOC decreases with the increase of temperature or pressure. The LOC decreases 

from 9.69% of 1 MPa and 40 °C to 8.21% of 15 MPa and 120 °C. As calculated by the triangular 

diagram method, the LOC of combustible mixture is 12.30% at normal pressure and ambient 

temperature. Besides, as summarized by Kuchta (1985), the LOC of methane determined through a 

tube experiment is 12% at normal pressure and ambient temperature. Both values of LOC are much 

higher than that measured at elevated pressures and temperatures. This indicates that the explosion 

risk of combustible mixture increases under high temperature and high pressure. Therefore, during 

air injection EOR process, more nitrogen should be injected into the wellbore to make the oxygen 

concentration of the mixture lower than the LOC.  

Table 3: Experimental results of LOCs at all conditions in this study. 

Pressure / 

MPa 

LOC at different temperatures / % 

40 °C 60 °C 80 °C 100 °C 120 °C 

1  9.69 9.47 9.19 8.93 8.64 

2  9.45 9.22 8.98 8.75 8.51 

5  9.15 8.96 8.79 8.60 8.40 

10  8.93 8.76 8.60 8.44 8.27 

15  8.78 8.64 8.49 8.35 8.21 

  

4.3 Effect of pressure and temperature on LOC  
  To calculate the LOC more precisely at high pressures and temperatures, the relationship between 

the LOC and initial pressures and temperatures were fitted based on the experimental results. The 
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traces of LOC as a function of pressure are shown in Fig. 4 for different initial temperatures. The 

fitting curves are also presented in Fig. 4, which can well describe the relationship between LOC and 

initial pressure. It can be found that the LOC is exponentially dependent on initial pressure. The 

corresponding equation is shown below, 

                        𝐿𝑂𝐶𝑃 = 𝑎 + 𝑏𝑒𝑥𝑝(−𝑃/𝑐)                     (3) 

where LOCP is LOC of combustible gas at different initial pressures, P is initial pressure, a, b and c 

are coefficients that vary with temperature. The specific values of coefficients are given in Table 4. 
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Fig. 4. The traces of LOC as a function of pressure at different temperatures. 

Table 4: The specific values of coefficients. 

Temperature/ °C a b c R2 

40 8.75651 1.11587 4.77905 0.99 

60 8.63472 1.01801 4.23355 0.99 

80 8.46470 0.84513 5.00346 0.99 

100 8.32923 0.69727 4.99988 0.98 

120 8.18780 0.52312 5.18077 0.99 

 

   Similarly, the traces of LOC as a function of temperature at different initial pressures were presented 

in Fig. 5. It is clear that with the increase of initial temperature, the LOC decreases. For example, 

when the pressure is 1 MPa, the LOC drops from 9.69% at 40 °C to 8.64% at 120 °C. Besides, the 

fitting curve of LOC as a function of initial temperature was also plotted in Fig. 6. It was found that 

the LOC is linearly dependent on initial temperature. With the increase of initial pressure, the absolute 

value of the slope of the curve gradually declines. At 1 MPa, the difference of LOC between 40 °C 
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and 120 °C is 1.05%, and this difference drops to 0.57% at 15 MPa. It means that the influence of 

temperature and pressure on the LOC is interactional. With the increase of pressure, the effect of 

temperature on the LOC decreases slightly. The LOC as a function of initial temperature was fitted 

into the following equation, 

                           𝐿𝑂𝐶𝑇 = 𝑑 + 𝑒𝑇                          (4) 

where LOCT is LOC of combustible gas at different initial temperatures, T is initial temperature, d 

and e are coefficients that vary with pressure. The specific values of coefficients are given in Table 

5. 
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Fig. 5. The traces of LOC as a function of temperature at different pressures. 

Table 5: The specific values of coefficients. 

Pressure/ MPa d e R2 

1 10.250 -0.01330 0.99 

2 9.922 -0.01175 0.99 

5 9.524 -0.00930 0.99 

10 9.256 -0.00820 0.99 

15 9.066 -0.00715 0.99 

4.4 Prevention of wellbore explosion 

  On the grounds that the conditions in the wellbore is really complex, explosion may happen in an 

inadvertent way. To avoid the explosion accident, the oxygen concentration in wellbore should be 

controlled in a low level. There are two methods to achieve this purpose. The first one is to reduce 

the oxygen concentration in air before injected into the wellbore. The second one is to monitor the 

oxygen concentration in wellbore and inject nitrogen if the oxygen concentration is in a too high level. 
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In order to ensure safety and cut down cost, the oxygen concentration should be controlled based on 

the experimental results of this study.  

The oxygen concentration in the wellbore can be checked on a regular schedule.  According to the 

standard NFPA 69 (2014), if the oxygen concentration is not continuously monitored, the following 

measures should be taken. For the situation where the LOC is higher than or equal to 7.5%, a safety 

margin of at least 4.5% below the LOC should be maintained. While the LOC is lower than 7.5%, the 

oxygen concentration should be controlled no more than 40% of the LOC. In this study, for the 

combustible mixture in which methane is the majority, the lowest LOC is 8.21% at 15 MPa and 

120 °C. As mentioned above, the oxygen concentration in the wellbore needs to be restricted at least 

4.5% below the LOC. For example, when the pressure is 15 MPa and temperature is 120 °C, the 

oxygen concentration should be controlled below 3.71%. As a result, the wellbore explosion accident 

can be avoided in air injection process for oil recovery. For conditions that not mentioned in this study 

but within the range of this study, the LOC can be approximately estimated through the equations (3) 

and (4).  

5 Conclusion 

   In this study, the experiments on LOC of combustible mixture with 97.9% of methane and 2.1% of 

ethane were carried out. The effects of pressure (1 MPa-15 MPa) and temperature (40 °C-120 °C) on 

LOC were investigated. The main conclusions are drawn as follows. 

   1) The LOC of combustible gas is significantly influenced by both pressure and temperature. With 

the increase of initial pressure or temperature, the LOC declines. The LOCs at elevated pressures and 

temperatures are much lower than atmospheric pressure and room temperature. 

   2) The LOC has an exponential dependence with initial pressure. When the pressure increases, its 

effect on LOC gradually becomes weaker. While the LOC is linearly dependent on initial temperature. 

As the pressure rises, the effect of temperature on LOC slightly decreases. 

   3) Based on the experimental results, the oxygen concentration in the wellbore should be controlled 

at least 4.5% below the LOC. It can provide technical basis for safety control in air injection process 

for enhancing oil recovery.   
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Abstract

Deposits which form during the pneumatic transport of particles are a frequent source of explosions

in industrial facilities. Thus, to contribute to the operational safety of industrial plants, we explore

the deposit formation of powder flows with our new experimental test-rig. To this end, the parti-

cle flow was analyzed optically using a square-shaped transparent pipe as a measuring section. We

characterized the deposit pattern and quantified the fraction of particles that deposit depending on the

flow conditions. The parameters under consideration included the flow Reynolds number, the powder

loading, the duct material, and the ambient conditions (temperature, humidity). More specifically, we

investigated the transport of polydisperse PMMA particles through pipes made of PMMA and PC.

Keywords: pneumatic conveying, deposits, electrostatics, particle-laden flow, experiment

1 Introduction

When powders are conveyed pneumatically through pipes or ducts, they form deposit layers on com-

ponent surfaces. These deposits are a frequent source of explosions in industrial particle flow facil-

ities (Eckhoff, 2003). For example, if the powder is charged by triboelectric effects, a deposit rep-

resents a local accumulation of electrostatic energy, which may lead to hazardous spark discharges.

Also, an external heat source such as welding at the outside of the pipe may initiate the deposit to

smolder. Moreover, it was recently observed that deposited dust in an enclosed pipeline can trigger a

reverse explosion (Song and Zhang, 2019) and the re-entrainment of deposited particles can cause sec-

ondary explosions (Eckhoff, 2003). Also, particle deposition along the transporting pipeline causes a

reduced cross-sectional area and blockage which might lead to a reduced operation efficiency (Klinz-

ing, 1981, 2018). Thus, an increased understanding of the physical mechanisms involved in particle

deposition will help to design safe and efficient particle transport systems.

In dilute flow pneumatic conveying, which is the focus of the present study, particles are known to

adopt preferential positions due to the inhomogeneity of the flow inside the pipe (Eaton and Fessler,

1994) and electrostatic forces (Grosshans, 2018, 2020). The particle concentration becomes even

more complicated when the conveying line is of a non-cylindrical shape, such as a square or rectan-

gular duct (Noorani et al., 2016). Further, pneumatic transport is known to generate high charge due to

severe particle-wall collisions (Bailey, 1984, Grosshans and Papalexandris, 2017, 2016b,a,c). Those

issues make a seemingly simple process highly convoluted since a wide range of factors influences

particle motion, dispersion, preferential concentration, and subsequent deposition.

Particle deposition from turbulent flow in non-cylindrical enclosures has been widely studied, both

by means of numerical simulation (Wang et al., 2019, Yao and Fairweather, 2011, Winkler et al.,

2006, Klahn and Grosshans, 2020, 2019) and experimental investigation (Sippola and Nazaroff, 2004,

Kaftori et al., 1995, Matsusaka et al., 1998). Wang et al. (2019), as well as Yao and Fairweather

(2011), used large eddy simulation (LES) combined with a Lagrangian approach of one-way cou-

pling to simulate deposition at almost the same range of particle sizes (50 µm–500 µm) and Reynolds

numbers (10 000-250 000). They found that particles have preferential deposition locations depending

on size and Reynolds number, either in the center or in the corner of the duct. Sippola and Nazaroff

(2004) experimentally measured small particle deposition (1 µm–16 µm) at relatively low air veloc-
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ities (2.2 m/s–8.8 m/s) in a steel ventilation and an insulated duct. They pointed out the deposition

rate increases due to surface roughness. The experimental work of Kaftori et al. (1995) using water as

conveying fluid and particles ranging from 100 µm–900 µm revealed a relation of the particle motion

and, thus, deposition with near-wall coherent vortices.

Despite its obvious importance, the detailed mechanism of deposit formation remains unknown such

as which forces mainly contribute and where the deposit tends to form. This can be attributed to

the complex interaction of the fluid mechanics, particle dynamics, and various adhesive forces acting

on the particles. Consequently, the main objective of the present study is to design, based on our

experience with a previous facility (Schwindt et al., 2017) a new experimental test-rig to investigate

particle deposition in a square duct. The presented experimental facility was designed with the aim to

maximize consistency with our complimentary numerical simulations (Grosshans, 2018, Grosshans

et al., 2019). Then, the influence of the Reynolds number, particle mass flow rate, and relative air

humidity (RH) and temperature was investigated. In this experiment, first particles and a duct of the

same material (PMMA) were used to minimize the triboelectric charging effect which might influence

deposition. Subsequently, in the second part of the study, a measurement is conducted to investigate

the influence of particle deposition due to triboelectric charging by using a different duct material

(PC).

2 Experimental set-up

The schematics of the new experimental setup at Physikalisch-Technische Bundesanstalt (PTB) Braun-

schweig, Germany, is depicted in Fig. 1. It consists of an air blower (Moro MHR 452) equipped with

a frequency converter (Danfoss FC 51) that is connected to a square duct (PMMA ID:45 mm or PC

ID: 46 mm) of a length of 1.8 m. At the end of the duct, a pitot tube anemometer (PCE-HVAC 2) is

placed to measure the mean bulk air velocity using the duct traversing technique (Log-Tchebychef).

Point P in the schemata represents an airflow measuring point. Particles are fed into the duct via a

vibratory feeder (Retsch DR100) and transported to the bin where the particle mass leaving the duct

is weighed and recorded every 60 seconds. Thus, the particle mass fraction deposited in the duct can

be calculated as

deposition fraction =

ṁin − ṁout

ṁin

. (1)

In the above equations ṁin/out are the particle mass flow rate input and output in kg/hr.

We used the same PMMA particles provided by KFG GmbH Biebesheim which were already used

in previous work (Schwindt et al., 2017). The particle size distribution is plotted in Fig. 2 The ex-

periments were not conducted in the climate chamber, thus, the day-to-day temperature and RH were

always carefully considered and recorded.

y

x

Fig. 1: Schematic diagram of the new experimental setup.

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

390



Fig. 2: Distribution of the volumetric frequency of the PMMA powder XP 200, reprinted from

Schwindt et al. (2017).

3 Results and discussion

3.1 Characterization of the airflow

Since a pitot tube can only measure the velocity at one particular point, a method to observe the

velocity distribution and, thus, the average flow velocity is needed. To this end, we used the pitot-

static traverse technique (Cheong, 2001) as proposed by ISO standard 3966. According to the Log-

Tchebychef method the duct is divided into several small squares and the velocity in each corner of the

small square is measured. In order to get a good average velocity, a minimum of 25 measurements is

required. For a duct of a height less than 30 inches (76.2 cm), 5 traversal lines are required. Peszýnski

et al. (2018) compared this method to the numerical integration curve resulting in a 2.2% difference.

The profile of the flow in the PMMA duct is plotted in Fig. 3(a) and in the PC duct in Fig. 3 (b).

This air velocity measurement is taken at the end of the duct located at 1.8 m from the air inlet point

respectively 1.5 m from the particle feeding point (see the experimental sketch) and expressed in

terms of the time-averaged velocity. The measured streamwise air velocity, ux, and the distance from
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Fig. 3: Air velocity profiles at three different cross-sections inside the (a) PMMA duct at Re = 12705

and inside the (b) PC duct at Re = 25945.
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the wall, y and z, are normalized using the mean bulk velocity, um, and the inner height of the duct,

H, respectively. Thus, Re is given by

Re =
H um

ν

, (2)

where ν is kinematic viscosity.

3.2 Influence of the environmental conditions on the deposition velocity

An important quantity in the following analysis is the deposition velocity which represents the mini-

mum conveying air velocity required to transport particles without settling or forming any stationary

or resting deposition layer. This quantity indicates the operation range of a specific conveying system.

In our experiments, we defined the depoision velocity as the velocity at which particles halt within

the first minute of the transport process and form a deposition layer at the bottom of the duct. We

observed that at an air velocity close to this point, the flow appears to be unstable which manifests by

the intermittent appearance of particle clusters. As the air velocity is further reduced, particles start

to settle and form a deposition layer.

It is well known that air RH and temperature may affect particle deposition (Han et al., 2011, He and

Ahmadi, 1998). Thus, we first examine the influence of RH and temperature on the deposition velocity

and fraction. Experiments are initially performed to capture the general behavior. For that purpose, a

constant particle flow rate of 3 kg/hr was adjusted. Three different RHs (31%, 49%, and 59%) were

tested while the room temperature was 18 ◦C–23 ◦C. The results shown in Fig. 4(a) indicate that for

our coarse polydisperse particles the RH is not of significant influence on the deposition velocity. Only

a slight increase of the deposition velocity occurs as air RH increases drastically causing a comparable

deposition fraction. To examine the temperature effect tests were performed at three temperatures

(18◦C, 20◦C, and 23◦C) at fixed RH (31%) using the PMMA duct. The constant deposition velocity

plotted in Fig. 4(b) indicates a negligible effect of the temperature at least for relatively large particles.

He and Ahmadi (1998) confirmed that the temperature predominantly influences particle transport

and deposition in turbulent flow when the particles are rather small, namely less than 0.1 µm (1 µm

according to Han et al. (2011)). Therefore, the effect of temperature will not be considered for the

entire discussion of the present work.
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Fig. 4: Influence of the air (a) RH and (b) temperature on the deposition velocity of polydisperse

particles.

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

392



3.3 Influence of Re and the particle mass flow rate on particle deposition

For polydisperse particles, we measured the instantaneous particle deposition fraction for different

flow Re numbers keeping the particle flow rate constant during each experiment while varying the

flow rate in different experiments between 3 kg/hr and 24 kg/hr. Thus, a dilute conveying phase is

present. Each test was performed for 20 min using the PMMA duct and RH ranging between 30%

and 36%.

The results presented in Fig. 5 show that by reducing Re more particles settle at the pipe bottom and

the deposition process occurs faster. Thus, a layered bed is created which at a certain time will block

the cross-sectional area of the duct and prevent the particles to flow. As mentioned above, close to the

deposition velocity the flow is highly unstable. This process is optically clearly observable at higher

particle flow rates where the particles are no longer homogeneously distributed, but rather resemble

particle clusters sliding at the bottom of the pipe.

Finally, the resulting deposition velocity for all experiments in both a PC and PMMA duct are sum-

marized in Fig. 5(d). As expected, the deposition velocity increases with increasing particle flow rate.

In essence, the more particles are present in the conveying air, the higher the required air velocity to

keep the particle in suspension.
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Fig. 5: Particle deposition for different flow Reynolds numbers as a function of time for a particle

mass flow rate of (a) 3 kg/hr, (b) 12 kg/hr, and (c) 18 kg/hr. In (d) the deposition velocity based on a

conveying duration of 1 min is summarized.
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Moreover, the usage of transparent ducts enables us to ascertain that particles that do not have enough

inertia to propagate to the discharge point halt once they hit the bottom wall of the duct. The following

particles then hit these initially settling particles and join together resulting in a lengthwise monolayer

deposit bed. Thus, the initial settling particle acts seed-like as an initial point where the deposit starts

to grow. Meanwhile, the particles above the bed are still transported in the dilute phase. As the deposit

bed increases its length towards the feeding point, the following particles no longer hit the bottom of

the pipe, but the deposit layer. These particle collisions decrease the particle velocity. Thus, they are

no longer in suspension, rather rolling above the deposit bed and slowly adding up the bed height into

a multilayer deposit until it is sufficient to completely block the duct.

As can be seen in Fig. 5(a), the deposition velocity of polydisperse particle fed at a rate of 3 kg/hr

is 5.0 m/s (Re = 14769). However, deposition is also observed at 5.6 m/s (Re = 16521) related to

a different mechanism. Before 5 min deposition forms and afterward the particles start to drop out

of suspension and generate a tail pattern of monolayer deposit at the center part of the bottom duct.

The following particles hit these deposited particles; however, they do not join together as with the

lower Re. We could observe that the airborne particles swept away the particles in the deposit and

took instead their place. Thus, an equilibrium of deposited and resuspended particles is created and,

in sum, the amount of deposit is constant. This type of equilibrium behavior was reported by other

authors before (Adhiwidjaja et al., 2000, Matsusaka et al., 1998).

3.4 Deposition shape and location

In Fig. 6 typical deposit patterns for two different Reynolds numbers are presented. Therein, the left

picture relate to a flow slightly above the respective deposition velocity and the right one slightly

below. As can be seen, the particles tend to deposit at the center of the duct.

This is likely related to fluid mechanical phenomena: it is known that the concentration of parti-

cles in a wall-bounded flow is inhomogeneous due to the turbophoretic drift under the influence of

near-wall coherent turbulent structures. Also, the squared-shaped duct under consideration has two

inhomogeneous directions (wall-normal and spanwise) which induces a secondary flow of Prandtl’s

second kind (Gessner, 1973, Yao and Fairweather, 2010). As a result of this mechanism, four pairs

of counter-rotating vortices are generated in the square duct (Wu et al., 2018). This secondary flow

affects particle transport and dispersion, and consequently, deposition location. It enhances lateral

mixing which is found stronger at the corner of the duct and supposedly responsible for the parti-

cle spanwise motion and transporting particles from the duct corner to the duct center (Sharma and

Phares, 2006). However, that motion considerably weakens in the duct center. Here, streamwise

turbulence dominates the flow where turbophoresis occurs and brings the particles again to the re-

gion having low turbulence intensity, which is in the duct corner. These visual evidences confirm the

(a) Polydisperse, Re = 12705 (b) Polydisperse, Re = 11437

Fig. 6: Deposition patterns in the PMMA duct. The airflow in (a) is slightly above the deposition

velocity and in (b) slightly below.
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Fig. 7: Influence of the air velocity on the deposition point of the polydisperse particles.

results of several numerical studies (Noorani et al., 2016, Winkler et al., 2006, Sharma and Phares,

2006, Lin et al., 2017, Zhang et al., 2015).

Further, based on the Reynolds number, the shape of the deposit appears differently. Analyzing the

deposition shape of the lower flow Re depicted in Fig. 6(b) it can be seen that the streaky pattern looks

more dispersed compared to concentrated ones of the higher Re case in Figs. 6(a). When the shear

rate is decreased, the near-wall vortices are no longer able to eject and entrain particles. As a result,

they will only be pushed aside by the sweep motion. On the contrary, when the shear rate is increased,

vortices have sufficient energy to entrain particles causing the thin streaky deposition pattern (Kaftori

et al., 1995).

Moreover, we investigated the influence of the air velocity on the deposition point. The deposition

point is the point at which particles start to deposit and create a layer measured as the distance from

the feeding point. For that analysis, a PC duct with a total length of 5.4 m was used. As shown in

Fig. 7, the increasing air velocity is able to convey particles a farther distance until a constant point

is reached. In other words, a higher air velocity will no longer influence the transport distance. This

point is also called the boundary saltation.

4 Conclusion

The presence of particle deposits during pneumatic conveying is a potential hazard and ignition source

for dust explosions. The objective of this work is to design and build a new test-rig to investigate par-

ticle deposition phenomena in squared ducts. Further, we analyzed the influence of the air conveying

velocity, particle mass flow rate, relative air humidity and temperature, and duct material. It was found

that the higher the particles’ flow rate, the higher the required air velocity to transport the powder to

the outlet. High RH caused small particles to deposit at higher air conveying velocity and increases

the particle deposition fraction. These findings enhance our understanding of the detailed mechanisms

underlying the formation of deposits.
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Abstract 

In this study, the suppression mechanism of inert gas (carbon dioxide and nitrogen) for 5 μm 

aluminum dust explosion was investigated experimentally and numerically in a confined cuboid 

chamber. The flame propagation characteristics parameters (flame propagation behavior, flame 

propagation velocity) and explosion severity parameters influenced by inert gas were systematically 

studied. The results showed that as the inerting volume fraction increased, the distribution of flame 

fault was enlarged, the duration time of flame and the flame propagation velocity were slowed 

down accordingly. The minimum inerting volume fraction of carbon dioxide was lower than that of 

nitrogen for 5 μm aluminum particles, indicating that the suppression effect of carbon dioxide on 

aluminum dust explosion was superior to that of nitrogen. The scanning electron microscopy 

analysis indicated that the condensed explosion product contained unburned aluminum particles 

with crystallized phase suppressed by inert gas. To reveal the suppression mechanism from the 

micro level, a kinetic model considering surface chemistry was proposed. The results revealed that 

as the inerting volume fraction of inert gas increased, for the sensitivity analysis of open sites, the 

heterogeneous elementary reactions that promoted the generation of open sites were mostly 

suppressed, while the heterogeneous elementary reactions that consuming open sites were 

facilitated. 

Keywords: suppression effect, aluminum dust explosion, inert gas, surface chemistry 

1. Introduction 

As the well-recognized energetic material, aluminum particles have been widely used in metalized 

slurry fuel (Choudhury, 1992), propellants (Natan and Rahimi, 2001) and the solid metalized 

explosives (Zhang, 2006) due to its remarkable properties. Nevertheless, the endless aluminum dust 

explosion accidents reflected its potential explosion hazard and hindered the development of 

processing industry. For instance, on August 02, 2014, a disastrous aluminum dust explosion during 

wheel polishing process occurred in Kunshan, China, killing 146 workers, and causing economic 

losses of 351 million RMB (Chen et al., 2018). On July 06, 2018, an explosion occurred in an 

aluminum plant in Okayama, Japan, with a shock wave range as great as 100 km, leading to at least 

ten injuries (Taveau et al., 2018).  

Thus, the study on suppression of aluminum dust explosion is desperately needed. There are several 

control technologies for prevention and mitigation of dust explosion, such as water mist, inert gas, 

and solid suppressants, each with its own applicable dominance. However, it should be pointed out 

that, once the aluminum dust explosion breaks out, the extremely high overpressure and flame 

temperature would make it more difficult for fire control facilities to suppress effectively and 

quickly. Moreover, the production of halogenated hydrocarbon was prohibited internationally due 

to its destructive effect on stratospheric ozone (Cao et al., 2016). Therefore, inert gas, as the 
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outstanding suppressant, can offer incomparable advantages compared with the other suppressants 

(Pang et al., 2019). 

The studies concerning the suppression effect of inert gas on dust explosion have been conducted 

theoretically and experimentally by scholars. Pang et al. (2019) revealed the effects of different 

inert gases on explosion characteristics during low density polyethylene (LDPE) dust explosion and 

optimized the explosion-proof process. It was found that the reduction of oxygen concentration 

could effectively weaken the effect of dust combustion reaction and the effect of carbon dioxide 

was significantly better than nitrogen in inerting. Sun et al. (2004) integrated the nitrogen 

circulatory system into the closed steam tube rotary drying technology. The dust explosion hazard 

caused by hot air in the original drying system can be reduced with this method. Going et al. (2000) 

conducted a series of experimental test concerning the limiting oxygen concentration of several 

kinds of dust (gilsonite, bituminous coal, etc) in both 20-L and 1-m3 vessels, and a protocol for 

testing at different volumes was developed. Overall, the studies mentioned above have shown that 

the inert gas may significantly reduce the explosion intensity in a macroscopic view, but the 

suppression effect of inert gas on aluminum dust explosion have not been thoroughly explored or 

explicitly stated, and failed to give an interpretation of suppression mechanism in detail. In terms of 

these limitations, the flame propagation characteristics and explosion overpressure behavior of 

aluminum dust explosion were quantitatively studied by means of a designed experimental system 

with different inert gases (nitrogen, carbon dioxide). And a kinetic model based on surface 

chemistry was used to further clarify the suppression mechanism of inert gas for such explosion. 

The research results will be helpful for improving the intrinsic safety of the aluminum industry and 

reducing the hazards of dust explosions.                                                                                                                                        

2. Experimental method 

2.1 Preparation of experimental sample 

Because of experimental limitations, the majority of studies were performed with relatively large 

particles, ranging from tens to even hundreds of microns in size (Myers, 2013). Nevertheless, the 

size of particles was often in the small micron-size range in practical application. Previous study 

pointed out that the combustion regime of aluminum particles might be different due to the 

reduction in particle size (Julien et al., 2014). The aluminum particles used in this study were 

provided by Angang Group Aluminum Powder Co., Ltd, China. Figure 1(a) shows the particle size 

distribution measured by Malvern Mastersizer 2000 laser particle analyzer. And the scanning 

electron microscope (SEM) images of aluminum particles shown in Fig. 1(b) illustrates the 

morphology of the particles. The aluminum particles were characterized by spheroidal shape having 

a Sauter mean diameter D (3,2) of about 5 μm. High purity nitrogen, carbon dioxide, and oxygen 
(≥99.99%) were supplied by the 40-L gas cylinder, respectively. 

 

Fig. 1. The particle size distribution and SEM image of 5 μm aluminum particles 
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2.2 Experimental system 

The schematic diagram of aluminum dust explosion experimental system is shown in Fig.2. The 

system was composed of the following subsystems: (1) a cuboid chamber 

(670mm*200mm*200mm) with tempered glass window (512mm*122mm*60mm); (2) a powder 

spraying system; (3) a gas supply system; (4) an ignition system; (5) a high-speed camera; (6) a 

procedure control; and (7) a data acquisition system. 

The aluminum particles were put into a hemisphere cup and the dispersed through a solenoid valve. 

Based on the Dalton’s law of partial pressure, the pressure tank was first evacuated and then filled 
by a mixture of oxygen and gas inhibitor up to 0.6MPa in terms of the partial pressure method. The 

inhibition volume fraction (i.e., 79 %, 85 %, 90 %) was defined as the volume fraction of gas 

inhibitor in constant volume. After that, the cuboid chamber was evacuated and filled with the 
mixture to the pre-determined vacuum degree, the inhibition volume fraction of which was same as 

in the pressure tank. The premixed inert gas-oxygen mixture in the pressure tank was seeded with 

aluminum powder using the powder spraying system. Through the aforementioned process, initial 

pressure can obtain to 0.1 MPa for each experiment. Two electrodes were installed on the sidewall 

of cuboid chamber whose height was 180mm above the bottom of vessel and the gap was 2 mm. 

The aluminum dust cloud was ignited by a 15KV high-voltage transformer and the ignition time 

lasted 500ms. Moreover, a Photron high-speed camera (SA-4) equipped with a normal lens (Nikkor 

50 mm f/1.2, Nikon) and an Asahi Spectra narrow band-pass filter (484nm), the radiation 

wavelength of which was the main intermediate product of aluminum combustion, allowed the 

flame propagation behavior to be monitored with a framing rate of 10000 frames per second. 

Besides, a micro-lens (AF Micro Nikkor 200 mm f/4D, Nikon) was used to image the 

microstructure of flame under different inert gas atmosphere. A PCB pressure sensor was used to 

record the explosion overpressure changes with time. The powder spraying duration was 500 ms, 

and the ignition delay time was 40 ms. 

Before experiments, the aluminum particles were put into the drying oven for 24 hours to remove 

the influence of humidity. More than three duplicate experiments were conducted for each 

experimental condition to guarantee the accuracy of experimental data. 

Data 

recorder

Solenoid valve

Pressure tank

Combustion

 tube
Pressure 

transducer

Ignition 

electrode

High speed camera

Time controller

PC

    

Gas 

inhibitor
Oxygen

Vacuum pump

 

PCB 
PIEZOTRONI CS

MODEL 482C  SENSOR 
SIGNAL CONDITIONER

1         2         3        4POWER

Signal 

conditioner

High-voltage 

igniter

 

Fig. 2. Experimental apparatus 
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3. Kinetic model 

Based on previous studies, the combustion regime of aluminum particle mainly depended on the 

particle’s size (Beackstead, 2005). The large micron-sized particle was controlled by the diffusion-

limited regime, while the small micron-sized aluminum particles (< 10 μm) were in the transition 

regime, the diffusion rate of oxidizer was larger than the chemical reaction rate near the surface of 

particle (Dreizin, 1999). That is to say, heterogeneous aluminum/oxygen interaction processes 

affect the combustion scenario significantly for 5 μm aluminum particles in this study. Numerical 

simulations were conducted on aluminum/ inert gas mixture accounting for surface kinetic 

mechanism, which was derived from the pioneering work of Glorian et al. (2016). The surface 

reaction of aluminum combustion referred to the catalytic reaction that occurred on the surface of 

aluminum particles during combustion. The minimum effective structural unit that catalyzed the 

surface of aluminum particles was called the “open site”, it was a material which was used in the 

CHEMKIN surface chemical mechanisms presenting the type of specific material that promote the 

reaction, Al(L) was defined as open site on aluminum surface in this study. For clarify, (S) and (B) 

represented the bulk- phase species for surface species and solid species, respectively. Therefore, 

the surface reaction mechanism contained 34 reactions with following species (Al(L), AlO(S), 

AlO2(S), O(S), C(S), CO(S), CO2(S), N(S), AlN(S), Al2O2(S), Al2O(S), Al(B), Al2O3(B). Since the 

aluminum particles were easily to form the alumina shell (Sundaram et al., 2016), the numerical 

model used in this study neglected the potential presence of the oxidation shell on the particle 

surface. Therefore, calculations were performed for combustion of aluminum particles in air with 

the inerting atmosphere similar with experimental conditions. The initial temperature was set as 

2700K, and initial pressure was set as 1 atm. 

As we know, this detailed mechanism is a tentative approach to evaluate to which extent surface 

chemistry can play a role in aluminum dust explosion under inert gas atmosphere. 

4. Results and discussions 

4.1 Suppression effect of flame propagation behaviors by inert gas 

In the practical industrial production process, aluminum particles will be presented in large amounts 

and create a fuel- rich state (Nifuku et al., 2007). Hence, nominal dust concentration with 1000 g/m3 

was selected to carry out the suppression experiment. 

As shown in Fig.3(a), in order to reveal the interaction mechanism between inert gas and aluminum 

dust flame, the propagation mechanism of aluminum dust explosion in air was studied. The time of 

ignition was defined as 0 ms. It could be found that, shortly after ignition, the aluminum particles 

were soon be ignited and started to propagate along the cuboid chamber. The flame front of dust 

flame had a continuous structure similar to gaseous flame with obviously overexposed large area of 

white light. As the decreasing of particle size, the specific surface area was enlarged, leading to the 

violence reaction between aluminum particles and oxidizer. However, as the volume fraction of 

nitrogen increased, both flame light intensity and flame shape changed. Fig.3 (b)-(d) show that the 

luminosity of flame was decreased significantly, the overexposed area of white light faded away 

and the flame shape became irregular. When volume fraction of nitrogen increased to 90%, fault 

area appeared in the middle of the flame propagation process, the duration time of flame propagated 

to the top of chamber was prolonged to 230 ms. The flame propagation behavior of aluminum dust 

cloud was distinctly suppressed with the further decreasing of oxygen concentration. 
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Fig. 3. Flame propagation behaviors of 5 μm aluminum dust cloud with different volume fractions 

of nitrogen. Dust concentration: 1000g/m3 

Fig. 4 provides the flame propagation behavior of aluminum dust explosion suppressed by different 

volume fractions of carbon dioxide. With the increasing inerting volume fraction of carbon dioxide, 

the flame front became discrete and irregular. White light area was obviously dimmed and scattered 

in the combustion reaction area with the occurrence of discrete clusters of flames, indicating that 

suppression effect of carbon dioxide was promoted with the decreasing of oxygen concentration. 

 

Fig. 4. Flame propagation behaviors of 5 μm aluminum dust cloud with different volume fractions 

of carbon dioxide. Dust concentration: 1000g/m3 

The high-speed camera with a micro-lens was used to capture the microstructures of aluminum dust 

flame effected by inert gases, which is illustrated in Fig.5. Based on the literature, transition regime 

played a role in controlling the combustion mode of small aluminum particles, which was affected 

by both diffusion speed and kinetic rates (Han and Sung, 2019). It can be found from Fig. 5(a), 

several symmetry spherical gaseous flames were formed, which encircled the aluminum particles. 

Nevertheless, when the inerting volume fraction of carbon dioxide was 90% (Fig. 5(b)), the 

diameter of the gaseous flame was evidently diminished. Moreover, the spacing between particles 

was increased and the continuous gaseous flame turned to nearly flame morphology with discrete 

propagation. The aluminum dust flames got closer to the surface of particles, signifying that the 

gaseous flame was suppressed. The luminosity of flame front was darkened, difficulty in observing 

the combustion structure characterized by spherical gaseous flame explicitly. 
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Fig. 5. Flame microstructures of 5 μm aluminum dust cloud under different inert gases atmosphere 

with fixed inerting volume fraction. Dust concentration: 1000g/m3 

4.2 Suppression effect of flame propagation velocity by inert gas 

The acquisition of flame propagation information was based on the OpenCV library (Yan, 2016), 

consisted of the following steps: (1) Region of interest (ROI) was designated for each frame image; 

(2) Adaptive threshold segmentation was applied to the gray image of ROI to distinguish the flame 

from the background using OTSU’s method (Li and Liu, 1993); (3) The ROI was transformed from 

a gray scale map to a binary map after obtaining the maximum threshold; (4) The distance from 

ignition point and flame propagation velocity can be obtained on account of upwardly propagated, 

respectively. The addition of inert gases could dilute the gas environment, block the heat transfer 

from reaction zone to unburned zone. Moreover, the inert gases could absorb large quantity of heat 

released from the combustion zone, leading to the suppression of aluminum flame propagation 

relatively. According to previous study, radiative heat transfer process could also contribute to the 

heat dissipation (Julien et al., 2015).  

Fig. 6 shows the flame propagation velocities of 5 μm aluminum dust cloud with different volume 

fractions of inert gases. Within the range of the experimental conditions, the flame propagation 

velocities of aluminum dust cloud all characterized by the similar development trend. With the 

addition of inert gases, the flame propagation velocity was decreased gradually. When inerting 

volume fraction of inert gases increased from 79% to 92%, the time of flame propagation from the 

igniter to the top of chamber was prolonged from 96 ms to 260 ms for nitrogen and from 122ms to 

350 ms for carbon dioxide, respectively. Moreover, the maximum flame propagation velocity was 

decreased accordingly. Carbon dioxide exhibited superior inerting effect to nitrogen on flame 

propagation velocity. 
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Fig. 6. Flame propagation velocities of 5 μm aluminum dust cloud with different volume fractions 

of inert gas. Dust concentration: 1000g/m3 

Maximum flame propagation velocity and acceleration speed were both chose as indicators 

evaluating reduction in flame propagation velocity suppressed by inert gases. As can be find in 

Fig.7, the indicators both presented decreasing trend with the increasing of inerting volume fraction 

of inert gases. Acceleration speed was a physical parameter describing how quickly the flame 

propagation velocity changed, illustrating that reduction of flame propagation velocity was enlarged. 

When inerting volume fraction of inert gases increased to 90%, the maximum flame propagation 

velocity was reduced by 40.6% for nitrogen and 72.7% for carbon dioxide compared with air 

atmosphere.  
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Fig. 7. Maximum flame propagation velocity and acceleration speed of 5 μm aluminum dust cloud 

under different inerting volume fractions of inert gas. Dust concentration: 1000g/m3 

As shown in Fig.8, the duration time of flame and ignition delay time of aluminum dust were both 

prolonged with the increasing of inert gases. The growth rate of radicals was slowed down and the 

consumption rate of radicals was accelerated due to the collision between free radicals and inert 

gases (Huang et al., 2019). The ignition difficulty was augmented and the ignition delay time was 

distinctly increased. 

 

Fig. 8. The duration time of flame and ignition delay time of flame for 5 μm aluminum dust cloud 

under different inerting volume fractions of inert gas. Dust concentration: 1000g/m3 

4.3 Suppression effect of explosion overpressure by inert gas 

Explosion overpressure is a crucial parameter that reflect the explosion hazard of aluminum dust, 

which is also an important reference for explosion protection design. After dispersion process, the 

premixed inert gas/ oxygen mixture was flushed into the cuboid chamber with aluminum particles, 

the ambient pressure was reached to 0.1 MPa before ignition. 

Fig. 9 and Fig.10 presents the effect of inert gases on the explosion overpressure of 5 μm aluminum 

dust explosion. As the inerting volume fraction of inert gases increased, the degree that aluminum 
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dust cloud got diluted was increased, the space between aluminum particles were enlarged, and the 

heat transfer generated during explosion process can be effectively hindered afterwards. 

Furthermore, more heat released from reaction zone can be absorbed by inert gases, the flame 

temperature of aluminum dust explosion was reduced accordingly. The vaporization of unburned 

aluminum particles in the preheating zone was impeded, the combustion rate of aluminum particles 

was decreased as well. In the end, the maximum explosion overpressure was reduced gradually with 

the increasing of inerting volume fraction of inert gases. 

 

Fig. 9. The typical pressure history(a) and partial enlarged pressure history(b) of 5 μm aluminum 

dust cloud under different inerting volume fractions of nitrogen. Dust concentration: 1000g/m3 

 

Fig. 10. The typical pressure history(a) and partial enlarged pressure history(b) of 5 μm aluminum 

dust cloud under different inerting volume fractions of carbon dioxide. Dust concentration: 

1000g/m3 

Minimum inerting volume fraction is defined as the minimum volume fraction of inert gases that 

required for completely inerting dust explosion. Fig. 11 provides the inerting volume fraction as a 

function of aluminum dust explosion. It was obviously demonstrated that carbon dioxide exhibited 

superior suppression effect to nitrogen for 5 μm aluminum dust explosion. The results may aid in 

preventing aluminum dust explosion during industrial production and reducing the harmful 

consequences of dust explosions. 
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Fig. 11. The inerting curve of 5 μm aluminum dust cloud under different inert gas with various 

aluminum dust concentration  

4.4 Analysis of suppression mechanism 

In this study, the combustion mode of 5 μm aluminum particles was mainly controlled by transition 

regime as previously discussed. However, the effect of gas-phase suppression could not be ignored. 

The presence of unburned metallic aluminum particles in the collected condensed product (Fig.12) 

indicated that the reaction of aluminum particles was suppressed through gas-phase reaction, which 

was in accordance with literature (Jiang et al., 2020). Besides, carbon dioxide exerted better 

suppression effect than nitrogen in gas- phase reaction. 

 

Fig. 12. The photographs and SEM images of 5 μm aluminum dust explosion residues under 

different inert gases atmosphere with fixed volume fraction. Dust concentration: 1000g/m3 

As for the surface chemistry of aluminum particles, it is known to all that the combustion mode 

which attached to kinetic controlled regime followed Langmuir-Hinshelwood mechanism or Eley-

Rideal mechanism. The above two mechanism present different reaction mechanism (Krazter and 

Brenig, 1991). The former means two adsorbed species reacted on catalyst surface, while the latter 

denotes adsorbed species reacted with the other species directly. In this study, the ambient 

temperature was set as 2700K. Thus, a virgin aluminum surface was obtained. During the explosion 

process, different oxidizer encircled the aluminum particle, which referred to Eley-Rideal 

mechanism.  

Fig. 13 shows the conceptual diagram of the above-mentioned adsorption process. During a surface 

reaction, an oxygen molecule was adsorbed on the surface of an aluminum particle filling into two 

open sites and a sequence of surface reactions then occurred. Adsorption products were generated 

by intermediate species. The final adsorption material was desorbed from the surface of the 

aluminum particle to form the product molecule (Sormojai, 1994). O(S) and AlO(S) were two vital 
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open sites that reflected the effect of inert gases on the diffusion rate of oxidizer on particle surface 

in the heterogeneous reaction (Glorian et al., 2016). Therefore, sensitivity analysis of those species 

under different inerting volume fraction of inert gases were studied to figure out the suppression 

mechanism for surface reaction. As shown in Fig. 14 and Fig. 15, with the increasing of inerting 

volume fraction of inert gases, the heterogeneous elementary reactions that promoted the generation 

of open sites were mostly suppressed, while the heterogeneous elementary reactions that consuming 

open sites were facilitated. These results illustrated that, as the inerting volume fraction increased, 

the oxidizer diffusion rate was limited, and fewer gas-phase reactants were absorbed, resulting in 

the suppression of reaction of aluminum particles and a decrease in the generation of aluminum-

containing product. 

 

Fig.13. The conceptual diagram of adsorption process 

 

Fig. 14. The sensitivity analysis of O(S) under different inerting volume fractions of nitrogen and 

carbon dioxide 

 

Fig. 15. The sensitivity analysis of AlO(S) under different inerting volume fractions of nitrogen and 

carbon dioxide 
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Hence, creating an inert atmosphere by, for example, reducing the oxygen concentration, was 

probably the most feasible way to prevent aluminum explosion hazard. Although it may be costly to 

inject inert gas into the surface processing operation owing to its unconfined system, it could still be 

an appropriate way to prevent dust explosion. Moreover, the use of multiple safety systems 

including equipped with an automatic spraying device would be the most effective way to reduce 

the dust explosion hazard. 

5. Conclusions 

The flame propagation characteristics and explosion overpressure behavior of 5 μm aluminum dust 
explosion suppressed by inert gas (nitrogen, carbon dioxide) were investigated experimentally and 

numerically, a kinetic model concerning the kinetically- controlled mechanism was developed. The 

main conclusions were appended below: 

(1) Flame propagation behavior and microstructures of flame were varied with the addition of 

different inert gases. As the inerting volume fraction increased, the distribution of flame fault 

was enlarged, the flame propagation velocity was reduced. The microstructures of flame 

indicated that the gas- phase combustion of aluminum particles was suppressed accordingly. 

(2) The explosion overpressure of 5 μm aluminum particles can reach to 0.7 MPa without the 

addition of inert gas due to its remarkable properties. Both nitrogen and carbon dioxide exerted 

certain suppression effect. The minimum inerting volume fraction of inert gases were 

determined, it reflected that carbon dioxide was more effective than nitrogen. 

(3) The suppression effect of inert gases on aluminum dust explosion was composed of gas- phase 

suppression, which referred to dilution, isolation and cooling process, and surface reaction 

suppression. The numerical calculations conducted in this study showed that, the heterogeneous 

elementary reactions that promoted the generation of open sites were mostly suppressed, while 

the heterogeneous elementary reactions that consuming open sites were facilitated with the 

addition of inert gases. 
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Abstract 

The explosion characteristics of flammable gases are dependent on many factors. These factors 

include, for example, pressure, temperature and initiation energy – all of which can be variable. Their 

variability depends on the explosion characteristics and the initial conditions. The input parameters 

must be guaranteed during these tests; if they are not, then the correctness of the measured values 

cannot be relied upon. One of the parameters influencing the results is the homogeneity of the test 

mixture. To avoid affecting results, it is necessary to ensure a homogeneous mixture throughout the 

test apparatus. 

This contribution describes two approaches to homogenisation of a mixture of flammable gas and air 

in the determination of explosion concentration limits. In the design of the device, the homogenisation 

of the mixture was solved by means of a nozzle, which should create sufficient gas flow against the 

wall of the vessel and through which the mixture should be homogenised. As 100% homogenisation 

of the mixture was not achieved, a second procedure was proposed consisting of creating an external 

forced circulation of the mixture, making the mixture blended. 

This work describes the determination of methane concentration in air at the test facility by GC MS. 

The result is stratification and homogenisation of the methane-air mixture under the conditions of the 

above homogenisation procedures, followed by a description of the reliability and the effect on the 

determination of the explosion concentration limits. 

Keywords: autoclave, nozzle, homogeneous compound, mixing the compound 

 

1. Introduction 

For the determination of the explosion limits under non-atmospheric conditions, a test device was 

developed which meets the requirements of the applicable EN 1839 standard: “Determination of 

explosion limits and the limiting oxygen concentration (LOC) for flammable gases and vapours”. 

This standard is currently undergoing revision, and a new edition is being prepared which extends the 

possibilities of determination even under variable initial conditions. 

For correct results, it is very important that the test mixture is homogeneous at all points. This study 

will examine the mixing of the gaseous mixture by means of the flow generated by the gas outlet 

from a specially treated nozzle. The nozzle is installed in the autoclave so that the outlet is directed 

to the walls of the autoclave, thereby providing sufficient flow to ensure homogenisation of the 

mixture. 

In inter-laboratory comparative tests, we found that our results differ in the measured values of lower 

explosion limits (LEL) and upper explosion limits (UEL) of methane. One reason could be the 

preparation of the test mixture itself. Unlike us, other test laboratories use equipment with integrated 

mixing. It is therefore a considerable difference in the design of the device itself. 
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The error in the preparation of the homogeneous mixture was confirmed by preliminary determination 

of the methane concentration after the mixture was filled into the vessel. For the purpose of this test, 

we used a methane concentration detector with an automatic pump. 

We were able to preliminarily confirm inhomogeneity of the prepared mixture. Subsequently, it was 

necessary to determine the methane concentration in detail at various locations in the test facility and 

to assess these values. The inhomogeneity of the mixture was evaluated based on measurement results 

of the methane concentration using the GC-FID method. 

1.1. Description of the test vessel 

The test device (fig. 1) with an internal volume of 10 litres is designed as a spherical thick-walled 

pressure vessel. The inner diameter of this container is 270 mm and the wall thickness is at least 25 

mm. It is forged with a thick circular lid attached to the body flange using six studs. This flange 

connection is sealed by a graphite seal which operates on the principle of self-sealing by internal 

pressure on the inner lid. The filling of the test pressure vessel is ensured manually, using a control 

panel (fig. 2). 

As can be seen in fig. 3, various measuring and locking elements are also present in the test device. 

These include a rupture disc, pressure sensors, temperature sensors and a gas supply. We will deal 

with the gas supply in this study. A specially adapted nozzle should reverse the direction of gas flow 

into the autoclave against the vessel wall, thereby putting the gases inside the vessel into motion, and 

this should homogenise the mixture. 

 
Fig. 1. Explosion vessel (volume 10 l) 

 
Fig. 2. Control panel of a pressurized gases 

filling system (TIFP FRS CR) 
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Fig. 3. Longitudinal section view of the test autoclave

1.2. Description of special nozzle 

In the production of the test vessel, a special nozzle (fig. 4) was also designed, which should help to 

perfect gas mixing. The nozzle is made of stainless steel as is the rest of the test vessel. It is fixed to 

the vessel by means of NPT thread to ensure tightness and strength in the joint. The nozzle has three 

2.9 mm diameter circular orifices evenly spaced in one plane at the end of nozzle. A schematic of the 

nozzle, including the layout of the orifices, is shown in fig. 4. 

 
Fig. 4. Special nozzle 

1 – 10 liter reaction vessel 

2 – reaction vessel lid 

3 – inner lid 

4 – graphite seal 

5 – screw 

6 – duplicator/double shell  

7 – weld 

8 – electrical initiation electrode  

9 – special nozzle  

10 – thermowell  

11 – thermocouple  

12 – inlet throat of the heating  

    medium supply 

13 – outlet of the heating medium outlet 

14 – rupture disc 

15 – fitting for HPLC pump connection 

16 – explosion pressure sensor 

Front view:             Side view:   Top view:  Sectional view:  

Bottom view: 

NPT thread 
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2. Experiments 

2.1. Determination procedure 

We modified the test vessel for research purposes by removing the thermocouples and the rupture 

discs and replaced them with a septa. In this way, we prepared six sampling points evenly distributed 

throughout the autoclave (fig. 5). 

  
Fig. 5. Spherical cap of autoclave with  

marked sampling points 

Fig. 6. Bottom of autoclave with marked 

sampling points

Prior to each test, the test vessel was filled with gases to produce the desired methane-gas mixture. 

This process was carried out as in standardised tests. The vessel was evacuated several times and 

subsequently filled with the combustible component (methane) to the required partial pressure to 

determine the concentration. The vessel was then filled with air to atmospheric pressure. Our aim was 

to consistently fill the vessel in the same manner. The task was therefore to create a similar flow and 

thus the same process of mixing the mixture. After filling the vessel, the mixture was allowed to 

stabilise for 5 minutes. 

To determine the concentration of methane in the mixture, we sampled with a gas-tight syringe (50 µl 

volume, 200 mm needle). Such a long needle allowed us to take a sample at different depths of the 

vessel. We were at the center of the vessel when sampling at maximum depth. Samples were taken at 

depths of 5, 25, 105, 150 mm from the vessel wall. Methane concentration was monitored in the areas 

shown in the fig. 7. 

The samples were analysed by gas chromatography with flame ionisation detector GC-FID. 

A TraceGC gas chromatograph was used for the analysis using a 3 mm wide liner and a Rtx-DHA-

50 GC column of 50 m x 0.20 mm x 0.5 µm. The carrier gas was helium at a constant flow rate of 

1 ml/min. The 25 µl sample was injected manually. Dilution was achieved using a split/splitless inlet 

with a split ratio of 50:1. The temperature program was set at 35 °C for 3.5 min and then a temperature 

increase in speed of 40 °C/min up to 120 °C. After reaching the target temperature, the analysis was 

terminated. The total analysis time was approximately 6 min. Evaluation of measured data was 

performed in Xcalibur software. 

The aim of this work was to determine the stratification of the non-homogeneous mixture. Therefore, 

for the assessment of the measured values, it was important to determine the deviation of the 

individual areas from the concentration value of the filled mixture to assess the inhomogeneity in the 

test vessel. 
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Fig. 7. Areas for monitoring methane concentration in the test vessel 

 

2.2. Mixing the filled mixture 

The mixing of the gases in the test vessel should be ensured by a special nozzle. As a result, the vessel 

is not designed to provide an additional design internal mixing system. In order to ensure the mixing 

of the gases, it was necessary to select an external circulation with a fan suitable for an explosive 

atmosphere and resistant to high pressures and temperatures which could be set at the beginning of 

the tests. The scheme of external mixing is shown in the fig. 8. 

 
Fig. 8. Scheme of fan mixing system 

After connecting the designed external mixing system, the tests were repeated as described in section 

2.1. There was only one change: after both the flammable component and the air were filled, the 

mixture was stirred for 10 minutes using an external fan. It was then allowed to equilibrate for 

5 minutes as in the nozzle mixing system sampling, and determination of samples was carried out 

using the same procedure. 

 

10 l 

autoclave 

External 

fan 

Valve 

Valve 

Area A  – 5 mm from the vessel wall  

Area D  – central area 

Area B  – 25 mm from the vessel wall

Area C  – 105 mm from the vessel wall
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3. Results and discussion 

A series of tests were performed for the above-described areas to ensure repeatability of the tests. 

Only average values of deviations from the filled concentration are given in the results tables. A new 

test mixture of flammable air was prepared for each test. As a total result, the maximum difference 

between the assay areas was calculated. 

The results of the methane-air nozzle mixing system measurement values are shown in tab. 1. Based 

on the measured results, we confirmed that the filled mixture is not completely homogeneous, since 

it creates a difference in the concentration of the methane mixture in the test vessel space of 

0.36 vol. %. Such an inhomogeneous mixture may create great inaccuracy in determining the 

explosion concentration limits. 

In order to improve the homogeneity of the impregnated mixture, we verified the homogeneity of the 

fan mixed system, the results of which are shown in tab. 2. 

 

Table 1: Results of difference from the filled concentration in the nozzle mixing system  

Areas  
Test 1 

vol. % 

Test 2 

vol. % 
Average 

Maximum 
difference 

     A (5 mm) -0.16 -0.09 -0.03 

0.36 
     B (25 mm) -0.35 -0.08 -0.21 

     C (105 mm) -0.11 -0.08 -0.09 

     D (150 mm) -0.39 -0.09 -0.15 

 

Table 2: Results of difference from the filled concentration in the fan mixing system 

Areas 
Test 1 

vol. % 

Test 2 

vol. % 
Average 

Maximum 

difference 

     A (5 mm) -0.13 -0.01 -0.07 

0.17 
     B (25 mm) -0.18 -0.02 -0.10 

     C (105 mm) -0.03 -0.12 -0.07 

     D (150 mm) -0.02 -0.10 -0.04 

 

4. Conclusions 

The aim of this work was to verify the homogeneity of the resulting mixture when filling the vessel 

to determine the explosion concentration limits. In the first part, the filling was carried out by means 

of a special nozzle, which was designed together with the entire vessel and was intended to ensure 

mixing by the emerging flow. In the mixing tests, we found stratification of the methane concentration 

in different areas of the test vessel. 

Because of the large maximum difference in deviations from the filled concentration in the nozzle 

mixing system, it was necessary to improve mixing to create a better homogeneity of the mixture. 

Therefore, we installed external mixing in the form of a fan suitable for explosive environments and 

resistant to high pressures and temperatures. This system provides sufficient circulation to improve 

the homogeneity of the filled mixture. 
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Based on the measured value of 0.36% vol. Of the maximum deviation from the inflow concentration 

for the nozzle mixing system, we improved the homogeneity of the mixture by means of an external 

circulation an mixing system to 0.17% vol. 
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Abstract 

In this work, the effect of KOH on friction and shock sensitivity of the hexachlorodisialne hydrolysate 

was studied. The dried mixtures containing 0.04 and 0.35% by weight were found to be extremely 

sensitive to impact and friction with a limiting impact energy of 0.125 J and a lowest friction force of 

7 N compared to 6 J and 326 N for the sample without KOH treatment, respectively. Differential 

scanning calorimeter curve showed that a new small exothermic peak was observed between 80 C and 

150 C which is also accompanied by evolution of hydrogen. It is proposed that, the presence of KOH 

leads to the formation of –Si–Si–OH and –Si–Si–OK groups containing unstable Si–Si bonds which are 

readily cleaved by mechanical friction or impact. This work provides valuable information for risk 

management as well as the future work regarding disposing the explosive HCDS hydrolyzed deposit. 

Keywords: Hexachlorodisilane, hydrolysis, KOH, shock sensitivity, friction sensitivity 

1. Introduction 

Hexachlorodisilane (HCDS, Si2Cl6) has been widely used as an important precursor for process tools 

such as chemical vapor deposition (CVD) or atomic layer deposition (ALD) in semiconductor and related 

industries. However, HCDS has been known to generate shock sensitive deposits with moisture through 

hydrolysis reactions that form a complex mixture of silicon oxides and hydrogen chloride as postulated 

(Innocenzi, 2003; Lin et al., 2019). Besides, HCDS is also an abundant constituent in the trichlorosilane 

direct process residue (TCS DPR) which may form shock sensitive hydrolysis products known as 

“popping gels” through hydrolysis reaction when exposed to ambient air (Harder and Tselepis, 2005). In 

2014, a fatal explosion occurred during the cleaning of a heat exchanger in the high-purity polycrystalline 

silicon manufacturing facility at the Yokkaichi Plant of Mitsubishi Materials corporation (MMC), Japan, 

resulting in 5 fatalities and 13 injuries (Mitsubishi Materials Corporation, 2014). 

Friction and impact have long been recognized as the significant ignition sources in explosives. 

According to the investigative report of above-mentioned explosive accident, impact was responsible for 

the death toll at MMC, Japan (Mitsubishi Materials Corporation, 2014). Besides, friction has been a 

suspected culprit causing several fatal explosions for decades (Dickson, 2010). 

The shock sensitivity of the hydrolysis products from chlorosilanes is due to the oxidation of the reactive 

Si–Si bonds in the materials (Hengge, 1974). A possible mechanism of this phenomenon has been 

proposed recently by Lin et al. (2019) as the Si–Si bond in HCDS hydrolyzed deposits can be cleaved 

by shock resulting in intramolecular oxidation of the neighboring silanol groups to form Si–O–Si 

structure with concurrent hydrogen gas revolution. Therefore, the cleavage of Si–Si bond has been the 

major steps in abating the polysilanes and their shock-sensitive hydrolysis products.  
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A few works were done lately to investigate the shock and thermal sensitivities of this explosive deposit 

resulting in the above-mentioned pitiful accident. Additionally, efforts have been made to safely handle 

and dispose the polychlorosilanes and their hydrolysis products.  

Zhou et al. (2018) determined the shock and thermal sensitivities of hydrolyzed HCDS deposit (denoted 

as hy-HCDS) produced by both methods of adding liquid HCDS to de-ionized water and hydrolyzing 

HCDS on molecular sieve pellets. The dried white powder synthesized by the adding HCDS to water 

was found to be sensitive to heat but non-shock sensitive; in contrast, the pellets coated with the 

hydrolyzed solids had a high shock sensitivity igniting by quickly squeezing a tongue-and-groove pliers.  

Following this in 2019, Lin et al. (2019) studied meticulously in characterization and investigation the 

shock sensitivity of the hydrolysis products produced by hydrolyzing liquid HCDS in the ambient 

conditions and vapor HCDS in a strictly moisture-controlled environment. The authors found that the 

liquid- and vapor-hydrolyzed deposits have a lowest recorded limiting impact energy (LIE) of 6 J and 5 

J, respectively. Thermal treatment at 200 C and above was found to be effective to remove the shock-

sensitivity of HCDS hydrolyzed deposits. It is, however generally inapplicable for the pumping system. 

Moreover, the shock sensitivity and flammability of these deposits can be temporarily suppressed in the 

presence of excessive water. 

In 2020, Colomb et al. (2020) investigated the sensitivity of the hydrolysis products deriving from the 

industrial by-products containing mainly HCDS. These highly viscous byproducts harvested within the 

reactor and exhausting piping of the Siemens process were added into water to yield a hydrolyzed 

polymer. This dried hydrolyzed polymer was found to be insensitive to impact and friction even up to 31 

J of impact energy and 360 N of friction load. These results are in disagreement with those of the previous 

study conducted by Lin et al. (2019) and Nguyen et al. (2020). The reason for the above inconsistency 

in shock sensitivity may be due to the different hydrolysis conditions and the drying process. On the 

basis of their experimental results, the authors recommended using only water to fully hydrolyzed the 

viscous byproducts.  

Recently, Nguyen et al. (2020) has reproduced, characterized and successfully disposed the gel-like 

polychlorosilane substance generated in the exhaust of ALD tool using HCDS as the precursor and its 

hydrolysis products. The hydrolysis products considered as moderate shock-sensitive were formed by 

exposing the highly viscous gel to ambient conditions. Heating the deposit to 220 C may remove the 

shock sensitivity of the hydrolyzed deposit. Alcohol-based solutions were found to be effective to abate 

both gel and its hydrolyzed deposit because of the gentle reactions accompanied with the formation of 

H2 gas and non-flammable products such as potassium silicate and silica. The aqueous solution of KOH, 

reacts vigorously with these substances leading to the formation of pyrophoric silane (SiH4) resulting in 

an almost spontaneous explosion.  

More recently, Lin et al. (2020) reported that alkaline solutions were effective to abate the HCDS vapor 

because the Si-Si bonds tend to be broken up during the hydrolysis reaction in an alkaline environment, 

the final products of the abatement were nonflammable including predominantly potassium silicate and 

silica gel. On the contrary, alkaline solutions were found to be ineffective even enhanced the shock 

sensitivity of HCDS hydrolyzed deposit which ignites at less than 5 J of impact energy after alkaline 

treatment. It should be noted that there was neither visual chemical reaction to the naked eye when vapor 

HCDS hydrolyzed deposits contacts with aqueous solution of KOH nor notable difference between the 

IR spectra of the deposit with and without alkaline treatment. 

It is clear from the above literature that the reaction between aqueous KOH solution and different 

hydrolysis products of polychlorosilanes, especially HCDS hydrolysate remains highly ambiguous and 

there has been no any extensive work with regard to determining the sensitivity of this such explosive 
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deposit after alkaline treatment and as well as elucidating the mechanism of this phenomenon. More 

importantly, it is imperative to find measures to remove/dispose this such deposit safely.  

Tests were conducted in this study with the goal of determining the sensitivity of HCDS hydrolyzed 

deposits to friction and impact before and after KOH treatment, further characterizing their thermal 

decomposition behavior, and finally proposing the mechanism leading to the extremely sensitive 

phenomena. By doing so, the results presented in this work will provide valuable safety data for risk 

management and future research in disposal of this explosive solid. These are our primary objectives in 

this work. 

2. Experiments 

2.1 Materials  

Semiconductor grade HCDS was supplied by Air Liquid Advanced Materials, USA, with a purity of 

99.5% by gas chromatography. Potassium hydroxide (KOH) pellets were obtained from Nihon Shiyaku, 

Japan, with assay of 85%, a maximum of 1.5% potassium carbonate (K2CO3), and the remaining being 

water. Ultrapure nitrogen gas with a purity of 99.999% was used for sample preparation and analysis.  

2.2 Hydrolysis Process of HCDS  

Hydrolysis products of HCDS can be prepared by the four following methods:  

• HCDS vapor hydrolyzing with water vapor (moisture) 

• HCDS liquid hydrolyzing with liquid water 

• HCDS liquid hydrolyzing with water vapor (moisture) 

• HCDS vapor hydrolyzing with liquid water. 

In this work, we focused on vapor HCDS hydrolyzed in a moist air to simulate the HCDS hydrolysis in 

semiconductor manufacturing process. 

Test was carried out for water/HCDS molar ratio of 1 to 6 which is the stoichiometric ratio of HCDS that 

theoretically will react all Si–Cl bonds with water into silanol (Si–OH). The silanol condensation reaction 

due to the unstable silanol subsequently occurs leading to the formation of linear or cyclic siloxanes. 

Fig. 1 shows a schematic diagram of the experimental setup and conditions for producing HCDS 

hydrolyzed deposit. The hydrolysis process was strictly control by a group of mass flow controllers 

(MFC) to ensure a reproducible result. Precise control of HCDS to water molar ratio was achieved by 

controlling the nitrogen flow rate, liquid HCDS flow rate, and moisture concentration. The flowrate of 

liquid HCDS was controlled accurately by using a Horiba STEC liquid MFC (MFC2), model number 

LV-F20PO and vaporized in a Venturi tube by a nitrogen stream with a fixed flow rate of 2 slm controlled 

by MFC1. The moisture source was provided by bubbling N2 gas with a flow rate of 1.66 slm controlled 

by MFC4 through a water box which was placed in a recirculating cooling system to keep water 

temperature constant at about 24.75 °C. The moist N2 stream was then mixed well with 1.93 slm dry N2 

delivered by MFC3 at a buffer chamber where the humidity was monitored throughout the experiment. 

The N2/HCDS stream is flowed downward concurrently with the moisture-controlled N2 stream in a 

vertical tube used as reactor with an internal diameter of 21.7 mm and 1 m long. The clear, transparent 

deposit formed on tube wall was collected to vial by gently knocking the tube. The reaction was run 

continuously for a period of 5 hours to produce 13.5 g of deposit with a yield of 45%.  
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Fig. 1. Sketch of the apparatus used to produce vapor HCDS hydrolyzed deposit 

2.3 Sample Preparation 

The HCDS hydrolyzed deposit was gently crushed and hand sieved in glovebox under control 

environment to obtain different particle sizes including <0.0074 mm, 0.0074–0.177 mm, 0.177–
0.297 mm, 0.297–0.420 mm and 0.420–0.500 mm to investigate the effects of particle size on the 

hydrogen evolution of KOH treated deposits during pyrolysis. The particle size less than 0.5 mm was 

used to prepare the samples for the shock and friction sensitivity testing (United Nations, 2015). The 

sample of KOH treated deposit with the wide range of KOH content (from 0.02 to 25% by weight) was 

prepared by mixing the aqueous solution of KOH with the sieved HCDS hydrolyzed deposit to create a 

slurry which was then nitrogen-dried in glovebox. The drying process generally took 2 to 4 hours. The 

water evaporation induced a packing behavior of the particle cluster; therefore, the dried samples were 

carefully loosened up again before performing further tests including impact and friction sensitivity 

testing and thermal analyses. The residual KOH-treated deposits were stored in a 5 mL sealed with 

nitrogen and kept in ambient temperature for further testing. Care must be taken for every single step in 

the sample preparation process, especially the crushing and loosening the KOH treated samples because 

of their extreme sensitivity that may ignite with a scratch by hand. 

2.4 Determination of Impact and Friction Sensitivity 

Both BAM Fall-hammer impact test and BAM friction test apparatuses from Reichel & Partner GmbH, 

Germany, which comply with the UN Recommendations on the Transport of Dangerous Goods (United 

Nations, 2015) were employed to determine the impact and friction sensitivities of the samples. In the 

impact sensitivity test, a sample mass of 17.5 mg was used in the testing. Limiting impact energy (LIE) 

is determined from the mass of the drop weight and the height giving an energy of 0.125 to 100 J. In the 

case of friction sensitivity test, the quantity to be tested, about 10 mm3, was taken by means of a 

cylindrical measure (2.3 mm diameter and 2.4 mm depth). The lowest friction force (LFF) is determined 

by using different weights in different notches resulting in loads on the porcelain pin from 7 to 360 N. It 

should be emphasized that any substance having a LIE and/or LFF of ≤2 J and/or <80 N, respectively, is 

considered too dangerous for transport in the form in which it was tested, in this work, powder to be 

exact (United Nations, 2015). 
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2.5 Thermal and Gas Evolution Analyses  

Differential scanning calorimetry (DSC) were performed using Mettler Toledo HP DSC H+, about 7 mg 

of the sample in an aluminium crucible was heated from 50 to 500 °C with a heating rate of 10 °C. DSC 

instrument was equipped with a H2 gas detector and a humidity meter for evolved gas analysis. Nitrogen 

was used as purge gas with a flow rate of 20.46 mL/min controlled accurately by using MFC. 

2.6 Structural Characterization 

The chemical functional groups of the samples were determined by a Smiths IdentifyIR Attenuated Total 

Reflection (ATR) Fourier transform infrared spectrometer with a scan range of 650–4000 cm⁻¹. The 

spectrometer was placed directly inside a glovebox for the sample preparation and analysis under 

controlled environment due to the reaction of KOH and CO2 in ambient environment.  

3. Results and Discussion 

3.1  Impact and Friction Sensitivity of Original HCDS Hydrolyzed Deposit  

The LIE for prepared hydrolyzed deposit with water/HCDS molar ratio of 6 was determined to be 6 J. 

Fig. 2 shows impact sensitivity result of pure HCDS hydrolyzed deposit that 6 J of impact energy resulted 

in an ignition of the deposit and the combustion quickly propagated throughout the powder cloud 

resulting in a fire ball. This observation is consistent with that in the previous study conducted by Lin et 

al. (2019).  

In the case of fiction testing, LFF of prepared hydrolyzed deposit was determined to be 324 N. In contrast 

to impact testing, the deposit was ignited accompanied by jetting and quenched quickly in all cases, as 

shown in Fig. 2b.  

 

Fig. 2. Typical ignition of HCDS hydrolyzed deposits with (a) 6 J of impact energy and (b) 324 N of 

friction force 

3.2 The Effect of KOH on HCDS Hydrolyzed Deposit 

3.2.1 Sensitivity of the Deposit 

The results of the impact and friction tests for HCDS hydrolyzed deposit before and after KOH treatment 

were tabulated and summarized in Table 1 and Fig. 3. It was found that both impact and friction 

sensitivities increased with an increase in the KOH content in the HCDS hydrolyzed deposit. Fig. 3a 

shows that the LIE decreases from 6 J of the original deposit to 2 J for the deposit with 0.02 wt% KOH 

which is considered as very sensitive to impact according to UN recommendation. Furthermore, LIE 

dropped to less than 0.125 J, the lowest possible impact energy for the fall–hammer apparatus, for deposit 

containing 0.04 wt% KOH and above considered extremely sensitive.  

The friction test offers better resolution for the extremely sensitive deposits and is thus replace the fall-

hammer test. The LFF decreases from 326 N of the original deposit to 80 N and less than 7 N, the lowest 

possible friction energy for the friction apparatus, for deposit with 0.15 and 0.35 wt% KOH and above, 
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respectively as shown in Fig. 3b. It is important to emphasize that the LFF of less than 80 N is considered 

too sensitive to friction.  

Table 1: Results of LIE and LFF of HCDS hydrolyzed deposit with and without KOH treatment 

KOH content 

(wt%) 
LIE (J) Ignition behavior 

Pure Hy-HCDS 6 Fire ball 

0.02 3, 2 Fire ball 

0.04 
0.2, 

<0.125 
Fire ball 

0.06–1 <0.125 Fire ball 

KOH content 

(wt%) 
LFF (N) Ignition behavior 

Pure Hy-HCDS 324 
Spark and weak 

jetting 

0.02 216 Spark and jetting 

0.04 168 Spark and jetting 

0.05 160 Spark and jetting 

0.06 120 Spark and jetting 

0.08 108 Spark and jetting 

0.1 80, 96 

Strong spark 

(explosion in some 

cases) 

0.12 80 

Strong spark 

(explosion in some 

cases) 

0.15 80 Explosion (fire ball) 

0.2 54 Explosion (fire ball) 

0.2 54 Explosion (fire ball) 

0.25 18 Explosion (fire ball) 

0.3 8 Explosion (fire ball) 

0.35–5.07 <7 Explosion (fire ball) 

15.05–25.12 <7 
Spark and strong 

jetting 
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Fig. 3. (a) Impact and (b) friction sensitivities of HCDS hydrolyzed deposit before and after KOH 

treatment with different KOH content 

The explosion behavior in the friction tests was found to be vastly different with the increasing KOH 

content in the deposit. Particularly, in the same manner of pure HCDS hydrolyzed deposit, the KOH 

treated sample with 0.02–0.12 wt% KOH was initiated but not able to develop a fire ball, as shown in 

Fig. 4a. For the deposit containing 0.15 wt% KOH, the explosion with fire ball was first observed (Fig. 

4b) and big fire balls were observed for the samples containing 0.25 wt% KOH (Fig. 4c). Fig. 4d shows 

the ignition behavior of the deposit with very high KOH content of 15 wt% KOH and higher, the sample 

was initiated accompanied by a strong jetting but no fire ball was developed in all cases even at higher 

friction force of 216 N. Care must be taken during friction testing for KOH treated deposits due to 

premature initiation which usually took place when the porcelain pin rests on the sample.  

 

Fig. 4. Typical ignition in fiction testing of KOH treated deposits (a) 0.04 wt% KOH with 252 N, 

(b) 0.15 wt%, 80 N, (c) 0.25 wt% KOH, 18 N and (d) 15 wt% KOH, 216 N 

4.2.2 Structure Characterization of the Deposit 

The structure of hydrolysis products has been well studied in the previous research that is a complex 

silicon oxide (SiOx) containing a large amount of Si–Si bonds (Lin et al., 2019). The absorption band at 

1000 cm⁻¹ corresponds to SiO1.11 (Tolstoy et al., 2003). In particular, the 1000 cm⁻¹ band is attributed to 

the asymmetric stretching mode of the Si–O–Si structure arising from the condensation of two silanol 

groups (Belot et al., 1991). The 875 cm⁻¹ band was assigned by Ritter (1962) and Belot et al. (1991) as 

the Si2O3 phase. There have been some researchers used this band (875 cm⁻¹) as indicative of the Si–Si 

bond in the structure of HCDS hydrolyzed deposits (Lin et al., 2019; Lin et al., 2020; Nguyen et al., 

2020). A weak band at 725 cm⁻¹ can be assigned to Si–O–Si bending vibration (Ahsan and Mortuza, 

2005). 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

424



 

For the KOH treated sample, the maximum of the overall asymmetric stretching mode of Si–O–Si bonds 

shifts to lower wavenumbers with the increasing KOH content in the deposit due to the formation of 

potassium silicate, which was observed clearly in Fig. 5 for the sample containing high KOH 

concentration of 15 wt%. The formation of potassium silicate during the drying was due to the etching 

process (Palik et al., 1982) and followed by the dissolution of silica in high pH solution (Iler, 1979), in 

which OH– and H2O react with the Si atoms on the surface of the deposit to form a thin layer of silicate. 

This potassium silicate layer covering the surface of the deposits may be responsible for the ignition 

phenomenon for the deposit contains 15 wt% KOH, as shown in Fig. 4d, in which the ignition is not able 

to propagate and develop into a fire ball. Potassium carbonate inherently being an impurity of KOH is 

attributable to the peak at 1400 cm⁻¹ and contributes to 880 cm⁻¹ band which can be observed clearly in 

the spectrum of the sample with 15 wt% KOH (Cerfontain and Moulijn, 1986).  

Camon and Moktadir (1997) suggested that the strength of Si–Si bond decreases with an increase in the 

number of OH groups attached to these two Si atoms leading to the higher probability of breaking it. 

However, the intensity of the vibrational region from 3000 to 4000 cm⁻¹ attributed to silanol groups 

(Smith et al., 1991) did not change markedly for the hydrolyzed deposit before and after 1 wt% KOH 

treatment leading to the LFF of less than 7 N, as shown in Fig. 5. Therefore, this mechanism seems to be 

inappropriate to explain the formation of extremely sensitive deposits. 

 

Fig. 5. FTIR spectra for original and KOH treated hydrolyzed deposits 

3.2.3 Slow Decomposition at Ambient Temperature 

At ambient temperature, a slow, continuous decomposition process occurred in the sample of KOH-

treated HCDS hydrolyzed deposit. After 15-day storage, up to 360 ppm of H2 gas was detected from the 

opening of a 5 mL vial storing around 50 mg of dried 15 wt% KOH-treated deposit, indicating that the 

Si-Si bond was slowly cleaved during the storage time. The corresponding mechanism was proposed as 

follows(Belot et al., 1992) 

 
2Si Si H O Si OH Si H− + → − + −  (1) 

 
2 2Si H H O Si OH H− + → − +  (2) 
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2Si OH HO Si Si O Si H O− + − → − − +  (3) 

Fig. 6 compares the IR spectra of 4 wt% KOH-treated deposit as soon as the sample was dried in 

glovebox and after 2 months. After 2 months, the sample was caked, the band at 3250 cm⁻¹ attributed to 
silanol was diminished significantly due to the silanol condensation with a strong gain of the band at 

1650 cm⁻¹ assigned to bending vibration mode of water. These observations imply that the 

polymerization may occurred during the storage time as equation (3). The peaks at 980 cm⁻¹ and 725 
cm⁻¹ of asymmetric stretching and bending Si–O–Si groups shift to 1002 cm⁻¹ and 770 cm⁻¹, indicating 

the oxidation of the silicon oxide cluster (Lin et al., 2019). The cleavage of Si–Si bonding can be seen 

clearly through the decrease in the band at 860 cm⁻¹ being Si-Si bond indicator (Nguyen et al., 2020). 

Besides, the band at 1400 cm⁻¹ is attributable to potassium carbonate as mentioned in the section 3.2. It 

should be noted that although significant oxidation of Si–Si bond was experimentally observed after 2 

months thought the IR result and H2 gas evolution, the KOH-treated deposit was still very sensitive to 

thermal and exploded inside the vial by very gentle shaking. 

 

Fig. 6. IR results of fresh and 2-month 4 wt% KOH-treated HCDS hydrolyzed deposit 

3.2.4 DSC with Gas Evolution Analysis 

To further elucidate the mechanism of enhanced friction sensitivity of KOH treated HCDS hydrolyzed 

deposit, DSC with gas evolution analysis was performed. For the original HCDS hydrolyzed deposit, 

there is an endothermic reaction taking place at 135 C, which is attributed to the evaporation of water 

arising from the water absorption and silanol condensation reaction. For the KOH treated sample, 

however, a small exothermic peak was observed between 80 C and 150 C (Fig. 7) accompanied by 

evolution of hydrogen. It was found that the hydrogen generation always accompanies by the generation 

of water. Therefore, the water arising from silanol condensation or absorption before the pyrolysis plays 

a crucial role in the cleavage of the weakened Si–Si bonds with the evolution of H2 and the formation of 

the networked Si–O–Si (Belot et al., 1992).  
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Fig. 7. DSC curves of HCDS hydrolyzed deposit before and after KOH treatment 

Fig. 8 shows that the amount of H2 evolved in the temperature range of 50–150 °C was found to be 

proportional to the KOH content of 0.5 to 11.5 wt% in the deposit. In contrast, for high KOH content 

exceeding 11.5 wt%, the H2 generation tends to slightly decrease and seems to stay constant at around 

0.02 mL/mg, which is probably due to the silicate layer. According to Palik et al. (1982), the etch-stop 

phenomenon can be attributable to the formation of a passivation film, which is a very thin oxide or 

silicate layer avoiding the reaction of H2O/OH– and Si atoms on the surface of the deposit. For original 

HCDS hydrolyzed deposit, there a negligible amount of H2 generated from the first stage of pyrolysis 

(50–150 °C) and significantly evolved only after 180 C. The total evolution of H2 at the second stage of 

pyrolysis (150–500 °C) of KOH treated deposit was found to be 1.3 to 2.4 times higher than that of 

original deposit and independent of the KOH content in the deposit; however, there is no clear correlation 

between the rate of H2 evolution and KOH concentration in this pyrolysis stage. 

 

Fig. 8. The results of H2 generation during pyroslysis (a) 50–150 °C, (b) 150–500 °C 

In order to better understand the emission behavior of H2 gas during thermal treatment, especially from 

150 to 500 °C, the measurement of generated H2 gas was carried out at separate temperature ranges and 

the results are illustrated in Fig. 9. The rates of H2 evolution in the temperature range of 50–150 °C of 

these three samples are consistent with the above results (Fig. 8a). It is interesting that the similar manner 

was observed in the temperature range of 150–200 °C, the rate of H2 evolution of 1 wt% and 11 wt% 

KOH treated deposits was found to be 30 and 50 times higher than that of the sample without KOH 
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treatment, respectively. This result implies that after KOH treatment, there is a new exothermic reaction 

taking place at the early stage of the temperature range of 150–200 °C which may also contribute to the 

sensitivity of KOH treated deposit. There was no drastically different rate of H2 generated from the 

pyrolysis of these deposits in the annealing temperature of 200–400 °C. In the pyrolytic temperature 

range of 400–500 °C, there was only tiny amount of released H2 for pure HCDS hydrolysate while no 

H2 generated for KOH treated deposits. No further released H2 gas was detected in the temperature range 

of 500–1000 °C for both pure and KOH treated deposits. 

Impact and friction sensitivity tests were carried out for these KOH treated deposit after heat treatment 

at 150 °C for 1 hour by using a furnace at ambient conditions. It should be noted that with 150 °C heat 

treatment, both samples of 1 wt% and 11 wt% KOH treated deposits remain too sensitive to impact and 

friction. In particular, the 150 °C heat treated samples ignites either at impact energy of 2 J (fire ball) or 

friction force of 60 N (weak spark) and 0.125 J (fire ball) or 7 N (weak spark) for 1 wt% and 11 wt% 

KOH-containing deposits, respectively. These results suggest that not all weakened Si–Si bonds were 

cleaved by thermal treatment at 150 °C. Although the sensitivity and severity KOH treated deposit were 

somewhat decreased in the friction testing after heating at 150 °C compared to that deposit without heat 

treatment, the deposit was still considered extremely sensitive to transport. 

 

Fig. 9. The evolution of H2 at different annealing temperature for the HCDS hydrolyzed deposit with and 

without KOH treatment 

Fig. 10 shows the correlation between H2 generation and heat release from the pyrolysis of KOH treated 

deposits. The volume of evolved H2 from the first pyrolysis stage (50–150 °C) was found to be 

proportional to the heat release. For the second stage (150–500 °C), however, no clear correlation 

between the volume of H2 generated and heat release. The results revealed that during the second stage 

of pyrolysis, there is additional exothermic reaction taking place without generating H2 gas. This 

phenomenon maybe due to the rearrangement of oxygen atoms in the silicon oxide cluster during 

pyrolysis that is explained by infrared study in section 3.4.  
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Fig. 10. Correlation between evolved H2 gas and heat release of treated HCDS hydrolyzed deposit 

3.3 The Effect of Particle Size on H2 Generation 

Fig. 11 shows the rate of generated hydrogen as a function of particle size during the pyrolysis of the 3.5 

wt% KOH treated sample. For the <0.177 mm deposit, the volume of hydrogen evolved from the first 

stage of pyrolysis (50–150 °C) tends to increase significantly while it is almost constant for the 0.177–
0.5 mm deposit. In particular, the rate of H2 evolution of the <0.074 mm deposit is higher than that for 

>0.177 mm deposit by the factor of 2.5. The result indicates that the amount of weakened Si–Si bonds 

increases with a decrease in particle size. For the second pyrolysis stage (150–500 °C), it seems to be 

that the evolution of H2 remains independent from the particle size. As a result, the reaction enhancing 

the sensitivity of HCDS hydrolyzed deposit presumably takes place on the surface of the hydrolyzed 

deposit.  

 

Fig. 11. Results of H2 gas evolution (a) 50–150 °C, (b) 150–500 °C 

3.4 Structure Characterization of the Heat-treated HCDS Hydrolyzed Deposit 

To elucidate the thermal decomposition behavior of the HCDS hydrolyzed deposit, additional pyrolysis 

was performed at a wide range of annealing temperature from 150 to 1000 °C in nitrogen. The IR spectra 

of the samples show a very intense absorption band at around 1000 cm⁻¹ which corresponds to the 

asymmetric stretching vibration of the oxygen atom in the Si–O–Si structure. With annealing treatments, 

the shift of the asymmetric stretching mode of Si–O–Si was observed initially from 1000 cm⁻¹ for the 

original hydrolyzed deposit to 1090 cm⁻¹ for the sample annealed at 1000 °C. This absorption band gives 

information about the oxidation degree of the SiOx substance since the frequency of this mode is shifted 
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to the higher frequencies as a linear function of x. The absorption bands at 1000 cm⁻¹ and 1090 cm⁻¹ 
correspond to SiO1.1 and SiO2.1, respectively (Tolstoy et al., 2003). Simultaneously, with an increase in 

heating temperature up to 1000 °C, there is a shift of the Si–O–Si bending mode from 725 to 800 cm⁻¹ 
corresponding to stoichiometric silica.  

Heating up to 200 °C, the intensity of 875 cm⁻¹ band being Si-Si bond indication slightly decreased and 

then was significantly diminished in the annealing temperature of 300–700 °C, suggesting the cleavage 

of Si–Si bond leading to the formation of Si–O–Si structure confirmed by the shift to higher wave number 

of Si–O–Si asymmetric stretching vibration.  

Heating up to 300 °C the intensity of silanol band at 3250 cm⁻¹ was gradually decreased and completely 

disappeared at the temperature of 500 °C and above. Additionally, the majority of H2 generated was 

observed in the temperature range of 150–400 °C, as shown in Fig. 12. Furthermore, there is a negligible 

rate of H2 evolution was measured in the annealing temperature range of 400–500 °C and no H2 was 

detected for higher annealing temperature. It again supports the above-mentioned assumption that the H2 

generated during pyrolysis may be due to the cleavage of Si–Si bonds by water arising from the silanol 

condensation reaction. The result is in agreement with Camon and Moktadir (1997) in which the strength 

of Si–Si bond will be decreased with an increase in amount of OH group bonded to Si atoms. That 

explains why the Si–Si bonds in the hydrolyzed deposit can survive on very high annealing temperature 

from 500 to 700 °C in the absence of silanol.  

Subsequent heating to 1000 °C causes additional profound changes in the experimental spectrum in 

which the weak peaks at 2260 cm⁻¹ and 875 cm⁻¹ attributed to Si–H and Si–Si bonds completely 

diminished and the spectrum matches perfectly with silica structure due to prominent peaks at 1090 and 

800 cm⁻¹ attributed to the Si–O–Si asymmetric stretching and bending modes of SiO2. However, no H2 

was detected by our H2 detector in the temperature range from 500 to 1000 °C, suggesting that the 

cleavage of Si–Si bond by water did not take place or occurred with very low degree.  

According to Schmeisser and Schwarzmann (1956) the cleavage of Si–Si bond may take place due to the 

oxygen insertion, in which −Si−H can be formed from silanol without the presence of water and evolution 

of hydrogen 

 HO Si Si OH HO Si O Si H− − − → − − − −   (4) 

However, the intensity of 2260 cm⁻¹ band attributed to Si–H stretching mode did not increase during 

pyrolysis as shown in Fig. 12 (Pauthe et al., 1989). Therefore, this reaction may not take place or take 

place with a very low degree during the heating treatment.  

Dřı́nek et al. (2001) proposed that the shift of Si–O–Si stretching mode with the increasing temperature 

is due to the rearrangement of oxygen atoms in the deposit. The oxygen atoms move from Si–Si4-mOm 

bonding units (m = 1, 2, 3) to the Si–O4 bonding unit (m = 4). That means the Si–O4 bonding unit in the 

sample becomes more dominant in FTIR. In this work, all samples were heated and analyzed in inert 

atmosphere by using nitrogen gas and stoichiometric SiO2 was formed at high annealing temperature 

(700–1000 °C). Therefore, this mechanism seems to be reasonable to explain the thermal decomposition 

behavior of the hydrolyzed deposit during pyrolysis. 
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Fig. 12. IR spectra of vapor HCDS hydrolyzed deposits annealed at different temperature 

3.5 Proposed Mechanism of Enhancing Shock and Friction Sensitivity 

On the basis of the above results, the following mechanism of enhancing shock and friction sensitivities 

by KOH is proposed. After mixing aqueous KOH solution with HCDS hydrolyzed deposit, the KOH was 

deposited on the surface of hydrolyzed deposits in which the –Si–Si–O–Si–Si– was broken down to form 

–Si–Si–OH and –Si–Si–OK. Once –Si–Si–OK groups were created, an electron displacement was 

generated leading to the weakening of the neighboring Si–Si bonds (Deleuze et al., 1995). The unstable 

Si–Si bonds were found to be slowly oxidized to form H2 gas and Si–O–Si groups at ambient temperature. 

These reactions took place repeatedly during the storage time even in an inert atmosphere. It is evident 

that, the more amount of KOH was in the deposit, the more quantities of weakened Si–Si bonds were 

generated. Any thermal or mechanical friction or impact will lead to the cleavage of the unstable Si–Si 

bonds and subsequently initiated a fast chain oxidation of adjacent Si–Si bonds to form more Si–O–Si 

groups and H2 gas and heat release. Cares should be taken when dealing with these deposits as they are 

extremely sensitive to handle plus the generated hydrogen may become a secondary hazard. 

4. Conclusions 

We have investigated the effects of KOH on enhancing the sensitivities of HCDS hydrolyzed deposit to 

impact and friction. A BAM Fall hammer and A BAM friction apparatus were used to characterize the 

shock and friction sensitivity of the hydrolyzed deposits before and after KOH treatment. The mixture 

of KOH and HCDS hydrolyzed is considered extremely sensitive that even a scratch by hand may ignite 

the deposit. The mechanism was proposed based on the IR studies and results of DSC with gas evolution 

analyses. The results of this study will be helpful for risk management and safe handling of the HCDS 

hydrolyzed deposits.  
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Abstract 

In the last decade, the use of renewable resources has increased significantly in order to reduce the 
energetic dependence on fossil fuels, as they have an important contribution to the global warning 
and greenhouse gasses effect. Therefore, the role of biomass on the energetic mix is becoming critical 
nowadays, as it is the only renewable resource, whose characteristics of use match those of the 
conventional fuel’s: solid biomass can be used instead of coals, and biodiesel could replace diesel. 
But in order to accomplish that goal, it is necessary to improve biomass physical-chemical properties 
such as high heating value, hygroscopicity, etc., but also to deep study its flammable characteristics 
in order to define the proper industrial safety measures. 

Research on solid biomass ignition properties has been considerably developed because of the amount 
of industrial accidents related to the treatment and use of solid biomass (self-ignition, dust explosions, 
etc.). On the other hand, thermogravimetric analysis (TGA) is becoming and important 
characterization technique as it can be used to determine a wide spectrum of properties, such as 
kinetics, composition, proximate analysis, etc. This research aims to combine both by using the TGA 
to obtain the elemental composition of lignocellulosic biomass and compare those results to Minimum 
Ignition Energy (MIE) values test output, so a relation between oxygen, carbon and hydrogen content 
and MIE can be found; which means that further studies could develop an estimation of MIE by TGA. 

To achieve this aim, biomass samples from different origins have been used: oil palm wastes (empty 
fruit bunches, mesocarp fiber and palm kernel shell), agricultural wastes (straw chops) and forestry 
wastes (wood chips and wood powder). Also, raw materials and torrefied biomass were compared 
Thermogravimetric analysis was carried on each sample, and so the percentages of cellulose, 
hemicellulose and lignin were estimated. Afterwards, MIE analysis was carried out and it was 
observed that torrefied samples presented lower energy values than the original samples. 

Finally, the hemicellulose/cellulose ratio was calculated and compared to different flammability 
properties, finding out that the greater the ratio and the lower the onset temperature (temperature at 
which the pyrolysis reaction accelerates), the lower was the minimum ignition energy. From this basis 
it was possible to define “tendency areas” that grouped the samples whose MIE was similar. Three 
tendency areas were found: high minimum ignition energy, medium minimum ignition energy, and 
low ignition energy.  

Keywords: flammability, thermal analysis, biomass, minimum ignition energy  

  

1. Introduction 

In the last decade, climate change had an important effect on the energetic regulations, increasing the 
use of renewable energies and trying to reduce the consume of fossil fuels (Chapman et al., 2018). 
This scenario promoted the research on new energetic sources or improving the ones already known, 
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so they could replace the traditional energy resources. In this context, biomass has been studied so it 
could replace coal and its important role, as it is the only solid renewable energy (McKendry, 2002). 

Even if biomass has been used for centuries, it is nowadays that several industries and facilities 
dedicate their activity to biomass production, storage, or handle, which means that its use has 
increased, and the safety conditions needed too. However, biomass flammability properties are still 
quite unknown and accidents keep happening such as fires, explosions and poisoning by carbon 
monoxide emissions (Gauthier et al., 2012; Hedlund, 2017). According to Moreno and Cozzani, 
(2015), regarding bioenergy industry, biomass accidents are more common than biogas or bioliquid 
accidents. It also states the equipment involved in the accidents, and most of the fires are produced 
when biomass is stored in piles or bulks and the smouldering process begins, such as the fire in Plevin 
Recycling Plant in United Kingdom, 2014 (“Plevin Hazlehead incident,” 2014). On the other hand, 
explosions usually take place in the form of dust explosions in power plants during operations (such 
as material discharge, conveyor transport, etc.) that allow the dispersion of the dust into the air 
forming explosive atmospheres that may produce and explosion when ignition is produced as 
happened in Pinnacle Renewable Energy’s wood pellet plan in Canada, 2019 (“Global News. Alberta 
energy plant suspends operations after explosion,” 2019), or at Koda Energy combined power plant 
in USA, 2013 (“Star Tribune. Koda Energy invests in safer technology,” 2013).  

Because of this flammable nature of biomass, in the past years researches on biomass flammability 
properties have increased (Garcia-Torrent et al., 2016; Rupar-Gadd and Forss, 2018), trying to 
understand the mechanisms that take place during fires and dust explosions so that safety measures 
can be applied. The effect of particle size, compaction, moisture, dispersion, etc., has been widely 
studied (Fernandez-Anez et al., 2018; Luo et al., 2016; Saeed et al., 2017).  

In order to define properly the flammable characteristics of a biomass sample, a lot of tests shall be 
carried out (minimum ignition temperature, self-ignition temperature, minimum ignition energy, 
explosion severity…) making it a hard task. Because of this, a lot of researchers have developed 
methods that allow the estimation of those parameters from other tests (Fumagalli et al., 2016; Uzun 
et al., 2017) in order to simplify the process. Thermogravimetric analysis (TGA) has proved to be 
quite useful (Garcia-Torrent et al., 2016; Janković et al., 2020; Saldarriaga et al., 2015) due to the 
unique information that reports, the small amount of sample that requires the test and the 
reproducibility of the test (human error is very low).  

More precisely, the parameters that influence minimum ignition energy have been widely studied not 
only for solid materials but also for gas mixtures (Ballal and Lefebvre, 1975; Eckhoff, 1975; 
Horstmann et al., 2001; Norman et al., 2013), finding out that parameters such as oxygen 
concentration, turbulence or particle size, among others, have a significant effect on minimum 
ignition energy. The amount of researches that focus on biomass minimum ignition energy is not as 
great as the ones that focus on coal or gas/air mixtures; but it is increasing as the use of biomass does 
(Abelha et al., 2016). It is also known that minimum ignition energy can provide information about 
ignition parameters (Frendi and Sibulkin, 1990).  

On the other hand, it is necessary to have a reliable comprehension on biomass composition, as it 
may have an effect on the ignition properties. Biomass includes a wide range of materials, but most 
of them are lignocellulosic materials (Shankar et al., 2011). It means that they are composed by three 
main components: cellulose (β-glucose monomers), hemicellulose (xylose, galactose, mannose, 
rhamnose and arabinose monomers) and lignin (substituted phenyl propane units). The composition 
of almost each type of lignocellulosic biomass has been previously studied, however, literature data 
differs from one study to another, so for the same material, different percentages of each component 
might be obtained (Bridgeman et al., 2008; González Martínez et al., 2019; Lewandowski, 2016). 
The macromolecular composition is usually obtained using an Accelerated Solvent Extractor Jacob 
et al., but it is also possible to obtain an estimation of the composition through TGA, technique used 
by several researchers (Gaitán-Álvarez et al., 2018; Hu et al., 2016; Janković et al., 2019b).  
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Given this background, the present study intends to find a relation between the parameters obtained 
from TGA and minimum ignition energy (MIE) so a preliminary estimation can be developed. To 
carry out this research, different biomasses were studied, all of them lignocellulosic so a 
compositional relation could be studied; and subjected to thermal analysis (thermogravimetry and 
differential scanning calorimetry) and minimum ignition energy test. All the data obtained from the 
tests was carefully studied so preliminary analysis of relations between thermal parameters, 
composition and minimum ignition energy was developed. The purpose of this study is to provide a 
new tool to make an early classification of materials according to their ignition properties, by using 
thermal analysis, which simplifies the testing process to assess flammable characteristics.  

2. Experiments 

In this study, six different lignocellulosic biomass samples were used, from agricultural and forestry 
wastes. Wood powder (WP) and wood chops (WC) come from Scots pine (Pinus Sylvestris L.), straw 
chops (SC) are made of reed canary grass (Phalaris Arundinacea L.), and the other samples come 
from palm oil wastes from Malaysia (Elaeis Oleifera). The palm oil samples come from different 
parts of the tree: EFB sample comes from Empty Fruit Bunches, while PKS means Palm Kernel Shell, 
and PMF Palm Mesocarp Fiber. As torrefaction is considered an important technique to improve 
biomass (Van der Stelt et al., 2011), and its effects on palm wastes has been widely studied (Uemura 
et al., 2011), torrefied PKS and PMF have been also studied (PKS T1, PKS T2, PMF T1 and PMF 
T2, where T1 and T2 represents two different dry torrefaction processes, the second one more intense 
than the first one). The samples were chosen in order to cover a wide range of biomass types, however 
no sewage sludge has been used in this study, as its composition cannot be assessed trough TGA (it 
is not a lignocellulosic biomass).  

All the samples were prepared at particle size <1mm so the tests could be performed in the same 
conditions for each sample. The granulometry was assessed using laser diffraction with a Mastersizer 
2000 apparatus. 

The samples were first characterized through proximate analysis, so moisture, ash and volatile 
contents were defined. Fixed carbon content was calculated from proximate analysis data on dry basis 
as:  𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 100 − 𝐴𝐴𝐴𝐴ℎ (%)− 𝑉𝑉𝑐𝑐𝑉𝑉𝑐𝑐𝑉𝑉𝐹𝐹𝑉𝑉𝐹𝐹𝐴𝐴 (%) 

2.1 Thermogravimetric Analysis (TGA) 

TGA measures the weight of the sample while it is heated from 30ºC to 800ºC at a constant heating 
rate (in this study the heating rate was β=5 K/min). During the whole procedure, the weight is 
recorded so it is possible to determine the onset temperature, which is the temperature at which the 
reaction accelerates, and so the weight decreases significantly. TG analysis was carried out using a 
TG-DSC Mettler Toledo TG-50 equipment.  

From TGA it is also possible to obtain the apparent activation energy. Different methodologies to 
obtain activation energy have been developed in the last years (Hu et al., 2016; Radojević et al., 
2018), however, Cumming’s equation constitutes a good approximation of activation energy for first 
order kinetics and simplifies the process (Cumming, 1984).  

If the first derivative of the TG curve is calculated, a second curve called DTG is obtained. This 
second curve provides important data such as the maximum weight loss temperature (MWL), which 
is the temperature at which the greatest decrease of weight takes place; but also, it is possible to obtain 
an estimation of the main components of lignocellulosic materials by calculating the deconvolution 
of the curve (Janković et al., 2019a; Perejón et al., 2011; Sronsri and Boonchom, 2018). The 
pseudocomponents obtained (so called because they represent an estimation instead of the precise 
value) will be cellulose, hemicellulose and lignin; and the area beneath those curves will represent 
the percentage of each component. Different deconvolution methods have been used to obtain the 
pseudocomponents such as Fraser-Suzuki deconvolution (Hu et al., 2016), Gaussian deconvolution 
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(Perejón et al., 2011), DAEM method (distribution activation energy model) (Cheng et al., 2015), etc. 
In this study, gaussian deconvolution was used with 3 terms, resulting into the 3 pseudocomponents 
mentioned above. PKS samples needed 4 terms so the approach was considered good enough (R2 
greater than 0.99), and the fourth component was found to represent carbonous matter: char after test. 
The mathematical treatment of the data was carried out using Matlab R2016b. 

2.2 Differential Scanning Calorimetry (DSC) 

DSC defines the heat exchange of the sample while heating it from 30ºC to 550ºC with a constant 
heating rate (in this study the heating rate was β=20 K/min). The heat exchange is recorded during 
the whole procedure, which means that it is possible to define the exothermic and endothermic 
processes that takes place during the heating. Three important parameters are obtained directly from 
the DSC curve: Initial Exothermic reaction Temperature (IET), which is the temperature at which the 
exothermic process begins; Change of Slope Temperature (CST), which is the temperature at which 
the reaction accelerates; and Final Exothermic reaction Temperature (FET), which is the temperature 
at which the exothermic reaction ends. DSC analysis was carried out using a TG-DSC Mettler Toledo 
TG-50 equipment.  

From DSC data it is possible to estimate the specific heat capacity, which is the amount of energy 
that one unit of mass needs to increase its temperature in one unit. The estimation is carried out 
following the methodology presented by Collazo et al., (2012). 

2.3 Minimum Ignition Energy (MIE) 

MIE is the minimum ignition required to ignite the sample dispersed into air forming a cloud using a 
high voltage capacitor discharge. The procedure of the test is carried out according to the standard 
EN ISO/IEC 80079-20-2:2016 (European committee for standardization CEN-CENELEC, 2016), 
and the energy is calculated as follows: 𝑀𝑀𝑀𝑀𝑀𝑀 =

1

2
· 𝐶𝐶 · 𝑈𝑈2 

Where C is the capacity of discharge expressed in Farads, and U is the applied voltage expressed in 
Volts. The test was carried out using a MIKE 3 apparatus that incorporates a Hartmann tube.  

3. Results and discussion 

The results from the proximate analysis and granulometry can be shown in Table 1. The moisture 
content presents the lowest values in the torrefied samples, as torrefaction reduces the hygroscopicity 
of the biomasses. The woody samples have the lowest ash content but the highest volatile percentage 
which means that an important amount of the sample has weak bonds and the onset temperature will 
be greater as the acceleration will take place after volatilizing most of this matter. 

 

Table 1: Proximate Analysis 

Sample Moisture  Ash d.b. Volatile d.b. Fixed Carbon d.b.  

PKS 7.0% 9.5% 66.8% 23.7% 

PKS T1 0.5% 5.4% 72.1% 22.5% 

PKS T2 0.9% 4.4% 73.0% 22.6% 

EFB 6.5% 2.9% 72.7% 24.4% 

PMF 8.8% 5.8% 62.7% 31.5% 

PMF T1 1.4% 6.3% 73.8% 20.0 % 

PMF T2 1.1% 6.6% 72.6% 20.8% 

WC 6.2% 0.2% 85.6% 14.3% 

WP 5.8% 0.2% 84.1% 15.8% 
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SC 5.1% 6.4% 76.5% 17.1% 

 

3.1 Thermal Analysis (TGA and DSC) 

In most of the biomass samples the IET represents the very beginning of the reaction, afterwards 
onset temperature indicates the moment of which it begins to accelerate, the CST would be greater 
than the onset temperature as indicates when the rapid exothermic reaction begins and it will be close 
to the MWL temperature, as when the process accelerates, the weight loss increases. Finally, the FET 
will define the end of the exothermic reaction, and from this point so on the sample will be mostly 
char. For each temperature, those temperatures are shown in table 2, also adding the apparent 
activation energy and the specific heat capacity. 

 

Table 2: Thermal Analysis: TG and DSC 

Sample IET (ºC) Onset (ºC) CST (ºC)  MWL (ºC) FET (ºC) Ea (kJ/mol) Cp (J/kg·K) 

PKS 105.9 218.4 242.5 344.6 535.2 67.7 2589.6 

PKS T1 220.0 250.0 334.0 350.0 545.0 67.9 1794.7 

PKS T2 221.0 251.2 333.0 350.0 545.0 68.3 762.3 

EFB 72.0 236.8 317.0 315.4 513.0 66.0 1235.4 

PMF 80.3 222.7 289.5 310.0 527.5 65.5 2492.9 

PMF T1 70.8 244.2 300.6 339.3 526.9 67.1 349.2 

PMF T2 88.9 241.2 359.2 304.6 543.2 66.1 1388.0 

WC 94.0 271.1 376.0 339.4 529.0 70.6 1955.1 

WP 85.0 263.6 377.0 320.6 530.0 68.6 622.3 

SC 94.0 239.3 375.0 328.7 530.0 67.4 578.9 

 

Kernel shell samples (PKS) present the greatest IET temperatures, as they present strong chemical 
bonds (Alengaram et al., 2010) and so the exothermic reaction requires greater temperatures to start, 
even more after torrefaction process 

Torrefied samples have lower Cp values, as torrefaction improves the energetic parameters of the 
biomasses besides PMF T2, whose behaviour is not as expected, and will be explained when 
discussing pseudocomponents results. On the other hand, the activation energy has an effect on the 
onset temperature, as the Ea is the minimum energy required for a system to start a process, the 
highest energies correspond to the highest onset temperatures as the system requires more heat to start 
the process. However, there is no significant relation between activation energy and CST. This fact 
can be due to the effect of the volatile content of the sample. In the first stage of the process, the light 
volatile matter will be released, and it is after this volatilization when the combustion accelerates and 
so the onset temperature is defined.   

Table 3 shows the pseudocomponents percentage for each sample, obtained by Gaussian 
deconvolution. In addition, the table shows the obtained R2, which represents the quality of the fitted 
model; and the char percentage, which is the matter percentage that remained after the TG analysis. 
As it was explained above, PKS samples needed 4 terms deconvolution due to the great char amount 
of the samples. A great char content implies that the sample contains non-combustible matter that 
needs to be represented, in this case, through the carbonous matter of the sample that was estimated 
with the fourth component (25.14% for PKS, 23.27% for PKS T1 and 20.08% for PKS T2).  
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Table 3: Pseudocomponents from Gaussian deconvolution and char percentage 

Sample Cellulose (%) Hemicellulose (%) Lignin (%) R2 Char (%) 

PKS 13.1 8.4 13.1 0.9986 30.3 

PKS T1 17.8 10.9 15.4 0.9978 31.9 

PKS T2 9.2 11.0 22.8 0.9973 35.9 

EFB 43.1 20.8 8.0 0.9995 19.0 

PMF 45.6 29.2 14.5 0.9902 1.7 

PMF T1 24.1 27.7 18.4 0.9946 27.7 

PMF T2 52.7 39.0 4.0 0.9942 3.0 

WC 39.6 23.4 16.2 0.9924 14.2 

WP 45.2 21.5 23.7 0.9833 2.9 

SC 48.0 25.2 15.3 0.9953 4.2 

The deconvolution of WP did not reach the 0.99 R2 expected, however the results of each component 
are consistent if compared to bibliographic data for Scots pine (Zborowska et al., 2018), so the 
obtained results are considered accurate enough. PMF and PKS samples show an increase of lignin 
after torrefaction process due to the decomposition of hemicellulose and degradation of cellulose, 
which can also be noticed in the results. However, PMF T2 behaves in a completely different way, 
reducing its lignin content and increasing the cellulose, which might be related to the thermal 
behaviour during the TGA. Figure 1 shows the curves from the thermal analysis for PMF, PMF T1 
and PMF T2, where it is possible to see that PMF combustion decreases around 300ºC and so the 
slope increases. Torrefaction should correct this behaviour and so it happens when testing PMF T1, 
however, PMF T2 shows this “slow combustion” phenomena again, complicating the estimation of 
pseudocomponents through TGA. 

 

 

Fig. 1. TGA of palm mesocarp fiber samples 

3.2 Minimum Ignition Energy 

The results obtained from the MIE test are shown in table 4. As occurred when assessing the specific 
heat capacity, torrefied samples present lower MIE values than their original sample. The woody 
samples have the same MIE value, as both are the same species and their thermal characteristics were 
very similar. From those results, three different groups can be made: samples with high minimum 
energy (PKS, EFB, WC and WP), samples with medium-low minimum energy (PKS T1, PMF and 
SC) and samples with low minimum energy (PKS T2, PMF T1 and PMF T2). The previous tests 
showed an “erratic” behaviour of PMF T2 which also manifests in MIE results as MIE increases from 
PMF T1 to PMF T2. However, this fact can also be explained because of its particle size distribution, 
which can be seen also in table 4, and shows an increase of particle size if compared to PMF T1. The 
fact that minimum ignition energy decreases after torrefaction has been contrasted in previous 
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literature, however the previous studies show discordance when approaching the relation between 
explosivity and torrefaction (Boskovic et al., 2015; Szamosi et al., 2017; Thrän et al., 2016); which 
could be explained by the feedstock type. Indeed, torrefaction may present different effects depending 
on the chemical and physical structure of the sample. If particle size is considered, kernel shell 
samples increase granulometry after torrefaction, probably because the smaller particles volatilize, 
but, on the other hand, when mesocarp fiber is tested, granulometry decreases after torrefaction, 
which could be due to the bonds break in the sample structure, so the particles are weaker and break 
easily into smaller particles.  

Table 4: MIE and particle size distribution 

Sample MIE (mJ) d10 d50 d90 

PKS 840 4.2 189.7 1021.6 

PKS T1 200 11.6 234.0 745.0 

PKS T2 55 272.4 730.9 1350.8 

EFB 610 30.0 146.5 414.7 

PMF 220 41.9 367.9 1354.2 

PMF T1 55 7.9 125.4 337.9 

PMF T2 79 32.5 103.2 1421.8 

WC 610 152.7 619.4 1307.8 

WP 610 171.1 613.4 1295.2 

SC 220 125.9 457.6 1227.5 

 

Lignin is a polymer that binds the fibres of the cells and vessels acting as a cementing agent, which 
means that this molecule is stronger than cellulose and hemicellulose. According to that, the minimum 
ignition will be related to the percentage of each component, as the samples with higher hemicellulose 
will require less energy to break the chemical bonds in the combustion. However, from the contents 
obtained above, no relation was found between MIE and pseudocomponents content, so the ratios 
hemicellulose/cellulose, hemicellulose/lignin and cellulose/lignin were calculated in order to find out 
if the proportion between components may produce an effect on the minimum ignition energy. From 
this data, it was inferred that the lignin content does not affect the MIE as much as hemicellulose and 
cellulose. Figure 2 plots the hemicellulose/cellulose ratio versus some of the flammability parameters 
explained above: fixed carbon content, specific heat capacity, apparent activation energy and onset 
temperature. The samples with the lowest minimum ignition energies are always located in the lower 
right quadrant of the plots, as their hemicellulose/cellulose ratios are higher than the ratios of the other 
samples. More precisely, those samples whose minimum energy was lower than 100 mJ presented 
ratios greater than 0.7: PMF T2 has a ratio of 0.74 (and the highest MIE from low MIE group) and 
PMF T1 and PKS T2 have ratios over 1 (1.15 and 1.2 respectively).  

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

440



 

 

Fig. 2. Hemicellulose/Cellulose Ratio Vs Flammability Parameters: a) Ratio Vs Fixed Carbon 

content, b) Ratio Vs Specific Heat Capacity, c) Ratio Vs Activation Energy, d) Ratio Vs Onset 

Temperature 

The samples with high MIE seem to have lower ratios, however PKS’s (whose MIE is 840 mJ) ratio 
is 0.64 and behaves more similar to the medium MIE group than to the high MIE group. The fixed 
carbon content varies in a short range for the low MIE group (figure 2 a), however for the rest of the 
groups present an important dispersion. Same fact could be stated for the apparent activation energy 
(figure 2 c), but it could be due to the fact that the activation energy was calculated as a first order 
kinetics and the values are an approximation. As Ea is a parameter that have been proved useful to 
estimate self-ignition tendency (Garcia-Torrent et al., 2016), it can be expected that it has an effect 
on the minimum ignition energy, so further studies would be required in order to define the kinetics 
best fit in each sample, and so more accurate values would be obtained. Regarding the specific heat 
capacity (figure 2 b), there is no significant relation to MIE, as the lowest Cp values corresponds to 
samples whose MIE is 55 mJ, 220 mJ and 610 mJ. 

The most significant plot is figure 2 d, in which the ratio is plotted versus the onset temperature. It 
seems to be a tendency that samples with great onset temperatures, and low hemicellulose/cellulose 
ratios have higher MIEs than the samples that locate in the opposite part of the plot. Figure 3 shows 
the three MIE groups (high, medium, and low), and establish around them “tendency areas”. From 
this plot it is possible to make a preliminary classification of samples according to these tendency 
areas. 

a)                   b) 

c)                  d) 
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Fig. 3. MIE Tendency Areas 

4. Conclusions 

The first conclusion that can be obtained from the tests result is that torrefaction treatment may have 
an important effect on the flammability properties of the samples depending on the feedstock. It has 
been proved that palm wastes torrefied samples have lower MIE values than the original samples, but 
also the specific heat capacity was reduced in those samples. It means that torrefied palm oil wastes 
might require special safety measures as their ignition does not need great amounts of energy.  

The lignin content does not have a significant effect on the flammability characteristics of the samples 
however, the proportion between hemicellulose and cellulose appears to group samples with similar 
MIE. More precisely, when evaluating the hemicellulose/cellulose ratio and the onset temperature 
there is a tendency to increase minimum ignition energy as the ratio decreases and the onset 
temperature increases. It means that if the ratio is plotted versus onset temperature, the samples that 
locates in the upper left part of the plot will have greater minimum ignition energy than those that 
locate in the lower right part.  

PMF T2 sample behaves in an unexpected way, however the data evaluated in this study is not enough 
to state that the sample constitutes a deviation or not. It would be necessary to test similar samples 
(biomasses made from fibres), so a proper tendency is defined. Indeed, as this research was a 
preliminary study, it would require an improvement by adding samples and studying their properties 
so the estimation can be fully reliable, and it will be possible to define classification zones instead of 
tendency areas.  
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Abstract 

This study investigates the influence of sucrose content on fire and explosion protection requirements 

relevant for the storage and filling of ethanol/water cosolvent mixtures. These mixtures are of 

particular interest for the alcoholic beverages industry. The aim of this investigation is to determine 

which reduced requirements (deviating from the technical regulations) for constructional fire 

protection equipment can be permitted in the safety assessment of such mixtures. The results of the 

project can be incorporated into the upcoming revision of the regulations referred to. 

Keywords: ethanol, water, sugar, sucrose, flash point, fire point, sustained combustion test, sustained 

combustibility 

1. Introduction 

When storing and filling bottling ethanol/water mixtures, aspects of explosion protection and fire 

protection defined in existing laws concerning dangerous substances must be considered. TRGS 509 

(GMBI, 2014) is the first German technical rule containing the same requirements for the storage and 

bottling/emptying points of water-soluble flammable liquids as those for other flammable liquids. For 

liquids with flash points from 21 °C to 55 °C, this situation was different before 2003, as water-

soluble flammable liquids were not covered by the regulation titled “Verordnung über brennbare 

Flüssigkeiten (VbF)”, which was the precursor of TRGS 509. Most spirits (distilled alcoholic 

beverages) belong to this group; before 2003, the spirits industry was largely free of requirements 

concerning fire and explosion protection. The current requirements are based on the three flash point 

categories (cat.1 to 3) for flammable liquids given in the regulation on classification, labelling and 

packaging (CLP) of substances and mixtures (EC, 2008). In this regulation, it is not necessary to 

classify flammable liquids with a flash point of ≥ 35 °C as category 3 if they do not support sustained 

combustion.  

The test for sustained combustion is carried out in accordance with ISO 9038 (2013) at fixed testing 

temperatures of 60.5 °C and 75 °C (UN test L.2, 2005). Most flammable liquids with a flash point 

between 35 °C and 60 °C show sustained combustion as defined in UN test L.2. Only a minority of 

this group does not support combustion. Of the liquids that do not support combustion, most contain 

high amounts of components which do not burn, such as water. The fire load then corresponds to the 

amount of the flammable component, which is ethanol in this study. When the test is carried out at 

other testing temperatures, it may lead to other ethanol-content threshold values (i.e. the maximum 

ethanol content at which the test is still negative). As the maximum storage temperature is 40 °C in 

Europe, a modification of the test might be useful.  

Within the scope of TRGS 509, liquids with a flash point of up to 370 °C are regarded as combustible. 

In order to ease requirements for construction-related fire safety, a differentiated risk assessment is 

allowed as defined in the Ordinance on Industrial Safety and Health (BetrSichV, 2003; LV 49, 2017). 

As a prerequisite, the given liquid must not behave like other combustible materials even if its flash 

point is ≤ 370 °C; a distinction is made between liquids whose burning behaviour is similar to that of 
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non-water-soluble flammable liquids and liquids with significantly reduced fire intensity. Flammable 

water-soluble liquids with a significantly reduced fire intensity entail reduced construction-related 

fire protection requirements. With such liquids, the liquid will stop burning by itself when the 

flammable component has been consumed. Furthermore, a small amount of extinguishing water can 

stop the liquid from burning. The reduced need for extinguishing water can be considered when 

determining the extinguishing water retention volumes. 

When the results from the ethanol/water model systems are compared with those from commercially 

available spirit preparations, the influence of sucrose should be considered. Additional compounds 

such as sucrose can influence the viscosity and solvation capability of the cosolvent mixture, and 

these factors can have significant impact on the flash point and sustained combustibility.  

Sucrose is highly soluble in water, but dissolves poorly in ethanol. Because the sucrose molecule has 

eight hydroxyl groups and three hydrophilic oxygen atoms, the water molecule interacts easily with 

it via hydrogen bonding. Ethanol has only one hydroxyl group, and the interaction between molecules 

of sucrose and alcohol is weak. Mixtures of both solvents (cosolvent mixtures) are generally capable 

of dissolving sucrose. The solubility of sucrose in the mid-range of water/ethanol mixtures is 

primarily determined by the amount of water. Nevertheless, at both ends of the composition range, 

this behaviour is slightly different. Small amounts of ethanol appear to support the solution process 

of sucrose in water, while with small amounts of water, the ethanol additionally hinders the sucrose 

from dissolving in the water (Galvao, 2016). 

A study on potential explosion hazards due to evaporating ethanol in whisky distilleries was presented 

in Ledin (2003). Hakkarainen et al. (2017) studied the heat release characteristics of ethanol/water 

mixtures in small-scale experiments. They observed that a significant fire load is not formed until the 

ethanol volume fraction in the alcoholic beverage is at least 20 %. Chen et al. (2019) presented an 

investigation of the fire hazard characteristics of ethanol/water mixtures and Chinese spirits by means 

of a cone calorimeter and an automatic flash point tester.  

The flammability and sustained combustion of ethanol/water mixtures and commercially available 

alcoholic beverages are examined in detail in this study. The aspect of sugar admixture is given 

special consideration. Experimental results are presented for the flash point, fire point and sustained 

combustibility. For the comparison of the current standard methods, the correlation of the flash point 

with the ethanol content of the cosolvent mixtures was measured beforehand. A method of calculating 

the flash point of sucrose-containing cosolvent mixtures is also presented. 

 

2. Experiments 

All experiments were performed in a laboratory whose ambient temperature and pressure levels 

varied between 20 °C and 30 °C and between 99.0 kPa and 102.8 kPa. Before testing, the samples 

were pre-cooled to 5 °C. The results were corrected to a standard pressure of 101.3 kPa and rounded 

in accordance with the standards. 

 

2.1 Samples 

Ethanol/water mixtures containing sucrose were prepared in various compositions with an expanded 

measurement uncertainty (k=2) at a 95 % confidence level of U= 0.2 % in mass fraction. Ethanol with 

a purity of 99.9 % by mass was gravimetrically mixed with deionized water and the mass fraction 

was converted to volume fractions  𝜑et in accordance with equation 1. The density of ethanol at 20 °C 

was taken as 0.789 g/ml and the density of water as 0.998 g/l. These cosolvent mixtures covered a 

range from 15 % to 40 % in steps of 5 %. Sucrose with a grade of reag.PhEur. was then dissolved in 

the cosolvent mixtures in various mass fractions wsuc (eq. 2) from 10 % to 40 % in steps of 10 %. 
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Depending on their alcohol and sugar content, different alcoholic beverages were chosen to represent 

both sugar-sweetened and unsweetened spirits. These beverages are given in Table 1. 

 𝜑et = 𝑉ethanol𝑉ethanol+𝑉water   (1) 𝑤suc = 𝑚sucrose𝑚sucrose+ 𝑚cosolvent mixture (2) 

 

Table 1: Selected alcoholic beverages  

Sweetened  𝜑et 

in % 

Concentration of sugar  

in g/l 

Port 19.5 <100 

Peach liqueur 20 <150 

Egg liqueur 20 ≈150  
Herb liqueur 21 ≈100  
Triple sec 40 ≈203  
Unsweetened   

Schnapps 32 - 

Vodka 38 - 

Whisky 40 - 

Arak 47 - 

Rum 54 - 

 

 

2.2 Flash point and fire point tests 

The flash point is defined as the lowest temperature of a flammable liquid corrected to a standard 

pressure of 101.3 kPa at which the application of a test flame causes the vapour of the test portion to 

ignite momentarily and the flame to propagate across the surface of the liquid. Methods of measuring 

the flash point of a liquid are specified in international and national standards (ISO 13736, ISO 3679, 

ISO 1523, ISO 1516, ISO 2719, ISO 2592, DIN 51755, ASTM D56). They differ primarily in terms 

of the temperature range and the state of equilibrium the gas phase can reach. 

Generally, the closed-cup flash point methods result in lower flash points than the open-cup methods, 

which makes the results more reliable when used in an explosion risk assessment. Two different 

closed-cup methods were chosen here in order to compare a non-equilibrium method and an 

equilibrium method. The non-equilibrium method defined in ISO 13736 (2013) is suitable for most 

flammable liquids and uses a sample volume of 71 ml, which is slowly heated up and tested at each 

degree Celsius. This might result in early consumption of part of the flammable vapour at lower 

temperatures. In order to prevent this, the rapid equilibrium closed-cup method ISO 3679 (2015) uses 

a fresh 2 ml sample for each test. Both methods can produce very similar results with pure substances. 

Nevertheless, for some mixtures with a small content of a flammable volatile liquid, the ISO 13736 

method results in lower flash points due to its better ability to reach the lower explosion limit in the 

vapour phase, as the ratio of the liquid bulk phase volume to the volume of the gas phase is higher. 

On the other hand, because the rapid equilibrium method is fast and requires less material, it is widely 

used. For this reason, a comparison of both methods was included in this study. The measured values 

of both methods were corrected to standard pressure and rounded to 0.5 °C. The ISO 13736 tests were 

performed by means of an automated Petrotest ABA4 device equipped with a Haake WKl 26 cryostat. 

For the ISO 3679 test, an automated Stanhope-Seta Setaflash 8 device was used. Additionally, the 
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Cleveland open-cup method for mineral oil products presented in ISO 2592 (2017), which uses a 

sample volume of about 88 ml, was applied for the determination of the open-cup flash point and fire 

point. The tests were performed with a semi-automatic device (Walter Herzog). Open-cup flash points 

were always measured under non-equilibrium conditions. The values were corrected to standard 

pressure and rounded to 1 °C.  

The fire point of a fuel is the lowest temperature corrected to standard pressure at which the vapour 

of that fuel will continue to burn after ignition by means of an open flame of standard dimension. The 

fire point may be significantly higher than the flash point measured via the Cleveland method. After 

reaching the flash point, the sample is therefore additionally heated in such a way that its temperature 

rises at a rate of 5 K/min to 6 K/min. The test flame is applied every 2 K until the vapour phase of the 

sample ignites and continues to burn for at least five seconds. The temperature at this point is the fire 

point determined for the sample, which is then corrected to ambient pressure and rounded to the 

nearest degree Celsius.  

 

2.3 Sustained combustibility test 

The test for sustained combustibility was performed to identify whether a given mixture sustains 

combustion when heated and exposed to a flame. The method is standardized in ISO 9038 (2013) but 

also referred to in UN Test L.2 (2005) for the transport of dangerous goods. For this purpose, two 

testing temperatures (60.5 °C and 70 °C) and two different heating times (15 s and 30 s) are defined. 

The test can be performed to check whether flammable liquids whose flash point is > 35 °C and 

≤ 60 °C can be exempted from being classified as flammability category 3 as defined in the CLP 

directive. If the test is negative, the liquid does not have to be classified as flammability category 3; 

however, it should be noted that substances that pass this test may still form explosive atmospheres. 

A standard testing device was used, as shown in Figure 1. A metal block with a concave sample well 

was heated to a specified temperature. A hole was drilled into the block and a thermometer inserted 

into the hole. A 2 ml portion of the liquid was transferred to the well and heated for either 30 s or 60 s 

at a defined testing temperature. Subsequently, an ignition source was applied to the vapour phase 

above the liquid for 15 s. If a flame developed at the top of the liquid, it was observed to see whether 

it continued to burn for at least 15 seconds after removal of the ignition source. The sample undergoes 

sustained combustion if the following criteria are fulfilled: 1) either the liquid catches fire directly 

via self-ignition during the heating time or the sample burns for more than 15 s after removal of the 

ignition source applied for 15 s; 2) at least one of the three tests is positive (Figure 2). In this study, 

most of the test temperatures were set to 40 °C, 50 °C or 60 °C in order to find the temperature which 

barely supports the burning duration of 15 s with respect to the mixture composition. The three 

substances listed in ISO 9038 were measured to verify the apparatus and the performance of this 

method. 

Deviating from the standard, the stop (B in Figure 1) was positioned further away from the cup centre 

to avoid early ignition without a stable flame. Early ignition consumes fuel and leads to a reduced 

burning period once the sustained combustion has started. The whole instrument was placed in a box 

which was then tightly sealed, as preliminary experiments demonstrated that ambient draughts 

severely reduce the burning period and hinder the formation of a stable flame.  
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Fig. 1: Combustibility tester (A: thermometer, B: stop, C: handle, D: test gas jet, E: sample 

well, F: heated metal block)  

 

 

Fig. 2: Scheme of UN test L.2 and definition of the term “burning duration” as used in this 

study.  

 

2.3 Measurement uncertainty of the tests 

The flash point methods used in this work are described in the standards listed in table 2 as well as in 

the conditions of use. The apparatuses were verified beforehand using CRM materials. The 

repeatability and reproducibility given in the standards together with the expanded measurement 

uncertainty U are listed in table 3. The expanded measurement uncertainty U (k=2, confidence 

interval 95 %) was calculated in accordance with equation (3). For each mixture, the flash point was 

measured three times and the mean value was determined, deviating from the standards which 

prescribe only a single measurement. 

 

U = 2·R/2.8  (3) 
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Table 2: Flash point and fire point methods 

Standard Temperature 

range 

Heating rate 

in K/min 

Testing interval 

in K 

Cup 

type 

Equilibrium Volume 

in ml 

ISO 13736 -30 °C to 75 °C 1 0.5 closed no 71 

ISO 3679 -30 °C to 300 °C none 1 closed yes 2 

ISO 2592 >79 °C 5-6 2 open no 88 

 

Table 3: Reproducibility (R) and uncertainty of the applied flash point and fire point methods 

Standard R 

in °C 

U(k=2) 

in °C 

ISO 13736 flash point 3.2 2.3 

ISO 3679 flash point 0.02561(X+110)  2R/2.8 

ISO 2592 flash point 18 12 

ISO 2592 fire point 14 10 

X: arithmetic mean of the testing results under comparison 

 

3. Results and discussion 

3.1 Flash point and fire point of ethanol/water mixtures  

Below, the results of the flash point measurements are discussed regarding the CLP classification. 

Fig. 3 gives a graphical comparison of the former and current regulations. Figure 4 shows the 

closed-cup flash points of the ethanol/water mixtures; these flash points were obtained using the 

Abel method (ISO 13763) and compared with values from the Chemsafe database (CHEMSAFE, 

2020). 

 

Fig. 3: Graphical comparison of former and current regulations 
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The Chemsafe database provides values measured at PTB in 1963 in accordance with DIN 51755 

(Abel Pensky), a method widely used in Germany before ISO 13736 was established in 1997. In DIN 

51755, a method is described in which the sample is not stirred during heating. In contrast, ISO 13726 

describes stirring the sample during heating, which leads to a more homogeneous temperature 

distribution over the sample. The stated reproducibility is slightly better adapted to interlaboratory 

testing. Generally, the values obtained via the different methods cannot be directly compared, as they 

depend to a large extent on the given apparatus and conditions. Nevertheless, both methods agree 

very well, as do the values recently published by Chen et al. (2018). 

As shown in Figure 4, the flash point decreases with increasing ethanol volume fraction, following a 

nonlinear curve whose inflection point is around 60 %. Without considering the measurement 

uncertainty, the flash point limit of 21 °C corresponds to 75 % ethanol, a limit commonly used in 

safety assessments of ethanol/water mixtures based on the former VbF. Considering the uncertainty 

indicated in the standards (Table 3) and erring on the side of caution, mixtures with a flash point from 

21 °C to 55 °C have a volume fraction range from 58 % to 7 %. The current CLP regulation states 

that flammable mixtures with a flash point from 23 °C to 60 °C have a volume fraction range from 

45 % to 5 %. Consequently, aqueous solutions of ethanol are not considered to be flammable 

(category 3) as defined in the CLP regulation if the alcohol volume fraction is below 5 % (TFlp = 

60 °C). Such solutions do not belong to the group whose flash point is ≤ 55 °C regarding additional 

fire safety requirements as defined in TRGS 509 if the alcohol volume fraction is below 7 %. 

Aqueous solutions of ethanol are flammable (category 3) if the alcohol volume fraction is between 

5 % (TFlp = 60 °C) and 45 % (TFlp = 23 °C). Solutions with an ethanol volume fraction between 20 % 

and 5 % (TFlp = 35 °C to 60 °C) could constitute an exception provided they do not sustain combustion 

in the L.2 test. Aqueous ethanol solutions with an alcohol volume fraction of more than 45 % are 

classified as highly flammable (category 2). The shift of the category limit from 58 % (TFlp = 21 °C) 

to 45 % (TFlp = 23 °C) means that some of the mixtures regarded as “flammable” as defined in the 

former VbF regulation are now regarded as “highly flammable”. This shift in categorization means 

that the mixtures will have to either be stored in smaller volumes or be subject to stricter safety 

requirements. Figure 5 compares the ISO 13763 results with those obtained from the closed-cup rapid 

test (ISO 3679). The two sets of results agree very well within the range of the measurement 

uncertainty. Nevertheless, ISO 13763 yields the lowest values, which are 1.5 K lower than those for 

ISO 3679.  
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Fig. 4: Closed-cup flash points obtained from different sources as a function of the ethanol volume 

fraction in the cosolvent mixture. The classification limits defined in the CLP directive (dotted line) 

and the withdrawn VbF directive (solid line) have been added to the graph. The values have been 

corrected and rounded. The error bars show the expanded measurement uncertainty. 
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The Cleveland test ISO 2592 was used here in order to get an impression on the temperature for 

continuous burning of the solutions. The standard was written for mineral oils with flash points of 

79 °C to 400 °C. Using this method at lower flash points is accompanied by high measurement 

uncertainty. This open-cup method produces flash points which are more than 7 K higher than those 

measured via the Abel method. The fire point also included in the graph is about 10 K higher than the 

associated flash point and at least 15 K higher than the flash point defined in ISO 13676. This means 

that the mixture is not able to continuously burn for more than 5 s without the temperature being 15 

K above the Abel flash point.  

 

3.2 Flash point and fire point of ethanol/water mixtures containing sucrose 

The results of the flash point measurements on ethanol/water mixtures containing sucrose are given 

in Figure 6. Increasing sucrose content in the ethanol/water mixtures causes a clear decrease in the 

flash point. Comparison of the results again shows that the Abel flash points are 1 to 2 K lower than 

the results from ISO 3679. Although the Cleveland flash point method is not suitable for the 

temperature range found here, a decrease in the flash point was also seen. However, a quantitative 

result cannot be given.  

A more thorough quantitative statement on the continuous burning behaviour of the sample can be 

made based on the fire point. The fire point measured via the Cleveland method shows a decrease in 

the sugar content as well. It is higher than the Cleveland flash point and therefore has better 

reproducibility (Figure 6). Regarding fire safety assessment, the flash point defined in ISO 13736 can 

be compared with the starting temperature of continuous burning, which is given by the fire point: at 

10 K above the Abel flash point, the solution starts to burn for at least 5 s.  
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Fig. 5: Flash points and fire point in dependence on the ethanol volume fraction (cc: closed-cup; 

oc: open-cup). The values have been corrected and rounded. The error bars show the expanded 

measurement uncertainty. 
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Fig. 6: Left: flash points measured for ethanol/water solutions with various levels of sucrose. The 

values were not rounded. Right: fire point defined in the Cleveland method.  

 

3.3 Flash point calculation for sucrose containing ethanol/water mixtures 

For the compositions investigated, the flash point decreases linearly with increasing sucrose mass 

fraction when only the sum of the water and the sucrose is considered (Figure 7). For this assessment, 

the unrounded values after standard pressure correction were used. Linear regression for the various 

ethanol/water solutions results in an average slope of 0.067 K/mass% ± 0.008 K/mass%. For a specific 

ethanol/water mixture, it is therefore possible to estimate the flash point with the aid of the pure-

mixture flash point without sucrose (𝑇0𝐹𝑙𝑝
) and to subtract 0.7 K per 10 mass% of sucrose in the 

sucrose plus water fraction: 𝑇𝑠𝑢𝑐𝐹𝑙𝑝 = 𝑇0𝐹𝑙𝑝 − (0.07 𝐾 ∙ 𝑚𝑠𝑢𝑐/(𝑚𝑠𝑢𝑐 + 𝑚𝑤𝑎𝑡𝑒𝑟)) (3) 
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Fig. 7: Linear decrease of the flash point with increasing mass content of sucrose in the water/sucrose 

mixture for the different ethanol/water cosolvent mixtures. The values have not been rounded. The 

dotted lines show the linear regressions and the solid lines show the estimation curve with a decrease 

of 0.7 K per 10 mass% sucrose. 
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3.3 Alcoholic beverages 

Figure 8 shows the results of the flash point measurements of alcoholic beverages as defined in 

ISO 3679 together with the flash point curve of the ethanol/water mixtures as defined in ISO 13736. 

The graph shows that the unsweetened spirits follow the curve very closely. The flash point values 

are slightly lower than the flash points of the model solutions. Apart from the fact that deviations 

from the alcohol content indicated by the manufacturer are allowed, one reason for this could be the 

presence of additional flavouring substances, which can be considered as belonging to the flammable 

volatile component of the spirits. The sugar-sweetened beverages behave differently. Although the 

exact sugar content is not indicated by the manufacturer, the trend follows the estimated sugar content 

(table 1). The classification limits in the graphs show that some of the beverages previously classified 

as “flammable” would now be classified as “highly flammable” in accordance with the CLP 

regulation, particularly when the uncertainties are considered. Although the alcoholic beverages are 

considered food and do not fall under the scope of the European chemicals regulation REACH (i.e. 

the flammability of the beverages does not have to be labelled on the bottle for retail purposes), the 

recategorization carries with it implications for storage regulations. 

 

3.4 Sustained combustion 

The sustained combustibility test was carried out and the burning duration measured at a given test 

temperature after ignition. It was clear from the nature of this test that the results would show a 

relatively large scatter. However, this test is the standard test with respect to classification and 

labelling when the 15 s criterion of sustained burning after removal of the ignition source is applied 

at testing temperatures of 70 °C and 60.5 °C. Furthermore, the test result is considered positive even 

if the sample ignites during the heating time regardless of the total burning duration. 

It was found in several hundred individual tests on ethanol/water mixtures containing sucrose that the 

heating time (30 s vs. 60 s) has only a minor influence. If the sample is heated for 60 s, the time to 

ignition is one second shorter than for the 30 s test; the same was found to be true of the burning 

duration. This difference is small compared to the standard deviation of the repetition tests. To err on 

the side of caution (i.e. allowing longer burning times), a heating time of 30 s was found to be 

appropriate in this study. As the ethanol content increases, ignition takes place sooner, while the 

amount of sucrose does not seem to have a clear influence on the time to ignition.  
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Fig. 8. Flash points measured as a function of the ethanol volume fraction in water for unsweetened 

alcoholic beverages (left) and sweetened liqueurs (right). The values have been corrected and 

rounded. 
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Generally, the burning duration itself is highest when a high ethanol content is present in the cosolvent 

mixture, as shown in Figure 9. Near the standard test temperature (60 °C), there is a clear decrease in 

the burning duration with increasing sucrose content. This trend indicates that the partial pressure of 

ethanol is higher when sucrose is present because part of the water dissolves sucrose and because 

hydrogen bonding between ethanol and water is hindered. This finding is supported by the flash point 

measurements. The 15 s burning duration given in Figure 9 is not the same as that in UN test L.2 

(Figure 10), which considers the burning time only after the ignition source has been applied for 15 s. 

In some cases, the ethanol flame was stable at a much earlier stage and the total burning duration 

lasted longer than 15 seconds; however, the test was still negative because the 15 s criterion was not 

fulfilled. Furthermore, even if only one out of three tests is positive, the result is positive. For this 

reason, the results for the L.2 test at 60 °C are given separately in Figure 10 and differ from the results 

in Figure 9, where the average burning duration is given. 

UN test L.2 is negative (i.e. combustion is not sustained) for all mixtures with an ethanol volume 

fraction of 15 % in the cosolvent mixture and a sucrose mass fraction of up to 50 % (Figure 10). These 

mixtures have flash points of ≥ 35 °C and do not sustain combustion even at a test temperature of 75 

°C. Therefore, they do not need to be classified as category 3. This is true for the model solutions 

given in Figure 6 and for the first two alcoholic beverages from Table 4. All other alcoholic beverages 

tested and given in Figure 8 had flash points below 35 °C and therefore cannot be excluded from 

category 3 irrespective of the result of the sustained combustion test. UN Test L.2 matches perfectly 

with the flash point limit of ≥ 35 °C for aqueous ethanol solutions containing a sucrose mass fraction 

of up to 50 %. 

At an ethanol volume fraction above 25 % in the cosolvent mixtures, the flash points are too low to 

be exempted from classification. For mixtures with an ethanol volume fraction of 20 %, the test is 

negative, as the sucrose mass fraction rises to 30 %. Here, the sucrose lowers the flash point to a level 

near 35 °C but does not lead to sustained combustion. In this individual case, an exemption is 

appropriate if the measurement uncertainty of the flash point is not considered. Less sucrose sustains 

combustion, as confirmed by the last three beverages in Table 4, while more sucrose lowers the flash 

point to below the classification limit.  

When the test temperature is lowered, more and more mixtures show burning durations below 15 s. 

The general decrease in the burning duration with decreasing sucrose content was again observed for 

mixtures with sucrose mass fractions of more than 20 %. Three different effects are noted:  

• Mixtures with sucrose mass fractions of ≤ 20 % or with no sucrose are very sensitive to the 

test temperature. The burning duration increases when the test temperature rises from 40 °C 

to 50 °C. This is due to the simple fact that the higher vapour pressure of ethanol delivers 

more fuel to the vapour phase at higher temperatures. The beverages in Table 4 show the same 

effect when the temperature rises from 60.5 °C to 75 °C. 

• The burning duration of the cosolvent mixtures with an ethanol volume fraction of ≥ 30 % 

decreases when the temperature is increased from 50 °C to 60 °C. This can be explained by 

the additional heating of the sample during burning. Cosolvent mixtures with an ethanol 

volume fraction of > 30 % sustain combustion at test temperatures from 40 °C to 60 °C. Even 

due solely to their flash point, they must be classified as flammable category 3.  

• Cosolvent mixtures with an ethanol volume fraction of < 30 % can show a negative result 

regarding the 15 s criterion when the test temperature is lowered from 60 °C to 50 °C or even 

to 40 °C.  

The test creates the impression that, because a higher sugar content reduces the burning time, the 

effects of burning are less dangerous. However, it should be noted that the shorter burning time is due 

to the increased evaporation of ethanol. The mixture burns off more quickly, which is accompanied 

by a higher heat release per unit of time. 
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4. Conclusions 

The flash points of ethanol/water mixtures containing sucrose, which were obtained via different 

methods in accordance with ISO 13763 and ISO 3679, agree very well within the respective 

measurement uncertainty. However, ISO 13763 leads to lower values by tendency and is therefore 

preferred. The flash points decrease with increasing ethanol volume fraction in the cosolvent mixtures 

and with increasing sucrose mass fraction. The fire point of the samples is at least 10 K higher than 

the flash point defined in ISO 13763 when measurement uncertainties are not considered. It decreases 

with increasing sucrose content. 

Flammable ethanol/water mixtures with a flash point from 23 °C to 60 °C have a volume fraction 

range from 45 % to 5 %. Consequently, aqueous solutions of ethanol are not considered flammable 

(category 3) as defined in the CLP regulation if the alcohol volume fraction is below 5 %. These 

solutions do not belong to the group with a flash point of ≤ 55 °C regarding additional fire safety 

requirements as defined in TRGS 509 if the alcohol volume fraction is below 7 %. Aqueous ethanol 

solutions with an ethanol volume fraction of > 45 % must be classified as “highly flammable” 

(category 2). The shift of the category limit from 21 °C (which corresponds to 58 % ethanol) to 23 °C 

(which corresponds to 45 % ethanol) means that some mixtures regarded as “flammable” as defined 

in the former VbF regulation are now to be classified as “highly flammable”. This shift in 

categorization means that the mixtures will have to either be stored in smaller volumes or be subject 

to stricter safety requirements. Some of the alcoholic beverages tested which were previously 

classified as “flammable” will now be classified as “highly flammable” as defined in the CLP 

regulation, especially when the uncertainties in flash point determination are considered. 

The flash point of a given ethanol/water mixture containing sucrose can be interpolated when the 

flash point of the pure cosolvent mixture is known. There is a direct relation between the amount of 

sugar and the amount of water in the mixture. The partial pressure of ethanol is higher if sucrose is 

present. This effect is caused by hydrogen bonding taking place primarily between water and sucrose. 

This finding was confirmed in the test for sustained combustibility, which showed that the burning 

duration is shorter with higher sucrose content. 

Mixtures and beverages with less than 15 % ethanol in the cosolvent mixture and a sucrose mass 

fraction of up to 50 % have flash points of ≥ 35 °C and do not sustain combustion even at a test 

temperature of 75 °C. Therefore, they do not need to be classified as category 3. By contrast, all 

alcoholic beverages tested which have an ethanol volume fraction of ≥ 15 % had flash points below 

35 °C and/or sustained combustion and therefore cannot be excluded from category 3. Only one 

ethanol/water mixture with an ethanol volume fraction of 20 % and a sucrose mass fraction of 30 % 

were exempted, as the flash point was still slightly higher than 35 °C; however, due to the sucrose 

content, the sustained combustion was less than 15 s. It should be noted that the shorter burning time 

with a higher sucrose content is due to the increased vapour pressure of ethanol. The mixture burns 

off more quickly than without sucrose, which is accompanied by a higher heat release per unit of 

time. It is also this effect which makes such mixtures substantially different from other flammable 

liquids such as petrol. 

A distinction was made between the classification and the necessity of the measures. Which measures 

are necessary depends on how hazardous a given situation is. If, for example, the storage temperature 

is sufficiently below the flash point, a potentially explosive atmosphere and continued combustibility 

are not to be expected, even in unforeseen scenarios. 
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Fig. 9: Burning duration starting from stable flame detection on the surface of the liquid mixture for 

the various test samples at different test temperatures. The 15 s criterion is marked in grey. The error 

bars show the standard deviation of three test repetitions. 
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Fig. 10: Results of UN test L.2 at 60 °C for all ethanol/water mixtures with various levels of sucrose. 

A testing temperature of 40 °C was applied for comparison. 

 

Table 4: Result of UN test L.2 for commercially available beverages (+: sustains combustion) 

Sample 𝜑et  

in % 

60.5 °C 

 

75 °C 

 

Berry wine 12.5 - - 

Sherry 15 - - 

Vodka preparation 16 - + 

Vodka and orange 17.5 + + 

Port 19.5 + + 

Egg liqueur 20 + + 

Herb liqueur 21 + + 
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Abstract 

Hydrogen is becoming one of the most important energy vectors for future. Its versatility and the 

possibility to produce it by renewable energies make hydrogen an excellent alternative to the current 

fuels. The integration of a hydrogen economy appears to be a large distance solution, but, 

interestingly, hydrogen can be used as a transition element to cleanest energy production systems. 

The addition of hydrogen to gas fuels such as natural gas improves the combustion characteristics 

and reduces greenhouse gases.  

Nevertheless, the use of hydrogen implies safety explosion risks that must be taken into account. The 

flammable nature of hydrogen poses serious safety problems even when is mixed with other gases. 

Through the study of flammability limits and limiting oxygen concentration, is possible to prevent 

accidents and to assure a safe environment.  

There are numerous experimental studies providing flammability limits of H2/CH4 mixtures. 

However, when comparing literature data, the differences are remarkable, since the method, the 

apparatus and the test conditions clearly influence the results. The present work proposes an 

experimental method to obtain the flammability limits and the flammability interval using the Spark 

Test Apparatus (STA). The fuel varies with the hydrogen content, analysing the mixtures of methane 

enriched at 10, 20, 30 and 50%. Moreover, the test procedure to determine the flammability interval 

is also described, through the theoretical representation of the flammability interval in ternary 

diagrams. The method is validated by means of literature data comparison.  

The results in the STA show great alignment with bibliographic and theoretical data. Furthermore, 

the comparison of the existing data allows generating an empirical curve that resume the influence of 

hydrogen addition in methane-air mixtures. The theoretical flammability intervals are also presented 

as a result. Such representations, after the method validation, are the base of the flammability interval 

test in the STA. 

Keywords: hazards, prevention, inertization, industrial explosions, methane, hydrogen 

 

1. Introduction 

 

Recently, the potential of hydrogen as an energy vector has aroused great interest due to the necessity 

to raise new energy systems capable to palliate the current environmental problems (Elsherif et al., 

2015). However, hydrogen integration in the conventional energy system still must overcome 

technological, social, and economic barriers, specifically regarding industrial safety (Acar et al., 

2019; Amez et al., 2019). Despite some advantages of hydrogen such as its non-toxicity and the fact 

that, in the event of a leak its lightness allows a rapid gas dispersion, its use implies a high explosion 

risk. Hydrogen has a wide range of flammable concentrations when mixed with air and present lower 

ignition energy than gasoline or natural gas, which means easier ignition (Cashdollar et al., 2000). 
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Adequate ventilation and leak detection are important elements when designing safe hydrogen 

systems.  

In recent decades, hydrogen has become a potential transition element as technology for a “hydrogen 
economy” reaches the required mature. The enrichment of some fuels, such as natural gas, with 

hydrogen is considered an interesting option for the current energy sector since several studies, 

demonstrate that the hydrogen addition considerably enhances the combustion characteristics of 

methane (Cellek & Pınarbaşı, 2018; Ge et al., 2019; Hussain et al., 2019; Karlis et al., 2019; Li et al., 

2018; Schroeder et al., 2014). Moreover, recent investigations proved that hydrogen addition to the 

fermentation process of biogas production might increase the methane production yield up to 98% 

(Abdin et al., 2020).  

Flammability characteristics of CH4 have been widely studied due to its importance in the mining and 

energy sectors (Gieras et al., 2006; Tian et al., 2017; W. Q. Wang & Sun, 2019). Nevertheless, 

methane enriched with hydrogen has a completely different behaviour regarding flammability and 

explosiveness. The understanding of the flammability characteristics of such mixture in the air is a 

major issue to allow its safe use in industry (X. H. Wang et al., 2017). Hydrogen concentration is a 

crucial parameter in every flammability and combustion characteristic (Q. Wang et al., 2019). Small 

percentages of hydrogen improve global efficiency in some combustion processes, while large 

amounts can change the flame typology causing an incomplete combustion (Benard et al., 2017; 

Peñaranda et al., 2018). Hence, literature is focused on hydrogen percentages between 0-50% 

although in practical applications the hydrogen concentration does not exceed 20% (Rajpara et al., 

2018; J. Wang et al., 2020). 

Despite some authors affirm that the addition of less than 25% of hydrogen not necessarily rises the 

risk in certain scenarios (Shirvill et al., 2019), the knowledge of the flammability characteristics is 

essential as they allow to control the safety parameters of fuel gases in industry. Lower and Upper 

Flammability Limits (LFL and UFL respectively) encompass the set of flammable mixtures and are 

one of the most important parameters at the time of characterizing and handling flammable gases. 

LFL, and largely UFL, are affected by pressure and temperature conditions so the tests developed in 

this study are carried out at atmospheric conditions (Kondo et al., 2011; Pio & Salzano, 2019). The 

addition of inert gas to the flammable mixture allows avoiding the explosion risk, where the limiting 

oxygen concentration (LOC) represents the threshold value from which the mixture is not able to 

generate an explosive atmosphere (Van den Schoor et al., 2009; Zlochower & Green, 2009). 

Inertization of CH4-air mixtures decreases both adiabatic and experimental pressure of explosion 

along with explosion time (Mitu et al., 2016, 2017; D. Wang et al., 2019), but the influence of 

hydrogen addition needs to be studied experimentally. Specifically, regarding safety measures in the 

industry since some prevention methods might be affected by hydrogen addition (Wen et al., 2019).  

Flammability characteristics are not physical material properties as they depend on the measuring 

method. The standardization of test methods tries to avoid differences caused by parameters such as 

direction of flame propagation, ignition energy, heat losses from the gas mixture to the surroundings 

and isobaric and isochoric conditions of testing since LFL, UFL and LOC are strongly affected by 

these parameters. The main methods for measuring explosion limits of gases and vapors are (Uber et 

al., 2019): 

- The USBM method: the explosion occurs in a cylindrical vertical tube with an inner diameter 

of 50 mm and a length of 1500 mm. The ignition is made by an electric spark or a pilot flame 

passed by at the open lower end of the tube. 

- The ATSM 681-98 standard: The explosion occurs in a 5 dm3 spherical glass; The ignition is 

made by a central spark igniter of 15 kV. 

- The German method according to DIN 51 649: the explosion occurs in a cylindrical vertical 

glass tube with an inner diameter of 60 mm and a length of 300 mm. The electric spark igniter 

of 15 kV is located at the tube bottom.  
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- The determination of the flammability limits and the limiting oxygen concentration is 

regulated in standard EN 1839 (EN 1839:2017 (E), 2017), wherein the FL and the LOC are 

obtained through an experimental method consisted on a test vessel (80±2 mm of diameter) 

with two stainless steel electrodes that produce an electric spark to ignite the gas mixture. 

All methods require considering the minimization of heat losses in the burnt gas region. There are 

also correlations to calculate the flammability limits in an empirical way, considering the parameters 

such as the heat released by a mole of limiting mixture, normal burning velocity, and adiabatic flame 

temperature (Saito et al., 1996; Melhem, 1997). 

Experimental methods to determine flammability limits or limiting oxygen concentration provide 

single values of LFL, UFL, and LOC. However, triangular diagrams allow representing all the 

possible concentrations of a ternary mixture. Indeed, ternary diagrams allow evaluating the mixture 

from a safety point of view when both, flammable and non- flammable mixtures, are represented. The 

curve named Flammability Interval (FI) or explosive area, separates both areas by means of a curve. 

The FI normally has a shape of a parable where the vertex corresponds to LOC. The Spark Test 

Apparatus (STA) is proposed in this study to obtain the exact parable by means of experimental test. 

The use of the methodology posed for STA instead of the vessel tests, allows to obtain all the points 

belonging to the flammability interval and not only the LOC that is just the vertex of the flammability 

interval.  

The STA is described in intrinsic safety standards as an apparatus to control the risk of ignition posed 

by contact arcs so that, even if the contact arc discharge occurs, the gas mixture does not ignite. The 

discharges occurring in the STA have been poorly studied. Electrical contact arcs are an electric 

discharges and are a quite unknown ignition source. Discharges can result when two electrodes get 

in contact or when the contact is broken (Shekhar et al., 2017). One of the most dangerous aspects of 

electrical contact arcs is the fact they can occur at voltages significantly below 300V that corresponds 

with the minimum voltage required for the dielectric breakdown of air according to Paschen’s law 

(Shekhar et al., 2017). Typical conditions for electrical contact arcs are 15-40V, 50-300mA and 30-

200µs. The highly flammable nature of hydrogen presents an important risk associated with this kind 

of ignition source, so the study of the addition of hydrogen to the methane-air mixture in the STA is 

an important research topic. 

In this context, the present study proposes a different method to obtain the flammability limits and 

the limiting oxygen concentration on the STA. The method is validated through the calculation of the 

flammability limits evaluating the influence of hydrogen addition. The flammability limits of the 

methane-air mixture enriched with 10%, 20%, 30% and 50% of hydrogen have been obtained 

experimentally in the STA. Then, departing on the experimental results and by means of the 

representation of LFL and UFL over ternary diagrams, a theoretical method is presented to obtain the 

LOC of the CH4-H2-Aire-CO2 mixture that will be the base for the experimental method to obtain the 

LOC and the flammability interval in the STA. 

2. Experimental and theoretical methodology 

 

According to Le Chatelier law, the flammability limits of a mixture depend on molar fractions and 

flammability limits of each single component (W. Q. Wang & Sun, 2019). Thus, the addition of a 

second flammable gas to the methane-air mixture, such as hydrogen, has a direct effect on this 
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parameter. Hydrogen addition has a greater influence on UFL than LFL (Van den Schoor, 

Verplaetsen, et al., 2008; Van den Schoor & Verplaetsen, 2007), as reflected in numerous studies 

focused on experimental procedures to obtain the flammability limits of methane-hydrogen mixtures 

in air, although there are significant discrepancies in the experimental results, depending on the 

method (Ge et al., 2019).  

The sensitivity to electrostatic and electric ignition sources is strongly affected by hydrogen addition 

as well; the minimum ignition energy (MIE) decreases as the hydrogen content increase (Hankinson 

et al., 2009). This kind on ignition source is quite interesting since hydrogen installations deal with 

process automation applications such as actuators, sensors, and displays, where electrical discharges 

can occur with current values below 1 A and voltages lower than 50 V. Normally, the discharge can 

be considered as a short arc, however, there are some differences as the discharge present shorter 

times and lower energies cannot be clearly compared to an arc due to the short times and the small 

energies (Kammermann et al., 2018). The electrical discharge depends on multiple factors such as 

the surface characteristics, electrode surface characteristics, cadmium deposits, oxide, and wire 

length. The correct maintenance of the electrodes is an essential measure in order to ensure the 

reproducibility of the results. 

The experimental methodology presented in this study is based on the use of the Spark Test 

Apparatus. The flammability limits determined in the STA depend on statistical parameters based on 

the number of contacts needed to ignite the mixture (“IEC 60079-11, 2011). Indeed, one of the main 

disadvantages of STA is the poor reproducibility of the results, besides the toxicity of the cadmium 

electrode (Uber et al., 2019). Some studies show great results of flammability characteristics such as 

the Minimum Ignition Current (MIC) of hydrogen-methane mixtures in the air in de STA (Janès et 

al., 2017), parameter that can successfully measure the sensitivity of flammable gas to electrostatic 

or electric sources. However, the discharges occurring in the STA have been poorly studied despite 

discharges are crucial phenomena controlling the gas ignition. According to Uber et al., this 

phenomenon can be explained in four phases. The contact between the electrodes occurs in the first 

phase. However, the preliminary processes occur when the electrodes begin to separate, in phase two. 

The grater discharge takes place in phase three releasing the higher energy. Finally, in the fourth 

phase, the distance between both electrodes is greater so the thermochemical reaction occurs. Hence, 

the spark test apparatus checks if the gas mixture produces a thermochemical ignition or not. 

The experimental determination of the flammability limits and the LOC described in this section 

provides a methodology to overcome the poor reproducibility and to assure the accuracy with 

literature data. The method is validated through the flammability limits calculation. 

 

2.1 Experimental development in the STA. 

 

The STA is described in standard EN 60079-11 as an apparatus to measure the capability of a circuit 

to ignite an explosive atmosphere (“IEC 60079-11, 2011). The extended use of STA for intrinsic 

safety tests, the possibility to vary the energy of the spark, to check visually the explosion, and the 

high sensitivity of the pressure sensors make the STA interesting equipment to calculate flammability 

parameters like FL, LOC, and the FI. However, its use is limited by its disadvantages. The 

uncontrolled way in which contact arcs occur implies an extremely poor reproducibility of results 
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besides the energy of the spark is not exactly the energy fixed in the external power supply. Moreover, 

the STA has physical differences comparing with other experimental methods such as, among other 

factors, the volume and shape of the combustion chamber, the energy of the ignition source, and the 

sensitivity of the sensors to detect the explosion. 

The STA contains a hemispherical chamber with a volume of 250 cm3 which is smaller than the 

chambers used in other methods (Miao et al., 2011). The ignition energy is controlled by an external 

power supply allowing to adjust it depending on the gas tested or the explosive atmosphere 

conditions. The discharge energy needs to ignite a hydrogen-methane/air mixture with a hydrogen 

content per volume until 50%. Energies greater than 18µJ are effective for hydrogen percentages of 

up to 21% (Uber et al., 2019) and, according to the MIE of hydrogen, the ignition energy is fixed at 

20 mJ. The electric discharge in the STA occurs by contact and not by dielectric breakdown of air. 

The first electrode consists of a rotating cadmium disk with two slots that cross it from side to side. 

The second one is a "thread supporting", constituted by a circle, or square, of brass wherein the four 

4 wolfram wires of 0.2 ± 2% mm of diameter are attached. The wolfram wires must be long enough 

to assure the contact between both electrodes. The rotation speed of the thread holder is fixed at 80 

rpm, as established in the standard EN 60079-11. 

The mass controller regulates the flow of the three gases setting the inlet pressure of each gas at 2 

bar. To ensure the homogenization of the mixture, the experimental set up is composed of a mixer 

and a gas circuit before entering the ignition chamber. When the STA is used to characterize 

flammable gasses, the explosion can be double-checked: visually and by means of the high precision 

pressure sensors. The purge of gases is guaranteed with a filling time of 120 s. Figure 1 describes the 

experimental setup previously explained.  

 

Fig. 1 Experimental setup in the STA and STA description 

The experimental methodology tries to overcome the reproducibility problems by registering and 

controlling the number of revolutions needed to ignite the mixture. The STA is an empirical test 

device that verifies the power limitation where the number of revolutions needed to ignite the mixture 

is a key parameter in order to determine if the risk of explosion is acceptably low or not (Shekhar et 

al., 2017). Table 1 exposes the risk assessment criteria to determine the mixture flammability. Each 

test is repeated four times. If the result is located in the same group of table 1 in all four repetitions, 

the result can be considered valid, otherwise, it is necessary to repeat it 6 times more. Between 1 to 

50 rounds, the mixture is considered as flammable, after the round 51, the probability of ignition is 

low so the mixture is considered non-flammable, as well as if the mixture does not inflame. 
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Table 1 Experimental flammability limits of methane/air mixtures obtained in the STA 

1-20 Very high probability 

20-50 High probability 

50-100 Low probability 

100-200 Very low probability 

  

Considering these criteria, the experimental methodology consists of testing the different 

concentrations of fuel-air mixtures, from the lower values of air concentration an increasing it until 

the ignition is observed. This first turning point will correspond to LFL. To obtain the UFL, the 

inverse procedure is carried out. As the flammability limits are calculated for binary mixtures, the 

methane and the hydrogen are premixed, maintaining the same proportion of hydrogen in methane, 

and varying the air concentration. The pressure sensors detect the explosion from 5% differential 

pressure. 

 

2.2 Experimental system validation 

 

The values of the FL of H2/CH4 mixtures in air present remarkable differences in the literature (Miao 

et al., 2011). As this study proposes the use of a different apparatus, it is expected to obtain values 

with certain misalignment. To ensure the accuracy of the results presented in the present work, the 

experimental system is validated through the comparison of literature data and experimental results 

in the STA.  Even so, by collecting the existing data and the results of this study is possible to calculate 

a tendency line to approximate in an empirical way the influence of the hydrogen addition in the 

flammability limits of methane in the air. This line can provide reliable approximations from where 

it is possible to estimate the FL of the hydrogen-methane-air mixture. 

 

2.3 Experimental and theoretical methodology to obtain the flammability intervals in the STA 

 

Inert gases such as nitrogen and carbon dioxide are used in industry to prevent the explosions 

(Mendiburu et al., 2018). Nitrogen is normally used due to its low cost despite it has less inert power 

against hydrogen than carbon dioxide (García Torrent, 2003, Di Benedetto et al., 2009)).  However, 

some processes generate carbon dioxide so it could be used directly to carry out the atmosphere 

inertization. This is the case of biomethane production, since the addition of hydrogen in the 

fermentation process enhances the yield of methane conversion, generating CO2 that can be used for 

safety controls. Taking advance of this scenario, this study is focused on carbon dioxide inertization. 

The representation of the flammability interval or explosive area in ternary diagrams is quite useful 

and is drawn on European standards (EN 14756, 2007). Graphically, the set of flammable mixtures 

is delimited by the FL and the LOC. The three points belong to the flammability interval, which can 

be defined as the curve that contains all the flammable mixtures. The knowledge of the theoretical 

flammability interval is a valuable approach to get a preliminary idea of the flammability of a ternary 

mixture. In this section, the theoretical method is explained through the calculation of the 

flammability interval of the H2-CO2-air mixture. Ternary diagrams must refer to pure oxygen first as 
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this method is based on the oxygen stoichiometric point. The LFL of hydrogen in oxygen is 4% and 

the UFL is 94% (García Torrent, 2003). The stoichiometric point “S” in figure 2 corresponds to the 

stoichiometric concentration of fuel on pure oxygen needed to complete the combustion reaction, XO2. 

“S” point results in the stoichiometric line connecting the S point and the inert vertex. 

2 2 22 2 2C H O O CO H OC H O O CO H O         

2

2

2

2 4

1
2 4

O H
C

O

O
O Hfuel O

C

x

 
   

 
 

   
 

The stoichiometry of the reaction of the H2/CH4 mixture refers to both reactives, considering methane 

presents the major proportion. In the scenario of 0% of methane (which is the case of this example) 

the combustion reaction refers to pure hydrogen, where the XO2 is 33% (figure 2). The theoretical 

LOCO2 is located approximately in the crossing point between the stoichiometric line and the LFL 

line which means that LOC occurs at a stoichiometric concentration. Razus et al, measured the LOC 

for several hydrocarbon-air-nitrogen mixtures determining that LOC occurs at a fuel/air equivalence 

ratio in the range 1.10 to 1.49 and not at a stoichiometric concentration (Razus et al., 2004). However, 

as this method is a preliminary approximation intended to use as base for the experimental tests, the 

deviation is considered acceptable. The LFL line can be approximated as a parallel of the CO2-O2 

vertex. This hypothesis lies in the lack of fuel gas so there is always an oxidant excess below LFL 

which means that it can be assumed the independence of LFL of oxygen concentration. Consequently, 

the line is approximately a parallel of the CO2-O2 vertex, drown from UFL. Both lines and the LOCO2 

referred to oxygen are in figure 2. 

 

Fig. 2 Graphical calculation of LOC referred to pure oxygen 

Figure 2 reveals LOCO2 is composed of 4% of hydrogen, 8% of oxygen, and 88% of CO2. Considering 

that air is composed approximately by 21% of oxygen and that the LFL of hydrogen in the air is also 

4%, the LOC is composed of 4% of hydrogen, a 38,1% of air, and a 57,9% of CO2. Kutcha (Kutcha, 

1985) proposed a minimum volume of 57% CO2 needed to inertize the mixture, which has a great 

agreement with the theoretical percentage of CO2 calculated here. LOC differs largely as the 

theoretical approximation gives a LOC of 8% while normally the oxygen concentration is between 
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4.6 and 5.2%. Figure 3 represents the flammability interval of hydrogen in the air when it is diluted 

with CO2, in the simplest shape, a triangle. Nevertheless, the shape of the FI closes in the form of a 

parable when reaching the LOC. 

 

Fig. 3 Theoretical LOC of hydrogen-air-carbon dioxide mixture 

The experimental methodology to obtain the flammability interval departs from the theoretical FI. 

Then, at least ten lines are represented, starting in the flammability limits and ending at the inert gas 

vertex. Each line cross the theoretical flammability limit in one point (blue points in figure 4). These 

points are the base of the experimental methodology since this method intends to obtain the 

intersection between the experimental FI and each represented line (lines L1, L2, L3... in figure 4). 

To do that, it is necessary to represent over the lines at least three points after the intersection point 

and three before. All these points are tested in the STA to find the last flammable point and the first 

non-flammable point. The precision of this method depends on the number of lines represented and 

the distance between points tested. 

 

Fig. 4 Representation of the experimental method to obtain the flammability interval in the STA 
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3. Results and discussion 

Theoretical flammability limits exposed in table 2 give a preliminary idea of the expected results. 

Moreover, this data has been also included in the graphical comparison of existing data since Hodges 

et al. (Hodges et al., 2015) established, that both flammable limits and limiting oxygen concentration 

of enriched natural gas can be reasonably calculated using the Le Chatelier formula.  

 

Table 2 Theoretical flammability limits of methane/air mixtures from Le Chatelier equation 

%H2  0 10 20 30 50 100 

LFL 4,69 4,61 4,53 4,46 4,39 4,00 

UFL 14,98 16,28 17,83 19,71 22,03 75,00 

 

3.1 Experimental results of the Flammability Limits  

 

Following the methodology described in section 2.1, table 3 presents the flammability limits obtained 

in the STA. The explosion behaviour was analysed through the translucent window of the STA 

chamber and the ignition detected by means of pressure sensors. Empirically, the mixtures normally 

ignite between the round 1 and 5, particularly in mixtures near the flammability limits. In isolated 

cases, the ignition occurs around the twentieth round. If the mixture does not ignite in the round 40, 

it can be considered that the mixture does not ignite. This effect is related to the ignition energy as 

the fixed energy for the test is high enough to ignite the mixture. Besides, the mixture homogeneity 

plays a key role in explosion risk probability even assuming a high level of the blend. The addition 

of hydrogen has a direct influence on the explosion behaviour, as it is possible to notice an increment 

of the explosion luminosity at the same time that the hydrogen concentration increases. The results 

are given with a standard deviation of 0.25% concentration. 

Table 3 Experimental flammability limits of methane/air mixtures obtained in the STA 

%H2 10 20 30 50 

LFL 4,50 4,50 4,50 4,25 

UFL 16,25 21,25 23,75 27,50 

 

3.2 Experimental system validation results 

 

This study poses an ignition criterion to standardize the results and to improve the repeatability. 

Hence, the system validation departs from the comparison between the flammability limits of 

methane in the STA and bibliographic data. Nominal deviation of methane FL obtained in the STA 

is compared with bibliographic FL in figure 5 (Miao et al., 2011; Razus et al., 2004; Van den Schoor, 

Hermanns, et al., 2008). The bibliographic flammability limits of methane have great alignment with 

the results obtained in the STA. The LFL differs 0.1 points from the average (figure 5, b) while the 

UFL differs 0.25 points (figure 5, a). Those results allow the validation of the STA method. 
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Fig. 5  Comparison of bibliographic values of methane/air flammability limits for STA method 

validation; a)Normal deviation of UFL comparing bibliographic and experimental results b) 

Normal deviation of LFL comparing bibliographic and experimental results    

 

The methods exposed in figures 6 and 7 consider different combustion chamber volumes being STA 

the smallest one. However, those methods also have similarities as all of them ignite the mixtures by 

electric sparks and the criteria to detect explosion is a pressure rise in a range of 2%-10%, typically, 

fixing the pressure rise at 5% or 7%. 
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Fig. 6 LFL comparison between existing data in literature and data from this study (Miao et al., 

2011; Razus et al., 2004; Van den Schoor, Hermanns, et al., 2008)  

 

 

 

Fig. 7 UFL comparison between existing data in literature and data from this study(Miao et al., 

2011; Razus et al., 2004; Van den Schoor, Hermanns, et al., 2008)  

 

The method using the 2,7 L chamber shows the FL closer to the theoretical results. Most of the test 

share the same results, specifically for hydrogen concentrations until 50%. Moreover, both methods 

using tubes to test the FL are the most desalinated ones. Analysing the STA method, with a volume 

of 250 cm3, the results are close enough to theoretical values.  

Both figures reveal a clear tendency similar in every experimental study. First, the addition of 

hydrogen has a low influence in the LFL since all the values vary between 5% to 4% as expected. 

From an industrial point of view, this comparison is enough to fix the lower flammability limit of the 

hydrogen-methane mixture in 4,5 ± 0.5% for every concentration of hydrogen, always applying safety 

coefficients.  

However, the addition of hydrogen clearly influences the UFL as it increases as hydrogen 

concentration in fuel mixture increases. Thanks to several data collected in this study, figure 8 

represents a cloud of points from where the tendency equation is obtained. The curve can be used to 
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obtain the UFL for every concentration of hydrogen, taking into account that de results need a safety 

coefficient to be used under real conditions.  

  

 

Fig. 8 Trendline of hydrogen addition influence in the UFL of methane/air mixtures 

 

As mentioned before, from the experimental data, it is possible to define a trendline that allows the 

estimation of UFL from hydrogen content as figure 8 explains. However, this trendline does not fit 

accurately enough the data, as the R2 is 0.871. The empiric equation that defines the influence of 

hydrogen addition is: 

 

UFL = 0,0048· H2% in fuel
2 + 0,0097· H2% in fuel + 18,276 

 

Such empiric equation has great results between concentrations 10 to 80% of hydrogen, while it has 

poor results for the flammability limits of pure hydrogen and pure methane. In order to provide a 

solution, two more curves are defined, the first one 10 points over the trendline and the second one 

10 points beneath the trendline. By doing this, the trendline becomes an area, a channel whose error 

margin has remarkable diminished. All the points located out of both lines can be considered as safety 

mixtures.  

 

3.2 Theoretical approximation of the FI 

 

The influence of hydrogen addition on the flammability limits directly involves influence in the 

flammability interval. Then, as the results of table 3 show an increment on the flammability limit 

when hydrogen is added, the flammability intervals will increase as well. Maria Molnarne et al, 

(Molnarne & Schroeder, 2019) obtain the flammability interval according to the standard EN 14756 

(EN 14756, 2007) that is currently overturned by standard EN 1839 (EN 1839, 2017). This method 

is focused on LOC calculation, however, the STA allows obtaining all the points belonging to the 

flammability interval, so safety measures can be assured. 

Figure 9 resumes the theoretical flammability intervals calculated in this study. The influence of 

hydrogen addition looks clear, so it is essential to evaluate it further. The inert gas concentration 
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needed to avoid the explosion seems lower in theoretical calculation than in experimental calculations 

(Molnarne & Schroeder, 2019). Experimental calculations according to European standards locate 

the minimum concentration of CO2 in a 34% for 10% of hydrogen concentration, while theoretical 

results exposed in figure 9 locate it in 31%. The difference is even greater with the LOC of pure 

hydrogen and pure methane. The use of theoretical approximations can give a preliminary idea for 

the control of explosive atmospheres. Naturally, always is needed the application of safety 

coefficients since the comparison of figure 9 reflects that theoretical flammability intervals are fewer 

conservatives regarding safety uses of the mixtures. Experimental procedures result essential to adjust 

the safety measures. 

 

 

Fig. 9 Theoretical flammability interval of different percentages of hydrogen addition 

 

4. Conclusions 

 

The importance of the study of hydrogen-methane mixtures is reflected in literature. Nevertheless, 

the observed differences presented in literature data confirm the importance of the method and the 

equipment used to obtain the flammability characteristics of gases. The STA seems to be a valuable 

method as the results have been validated in this paper. Moreover, the low volume of its combustion 

chamber allows the reduce the gas consumption of the tests. However, the poor reproducibility of the 

results obtained in the STA is a crucial issue regarding its utilization to determine the flammability 

characteristics of gases. The criteria proposed in this study improves the repeatability of the results 

although it is needed a further investigation in the statistical nature of the STA results. 

The LFL of every hydrogen-methane mixture in the air can be fixed, in every case, at 4%, from a 

conservational point of view. The UFL has greater discordances. However, the great amount of data 

allows approximating a tendency curve that, by applying a high safety coefficient, can be used as a 
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first approximation. The addition of hydrogen to methane not only has an influence in the FL but also 

influences the flammability interval when the mixture is inertizated. The addition of hydrogen implies 

an increase in the concentration of inert gas needed to completely avoid the explosion.  

From these results, it is possible to confirm that the use of hydrogen addition on fuel gases such as 

natural gas or methane involves an increase in the risk when handled. Nevertheless, the risk of the 

mixtures is lower than the risk associated with pure hydrogen utilization. This fact allows a softer 

transition to a new energy system. 
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Abstract 

Current applications of nanostructured materials are numerous such as silica used as flow aid and 
anticaking agent for example in food industry. It is well known that nanostructured materials are 
characterized by a high surface activity caused by the high surface to volume ratio. The influence of 
these additives on the ignition behavior of combustible powders is still a knowledge gap. 

To estimate the ignition behavior experimental investigations have been conducted to determine the 
safety characteristics like minimum ignition energy of mixtures of combustible with silica. 

The investigations resulted in a strong influence of only a small number of additives on the ignition 
behavior of the mixtures with combustible powders depending on the kind of silica. 

Keywords: Minimum ignition energy, dust explosions, nanostructured materials, occupational risk 

assessment 

  

1. Introduction 

Industrial applications of mixtures of combustible and inert powders in food and feed industry are 
numerous. One aspect to apply additives is the improvement of material properties mainly to optimize 
the processing of raw materials or the product features. Another aspect is to minimize the explosion 
risk by decreasing the ignition sensitivity of combustible dust using inert materials (e.g. Addai et al., 
2016). 

The most common food additives are silica (E551) and titanium dioxide (E171) used as flow aid and 
anticaking agent or food colorant in powdered food items. It is known from literature that these 
materials are (partly) in nanoscale size (RIKILT & JRC, 2014). 

The physical and chemical properties of nanomaterials, typically between 1 and 100 nm (European 
Commission, 2011) can differ crucial to micro-size materials. It is caused by the high surface to 
volume ratio, effecting e.g. a higher surface reactivity. This property leads to a strong effect on the 
flowability of powdered product mixtures adding only a few per cent of nano-silica. 

So, the following question arises: Is such a small amount of inert material in nano-size range able to 
influence the explosion properties like dustiness, ignition energy or explosion behavior of a mixture 
of combustible with inert dust? 

It is well-known, that dust explosions occurring at workplaces are mainly caused by ignition sources 
like hot surfaces, friction, mechanical and electric sparks and electrostatic discharges as well. The 
ignition sensitivity of mixtures of combustible with inert dust in air is characterized by the minimum 
ignition energy (MIE). 

One point of interest is the dependence of MIE on mixing ratio of multi-component mixtures (Marx 
et al., 2017). Furthermore, a lot of scientific work has been done to estimate the influence of nano-
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size to the micro-size range dust to dust mixtures e.g. to determine the explosion characteristics of 
micro- and nano-size magnesium or titanium powders (Boilard et al., 2013; Mittal, 2014). 

The focus of current research is the influence of noncombustible nano-sized food additives on the 
ignition sensitivity of micro-size combustible bulk materials used in food items. 

 

2. Experiments 

2.1 Materials 

The choice of the combustible bulk materials is focused on the minimum ignition energy. As raw 
materials used in food industry wheat flour (Type 550) is characterized by a rather high minimum 
ignition energy whereas cornstarch is classified as a particularly highly flammable material dust with 
low MIE (<10mJ). 

To understand the influence of the interactions between silica and the different combustible food 
powders on the ignition behavior two silica additives (Aerosil®200 and Sipernat®22S) different in 
size distribution and morphology are applied in a percentage up to 2 by weight in mixtures with wheat 
flour and cornstarch, respectively. 

As delivered from the manufacturing company wheat flour (A) has a moisture content of less than 
12% by weight and corn starch less than 3% by weight. To achieve a better comparability to corn 
starch material, a part of the wheat flour material (B) was prepared referring to ISO/IEC 80079-20-2 
(drying). 

Table 1: Selected combustible bulk materials 

Material  
Particle size 
(sieving) 

Moisture content 

Wheat flour A Raw material as used in industrial applications 91% < 125 µm < 12% by weight 

Wheat flour B Prepared to ISO/IEC 80079-20-2 50% < 63 µm < 3% by weight 

Corn starch Raw material as used in industrial applications 99% < 32 µm < 3% by weight 

 

2.2 Sample Preparation 

Mixtures with a small content of inert material were prepared (0.25, 0.5, 1.0, 1.5, 2.0% by weight) 
using a kitchen machine (Bosch MUM 6612/03, 600 W). 

To prepare the mixtures, a fixed amount of bulk material (600 g) was added to a premix containing 
bulk material (100 g) and corresponding amount of inert material (2.5 to 20 g). After 10 minutes 
mixing, 300 g of the bulk material was added to the mixture and the whole sample was mixed again 
for another 10 minutes. 

Table 2: Properties of the mixtures of combustible with inert dust 

Sample + inert material Moisture content [% by weight] 

 Bulk material Mixtures 

Wheat flour A + Aerosil or Sipernat < 12 < 12 

Wheat flour B + Aerosil or Sipernat 0.6 0.1 

Corn starch + Aerosil or Sipernat 0.2 0.1 
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2.3 Minimum ignition energy measurement (MIE) 

MIE is defined as “lowest amount of energy (mJ) of an electrical spark that can cause a particulate 
dispersed in air to explode. Fire and explosion hazard risk usually increases as MIE decreases, as 
even very weak ignition sources are then capable of causing fire and / or explosion” (Lemkowitz & 
Pasman, 2014). 

According to ISO/IEC 80079-20-2 (2016) the safety characteristic minimum ignition energy (MIE) 
was determined by a Mike 3 apparatus (TÜV Süd Schweiz AG, Switzerland). MIE characterizes the 
ignition sensitivity of dust primarily with respect to electric sparks and electrostatic discharges. The 
discharge values available are 1, 3, 10, 30, 100, 300 and 1000 mJ. 

During the test procedure dust concentrations (in a range from 600 to 2400 mg) were explored and 
ignition time delays (90, 120 and 150 ms) are varied. All measurements were performed with an 
inductance of 1mH in the discharge circuit. 

The minimum ignition energy “(MIE) lies between the highest energy, at which ignition fails to occur 
in 10 times success attempts to ignite the dust/air mixture W1 and the lowest energy at which ignition 
occurs within 10 times success attempts W2” (Jaeger & Siwek, 1999):  

W1 < MIE < W2. 

Applying the probability of ignition, the statistical value of MIE (Es) can be estimated instead of 
using an energy range (W1, W2) by equation 1: 

𝐸𝐸𝐸𝐸 = 10
log W2 − I[W2](log W2 − log W1)

(NI+I)[W2] +1     (1). 

Applying to: I[W2] represents the number of tests where ignition occurs for energy W2 and 
(NI+I)[W2] the total number of tests for energy W2 (Cesana et al., 2010). 

For example, an experimental result of the MIE measurements showing boundaries W1 and W2 and 
the calculated statistical value Es (figure 1). 

 

Fig. 1. MIE of the mixture of wheat flour B with Aerosil (0.25% by weight) at to different ignition 

time delays (90 and 120 ms). MIE is plotted as a function of dust concentration. The solid squares 

indicate ignition and the open circles no ignition. 

 

The investigations in MIE values (Es) of the combustible dusts and the mixtures with silica are 
summarized in table 3. 
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3. Results and discussion 

Table 3: MIE tests and results 

Sample Inert material MIE values (Es) [mJ]   (* not measured) 

Amount of silica by weight [%] 0 0.25 0.5 1.0 1.5 2.0 

Wheat flour A Aerosil 810 780 540 440 * 190 

Wheat flour A Sipernat 810 660 440 540 440 360 

Wheat flour B Aerosil 82 45 37 14 25 21 

Wheat flour B Sipernat 82 62 60 82 140 170 

Corn starch Aerosil 7 * 12 12 * 12 

Corn starch Sipernat 7 8 8 8 7 8 

 

In case of highly flammable dusts increasing the inert material concentration leads to an increase of 
the minimum ignition energy. In the context of investigations in nanostructured materials exposure 
at workplaces in the food and feed industry only a few percentages of silica are applied as additives 
(Hacke, 2018).  

 

3.1 Effect of silica on MIE of wheat flour 

Figure 2 represents the results of the influence of silica on the wheat flour A (untreated raw material). 
In contrast to the investigations of Addai et al. (2016) even a small percentage of Aerosil shows a 
strong influence on the MIE of the mixed powders. It is not caused by an effect of inerts but rather 
by the interactions of the combustible dust with the two silica additives, different in size distribution 
and morphology. 

 

Fig. 2. MIE of wheat flour A as function of silica concentration [weight-%] 

 

As not expected, a strong decrease of 77% in MIE value (810 to 190 mJ) for the mixtures of wheat 
flour A with Aerosil has been obtained. Like the mixtures with Aerosil the mixture with Sipernat 
shows the same effect but in a less strong decrease of 56% in MIE values (810 to 360 mJ). 
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Figure 3 demonstrates the results for the influence of silica on wheat flour B (prepared referring to 
ISO/IEC 80079-20-2).  

 

Fig. 3. MIE of wheat flour B as function of silica concentration [weight-%] 

 

As shown in figure 2 the mixtures of wheat flour B with Aerosil indicates the same effect with a 
strong decrease of 74% in MIE value (82 to 21 mJ). As expected, in relation to MIE values of the 
mixtures of wheat flour B with Aerosil to the mixtures of wheat flour A with Aerosil are ten times 
higher. 

The trends of the mixtures of wheat flour A and B with Aerosil likewise the mixture wheat flour A 
with Sipernat demonstrate a movement towards more critical MIE values.  

In contrast therefor, the mixtures of wheat flour B with Sipernat show a contrary trend to the above-
mentioned mixtures. MIE values are increasing slightly by factor two (82 to 170 mJ). This mixture 
demonstrates a trend to more non-critical values of MIE by adding Sipernat. 

 

3.2 Effect of silica on MIE of corn starch 

Figure 4 presents the results for the influence of Aerosil and Sipernat on corn starch. 

 

 

Fig. 4. MIE of corn starch as function of silica concentration [weight-%] 

 

In relation to the results of mixing silica to wheat flour (figure 2 and 3) marked differences in MIE 
values by adding Aerosil or Sipernat are not obtained. In case of mixture corn starch with Sipernat 
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there is quasi no difference in MIE values (7 to 8 mJ). The mixture corn starch with Aerosil shows a 
very slight tendency to increase in MIE values (7 to12 mJ) but almost no effect. 

 

4. Conclusions 

Investigations in mixtures of wheat flour with silica with an increasing amount of Aerosil resulted in 
a strong decrease of MIE values to more critical values. In contrast as not expected the mixtures of 
wheat flour B with Sipernat demonstrate a strong increase to more non-critical MIE values.  

In relation to the results of mixing silica to wheat flour marked differences in MIE values by adding 
Aerosil or Sipernat to cornstarch are not obtained. Adding Aerosil results in a an almost no effect and 
adding Sipernat the mixtures show quasi no difference in MIE values. 

Summarizing the experimental investigations, a small amount of silica may have a strong influence 
on the ignition behavior of combustible dust depending on the kind of silica.  

The differences in ignition behavior may be caused by different interactions between the bulk material 
and the additives. To understand these effects further investigations like dustiness and Scanning 
Electron Microscopy analyses should be done. Furthermore, the explosion characteristics are another 
key aspect for the occupational risk assessment. 
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Abstract

Although the minimum ignition temperature is an important safety characteristic and of practically

relevance in industrial processes, actually only standard operation procedures are available for pure

substances and single-phase values. Nevertheless, combinations of substances or mixtures are used

in industrial processes and actually it is not possible to provide a standardised minimum ignition

temperature and in consequence to design a process safely with regard to the substances used.

In order to get minimum ignition temperatures for frequently used hybrid mixtures, first, the minimum

ignition temperatures and ignition frequencies were determined in the modified Godbert-Greenwald

furnace for two single phase solids dusts and a liquid substance. Second, minimum ignition temper-

atures and ignition frequencies were determined for several combinations as hybrid mixture of dust

and liquid.

In parallel to the determination of ignition temperatures a new camera and computer system to dif-

ferentiate ignition from non-ignition is developed. First results are promising such a system could be

much less operator depended.

By a high number of repetitions to classify regions of ignition the base is made to decide about a

new procedure to propose for a hybrid standard and updating existing ones, too. This is one of the

necessary aims to be reached in the Nex-Hys project.

A noticeable decrease of minimum ignition temperatures below the MIT of the pure solids was ob-

served for the one hybrid mixture tested, yet. Furthermore more widely dispersed area of ignition

distributions is shown. In accordance to previously findings, the results demonstrate a strong relation-

ship between likelihood of explosion an amount of the quantity added solvent. In consequence the

hybrid mixtures is characterized by a lower minimum ignition temperature than the single dust.

Keywords: hybrid mixture, dust, gas, vapour, ignition, explosion

1 Introduction

The impact of mixtures of burnable dusts and liquids (hybrid mixtures) on safety characteristics are

important for several industrial processes. Safety characteristics and operational procedures are based

on knowledge about the ignition potential and explosion characteristics [1]. Although efforts have

been made in recent years by various research groups to generate parameters for hybrid mixtures,

most values are often based on the properties of pure substances.

As already emphasized by the fundamental work of Bartknecht, 1981 [2], a two-component mixture

of a flammable dust and gas can be ignited below the lower explosion limit of a single component of

the mixture. The minimum ignition temperature (MIT) of dust mixture was experimentally addressed

by Zunaid, 2013 [3]. A substantial amount of spark formation below the MIT was reported which

might be an ignition resource for hybrid mixtures. Dufaud et al. 2008 reported effects of ignitable

dust-vapor-mixtures to explosions with a greater severity than the ones of both compounds taken

separately [4, 5].
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A substantial increase of knowledge about the behaviour of hybrid mixtures has been made by the

research of Addai et al. who has published various experimental results that focused on the lower

explosion limits [1, 6–9], the minimum ignition temperature [7, 10, 11], the minimum ignition energy

[11, 12] and the minimum explosion concentration [6, 8] of hybrid mixtures respectively.

Gabel and Krause 2019 presented recently findings of minimum ignition temperature for premixed

dust-solvent mixtures [13]. They came up with an impact of the phase conditions of the components

of the mixture on the MIT outcome.

As the combination of presence of hot surfaces and dealing with ignitable dust clouds is frequently

relevant in industrial processes (e.g. sawing, cutting, grinding, drying or heating of particles), the MIT

has a high technical relevance to benchmark the probability of an ignition [14]. Summarising the main

outcome of previous research activities appears that the effect of hybrid mixture explosion are rather

a linear combination of single-substance characteristics than a high influenced ignition frequency by

a low amount of a combustible gas to a dust cloud. Therefore it is questionable

1. that the variations and replications specified in the standard for determining the MIT for pure

dust clouds can be applied to hybrid mixtures without any adjustments;

2. that the visually determined Boolean operator used in the standard procedure – ignition or non-

ignition by visible flame exit from the furnace tube – is applicable to hybrid mixtures; and

3. that the MIT of hybrid mixtures is characterised by a distinct range of reliable ignition/non-

ignition frequencies.

The aim of this contribution is to investigate the MIT of the pure substances (Lycopodium, dehu-

midified maize starch and n-Heptane) and a hybrid combination of maize starch and n-Heptane in a

modified Godbert-Greenwald-furnace (GG furnace) with frequent repetitions.

2 Methods

2.1 Tested substances
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Fig. 1: Distribution of particle size. Median value at Q3=90 % of the particle size is 0.038 mm for

Lycopodium and 0.042 mm for dehumidified maize starch.

Studies with frequent repetition of single measurements were performed for dehumidified maize

starch, lycopodium and n-Heptane. Particle size distribution was determined for the two samples for

starch and lycopodium by using Camsizer (Retsch Technology) according to ISO 13322-2:2006-11
2
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Fig. 2: Sketch of the modified Godbert-Greenwald-apparatus.

[15]. A median particle size of approximately 0.03 mm for lycopodium was determined. The median

particle size of the dehumidified starch was approximately 0.02 mm. The particle size distribution a

presented in (Fig. 1) showing the repeated measurement for both dust.

The residual moisture of the samples was examined for loss of mass after the sample had been in

the drying oven for two and seven hours (Tab 1). The mean residual moisture for Lycopodium was

7.74 wt% after two hours and 7.90 wt% after seven hours respectively. The dehumidified starch dust

was characterised by a mean residual moisture 3.16 wt% after two hours and 3.44 wt% after seven

hours respectively.

Table 1: Moisture content of Lycopodium and Starch determined using drying oven after 2 h and 7 h.

Substance # Tare Weight Weight Weight Moisture Moisture

weight in out (2 h) out (7 h) (2 h) (7 h)

[g] [g] [g] [g] [wt%] [wt%]

Lycopodium 01 29.5199 3.6470 32.8860 32.8809 7.70 7.84

02 28.4109 3.1635 31.3284 31.3229 7.78 7.95

Mean 7.74 7.90

Starch 01 28.5123 1.6028 30.6446 300599 3.15 3.44

02 27.4660 1.6185 29.0331 29.0290 3.18 3.43

Mean 3.16 3.44

2.2 Experimental setup and procedure for dust and hybrid mixture

A modified Godbert-Greenwald furnace (doubled length of the heated oven of 42 cm) was used to

determine the minimum ignition temperature according to [16]. A principle of the furnace is presented

in Fig 2.

Main modification, as already described in [7, 10, 11], is the double length of the furnace. The
3
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influence of the length and thus the residence time of the ignitable substance is currently not known

and will be systematically investigated in the further course of the Nex-Hys-project. Therefore, a new

GG furnace that completely fulfills the requirements of the standard is already acquired. All results

presented here will be remeasured and deliver an answer to the question whether all substance show

the same behaviour in both furnaces. To test hybrid mixtures further modification were necessary. To

create gas mixtures an additional input was realized to mix other gases to the air in the gas pressurized

vessel. Defined gas mixtures will be achieved by the partial pressure method. This only made the

replacement of the pressure indicator necessary; now a high precision digital pressure gauge is used

instead of the usually installed simple analogues one.

The third modification is the solvent chamber in front of the dust chamber. Here a heated piece of

pipe is mounted in between two solenoid valves that operate simultaneously. The reservoir is equipped

with a ball valve to enter the solvent. Choosing temperatures of the solvent chamber above the boiling

point of the liquids tested ensures a reproducible creation.

Finally, an additional air supply was installed in front of the dust chamber to allow flushing of residues

more effectively, as air pressure here is higher as in the air provided to the air chamber. Due to the

experience made so far the two check valves will not be necessary in the final setup.

Of cause the arrangement of the different parts will influence the mixture present in the heated tube.

Therefore this is an object of interested in the overall Nex-Hys project, too.

The procedure is based on the experimental ignition of a cloud of dust in a furnace at a constant

temperature (refereed to as procedure B in the standard) and displayed in Fig 3. First, the tube was

heated and fixed at a initial temperature of 410 ◦C and the defined amount of dust has been introduced

in the dust chamber. Second, the air reservoir was filled by compressed air to the defined initial

pressure and, third, the dust sample was was injected into the furnace with compressed air. The

ignition criterium according to the standard DIN EN 50281-2-1 [16] is defined as the observation

of a visible flame at the furnace exit. To achieve the desired reference condition where the ”best’

explosion is observed, both the pressure and the amount of dust was varied. Pressure was varied with

increments of 0.1 bar in an interval of [0.1, 0.5]bar (atmospheric overpressure). The mass of dust was

varied with increments of 0.1 g in an interval of [0.1, 0.5]g. The furnace temperature was reduced at

the reference condition point until the explosion criterion was not met for ten trials. Increments of

20 K for T ≥ 300◦C and increments of 10 ◦C if T < 300◦C were used. In order to obtain information

about the reliability of the MIT measures and deviating from the standard, the masses of the dust

for Lycopodium was increased in the range of [0.5, 1.3]g as well as the injection pressures of [0.5,

1.0]bar. Increments of 0.1 were used for both parameters. Furthermore, in this publication each data

point was measured ten times in deviation from the standard.

4
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Fig. 3: Principle of study procedure on measuring the minimum ignition temperature for pure sub-

stances and a dust-liquid-mixture (simplified scheme according to [10]).

The ignition criterion according to the standard is a flame that leaves the tube. For weak explosions

the light emitted by the reaction is only visible inside the tube. Therefore, a mirror is placed below the

furnace to be able to observe the flame. Nonetheless, it is sometimes hard to decide whether there is

an ignition or not. In some experiments only sparks are visible (no ignition); sometimes thick smoke

make the flame hard to detect. As an alternative to the mirror used in the standard, a camera was

mounted at the bottom of the open furnace (Fig 2) and the dust injection was captured at a frame-

rate of 15 s−1. On the one hand, this simplifies the documentation and the ex-post check-ability of

ignition decisions (Fig 4). On the other hand, in future work a detection of ignitions by means of

image analysis methods is to be developed. For the results presented here, all three colors of the

RGB spectrum were used for the time being to calculate the intensity value of the image (Fig 4d).

The intensity value of an image weights the sum of red, yellow and blue and gives a value for the

brightness of an image pixel independent of the specific colors. Due to the intensity produced by the

substances presented here, the average value of the intensity value of an image section was used in a

simplified way.

Further work will include signals in the near infra-red spectrum as well. The aim is to be able to

clearly differentiate between ignition and non-ignition based on a measurable parameter. Therefore

disturbing factors like sparks and smoke need to be differentiated from the combustion reaction.

Further ideas to be realised will be presented in the outlook section .

5
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Fig. 4: Still images of ignition video capture for n-Heptane (top line) and corresponding averaged

intensity values (greyscale value) for rgb (bottom line).

3 Results and discussion

For this basic research each experimental trial for each point defined by the amount of substance

m/g or V/µL, temperature of the furnace T/◦C and injection over-pressure p+/bar was repeated ten

times. This high amount of repetitions was necessary in order to analyse frequencies of ignitions and

to define ranges of transitions. Later investigation will be carried out with a reduced number of trials

based on the new procedure proposed according to the primary findings.

Starting with pure Lycopodium the following experimental results were achieved:

• Results of pure Lycopodium (Fig 5a),

• Results of pure maize starch (Fig 5b),

• Results of pure n-Heptane (Fig 5c),

• Results of Starch-n-Heptane-mixture (Fig 6).

6

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

489



3.1 Minimum ignition temperature and ignition frequencies for pure substances

As can be seen in (Fig 5a) most experiments were carried out for pure Lycopodium. The idea was to

get a complete map of values of the region of parameters covered by the standard. For the pure dust

no clear indicator was found that the limits given in the standard would prevent the user from really

identifying the lowest MIT. Altogether 2400 single experiments are represented in the sub-figure for

Lycopodium.
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Fig. 5: Frequency of ignitions of pure substances.

The diagrams for the other two substance show nothing unexpected. In becomes obvious that a

probability of 100 % for the ignition does not occur that often. Only at temperatures much higher

than the MIT this can be investigated at all. To reduce the number of trials the staring point was

closed to the expected MIT what leads to a huge number of non-ignition as can be seen in Figures

5b and5c. As already assumed by previous experiments the MIT of the solvent is relatively closed to

it standard value. Other liquids have already been tested and their results will be published as soon

as the MITs for the hybrid mixtures for these substances in combination with the two dust have be

determined as well. This work is postponed, as the focus is on proposing a experimental setup and a

procedure first.

3.2 Minimum ignition temperature and ignition frequencies for hybrid mixtures substances

Up to now only the two hybrid mixtures are tested. In Figure 6 the results for the combination Starch

and n-Heptane is presented.

For the tests only volumes of n-Heptane that did not lead to an ignition by itself anymore were used.

It can clearly be seen, that the addition of the solvent vapour significantly reduces the hybrid-MIT
7
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Fig. 6: Frequency of ignitions of hybrid mixtures.

below the MIT of the pure dust. The final temperature practically equals the value for pure n-Heptane.

Represented here is only one initial pressure of air used to blow the mixture into the tube. Of cause, the

results were obtained under variation of the pressure as well. Testing for all combination is practically

not possible. Here the procedure used is oriented at the results achieved before for pure substances.

Here the final procedure still has to be discussed and tested.

Consequently, the results for Lycopodium are missing at the moment as they are not complete, yet.

4 Conclusions and Outlook

The experimental setup presented here is capable to determine the MIT of hybrid mixtures. This can

be proofed by the data and has already been shown before. The aim to create a setup and procedure

that can be standardised increases the effort as the experimental results must be reliable and com-

prehensible. Consequently, the project started with pure dust to generate a comparable and stable

foundation for variation to be tested.

During the Nex-Hys project the following questions need to be answered to later justify the proposed

modified equipment and procedure based on scientific data:

1. Considering the great variation of dusts occurring in industry, some of which have challenging

properties for optical detection, an alternative test method must be offered.

2. Is the number of trials justified as it is in the standard and can this directly be adopted for hybrid

mixtures?

3. Is the step-width to vary the mass and pressure sufficient and what range has to be used for the

gas phase of hybrid mixtures.

4. How to define and specify the MIT of a hybrid mixture?

5. What modification to the experimental setup is appropriate to reliably test hybrid mixtures?

The experimental results obtained up to now allow to systematically continue to change settings and

continue testing. Next step will be the comparison between the existing modified furnace and the new
8
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standard GG furnace. While test are running in the new setup the mixing system in the modified oven

will be varied, next.

In parallel the procedural approach for testing will be fixed in order to to reduce the necessary effort

and to make the results reliable and repeatable.

Additionally, the camera system is further tested and extended. The final idea is to construct a setup

that reduces the operator input as far as possible. This includes the recording of the furnace tempera-

ture and used over-pressure by computer programs. Together with the automatic ignition detection a

specific code could implement the procedure and suggest the next step to the operator. Such a system

would reduce operator errors significantly. Practically, a fully automated system would be possible

allowing to test for much more variation as manually possible.
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Abstract 

In this study, a physical model of the dust cloud ignition process is developed. The model is based on 
the temporal and spatial distribution of heat coming from the ignition source and heat released by 
ignited dust particles. Using this model, a numerical algorithm for the calculation of the minimum 
ignition energy (MIE) is derived. This algorithm can evaluate MIEs of dusts and their mixtures with 
different dust concentrations and particle sizes. Although the calculated MIE values generally only 
amount to 20 to 50 % of the experimental results, the algorithm correctly predicts the MIE variation 
trends against particle diameter and dust concentration. There is a power function relationship 
between the MIE and particle diameter of the type MIE∝dp

k with k being approximately 2. Moreover, 
the MIE decreases nearly inversely-proportional to dust concentration at fuel-lean concentrations, but 
generally increases as dust concentration rises beyond the stoichiometric value. 

Keywords: minimum ignition energy, dust clouds, theoretical model 

  

1. Introduction 

The minimum ignition energy of a dust cloud (MIE) is the minimum energy required to ignite a dust 
cloud, whilst maintaining self-propagation of the flame in a standardized MIKE3 apparatus. MIE is 
a significant parameter to reflect dust explosion risk and provides the basis for preventive method 
selection (Ren et al. (2011), Li et al. (2017)). Currently, research on MIEs causing dust explosions 
mainly focusses on three aspects: effect of different discharge modes on the MIE (Eckhoff et al. 
(2007)), MIEs of nano and micro meter particle-sized dusts (Randeberg et al. (2007), Wu et al. (2009), 
Bernard et al. (2012), Boilard et al. (2013) and Mittal et al. (2014)) and influence of mixing and 
inerting of different combustible dusts (Azhagurajan (2012), Hosseinzadeh et al. (2015), Addai et al. 
(2016), Choi et al. (2016)).  

However, most studies on these subjects are still in data collection phase, mainly focusing on 
experimentally determining the MIE. Despite some attempts to explore the theoretical calculation 
method of dust cloud MIE, currently MIEs are mainly calculated based on simple function fitting of 
experimental MIE values for parameters such as dust concentrations, ignition delay times and 
pressures during the standard tests (Li et al. (2017), Li et al. (2018)), ignoring the physicochemical 
characteristics of the dust cloud ignition process. A first attempt of a theoretical analysis of the MIE 
was undertaken by Kalkert & Schecker (1979). Hosseinzadeh et al. (2019) tried to develop a 
theoretical model for the calculation of the MIE of a dust cloud, but only considered a hypothetical 
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particle in the centre of the ignition field, neglecting the propagation of the combustion from particle 
to particle. 

In the present study, a physical model of the ignition process of a dust cloud is developed, resulting 
in a set of controlling equations and an algorithm for the calculation of the MIE. Moreover, the 
accuracy of the calculation procedure is investigated by comparing calculated and experimental data.   

2. Physical model of the ignition process of a dust cloud 

 

Fig. 1. Physical model 

The physical model of the ignition process of a uniform dust cloud triggered by a straight-line shaped 
arc between two electrodes is shown in Fig.1, in which the space around the ignition spark is divided 
into cylindrical layers. Each layer contains one dust particle and due to a constant concentration of 

the cloud, has the same volume (𝑉 = 𝑉𝑠𝜌𝑠𝑐𝑜𝑛𝑐, 𝑉𝑠 — volume of a single particle, m3, 𝜌𝑠 — particle density, 

kg·m-3, conc — dust concentration, kg·m-3). The radius of the first layer is shown in Fig. 1 as 𝑟𝑔 (𝑟𝑔 =√ 𝑉𝜋𝑙𝑔 , 𝑙𝑔  — distance between the electrodes, m). Ignition of particles is assumed to propagate layer 

by layer along the radial direction from the central line through heat conduction in the gas (air) and 
heat convection to the particles. Successful ignition of a particle is assumed to occur when the 
temperature of the particle reaches its experimental minimum ignition temperature (MIT). After that, 
the particle will start burning and releasing heat. This heat will be transferred to the air and will 
contribute to the heating of neighboring particles. When this process continues in the radial direction 
away from the spark area, the cloud is considered to be ignited. The smallest amount of ignition (spark) 
energy giving rise to cloud ignition is the minimum ignition energy. The following assumptions are 
made regarding the dust cloud:  

(1) All dust particles are assumed to be spheres of the same size and particle distribution in space is 
uniform, which means that two regions in the dust cloud space with the same volume contain the 
same number of dust particles;  

(2) The biot number for a dust particle is usually less than 0.2 (Hosseinzadeh et al., 2019), so the 
temperature distribution in a particle is assumed to be uniform all the time and the ignition 
temperature of each particle is equal to the experimentally determined minimum ignition 
temperature of the dust; 
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(3) Once ignited, a particle would start burning and releasing its heat of combustion instantly; 

(4) The composition and properties of each particle and the surrounding air do not change during the 
combustion process. 

3. Governing equations 

3.1 Governing equations of air and particle temperatures in the dust cloud 

The temperature distribution in the air of the dust cloud due to a line-shaped initial energy input 𝐸0 
is determined by heat conduction in the air and heat convection between the air and the particle (if 
there is one), which is governed analytically by the following equation in cylindrical coordinates 
(Taler and Duba (2006)): 𝜀𝑔𝜌𝑔𝐶𝑝_𝑔 𝜕𝑇𝑔(𝑟,𝑡)𝜕𝑡 = 1𝑟 𝜕𝜕𝑟 (𝜀𝑔 𝑘𝑔𝑟 𝜕𝑇𝑔(𝑟,𝑡)𝜕𝑟 ) + 𝐸0𝑙𝑔 𝛿(𝑡)𝛿(𝑟) − (1 − 𝜀𝑔)ℎ𝑠𝑎𝑝(𝑇𝑔(𝑟, 𝑡) − 𝑇𝑠(𝑟, 𝑡))   (1) 

With initial conditions:                            𝑇𝑔(𝑟 ,0) = 𝑇𝑖  and 

boundary conditions:                               𝑇𝑔(∞, 𝑡) = 𝑇𝑖  and 

                                                                    
𝜕𝑇𝑔(0,𝑡)𝜕𝑟 = 0 

where 𝜀𝑔— volume fraction of the air in the dust cloud; 𝜌𝑔— gas density, kg·m-3; 𝐶𝑝_𝑔— gas specific heat, J·(kg·K)-1; 𝑘𝑔— thermal conductivity, W·(m·K)-1; 𝑎𝑝 — 
𝑆𝑉𝑠 = 6𝑑𝑝, 1/m; 𝑉𝑠 —volume of a single particle, 𝑉𝑠 = 43𝜋 (𝑑𝑝2 )3, 𝑑𝑝— particle diameter, m; ℎ𝑠 — convective heat transfer coefficient, ℎ𝑠 = 𝑁𝑢𝑘𝑔𝑑𝑝 ,  𝑁𝑢 — Nusselt number, a dimensionless 

parameter reflecting the intensity of heat convection, for the use of small particles, the Nusselt 
number is assumed constant (Nu = 2) (Yarin and Hetsroni, 2004); 𝑆 — surface area of a single particle, 𝑆 = 4π (𝑑𝑝2 )2, m2. 𝑇𝑔(𝑟, 𝑡) — air temperature, K; 𝑇𝑠(𝑟, 𝑡) — particle temperature, K 𝑇𝑖 — initial air temperature, 300 K 𝐸0 — initial line-shaped heat input in the center, J 𝑙𝑔 — distance between the electrodes, m 𝛿(𝑡) — the Dirac delta function in time, 𝛿(𝑡) = {1  𝑡 = 00  𝑡 ≠ 0, 1/s. 𝛿(𝑟) — the Dirac delta function in space, 𝛿(𝑟) = {1  𝑟 = 0⃗⃗0  𝑟 ≠ 0⃗⃗, 1/m2. 

Heat transfer between the air and a particle is through heat convection. Particle temperature is 
governed by the following equation (Yarin and Hetsroni (2004)): 
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𝜌𝑠𝐶𝑝_𝑠 𝑑𝑇𝑠(𝑟,𝑡)𝑑𝑡 = ℎ𝑠𝑎𝑝(𝑇𝑔(𝑟, 𝑡) − 𝑇𝑠(𝑟, 𝑡))                                                (2) 

With initial condition:     𝑇𝑠(𝑟, 0) = 𝑇𝑖 
where: 𝜌𝑠— particle density, kg·m-3; 𝐶𝑝_𝑠— particle specific heat, J·(kg·K)-1. 

It should be noted that once a particle is ignited, it will start burning and releasing its combustion heat 
instantly, so at the time and position of the ignition of a particle, another set of conditions should be 
included. However, due to the difficulties in interpreting these conditions analytically, they are not 
presented in Eq (1) or (2), but the numerical forms of these conditions will be revealed in the 
following numerical method. 

In this work, first, the space around a line-shaped initial spark is divided into multiple cylindrical 
layers, each of which containing a single particle assumed to be located on the central line of the layer; 
then governing equations of heat transfer during the ignition process are derived. Since the equations 
cannot be solved analytically, finite difference method and energy balance method are adopted to 
solve the temperature profiles of the air and the particles numerically (Cengel, 2004). Time is divided 
into small steps with step size ∆𝑡, space is divided into small volumes around a node and each node 
is situated in the central line of each cylindrical layer (Fig.1). As shown in Fig. 2, in each region an 
energy balance analysis is made to discretise Eq. (1) and (2). Finally, the discrete heat transfer 
equations are solved node by node and layer by layer to determine whether the dust cloud is 
successfully ignited. 

 

 

Fig. 2. Energy balance analysis of layer m 

After the discretisation and the consideration of the heat input from the spark or from the combustion 
of a particle, the energy balance equations of the air and the particle in layer m from time step i to 
time step i+1 become:  𝜀𝑔𝜌𝑔𝐶𝑝_𝑔𝑉𝑚(𝑇𝑔,𝑚𝑖+1 − 𝑇𝑔,𝑚𝑖 ) = 𝜀𝑔𝑘𝑔 (𝑇𝑔,𝑚−1𝑖 −𝑇𝑔,𝑚𝑖∆𝑟𝑚 𝑆𝑚 − 𝑇𝑔,𝑚𝑖 −𝑇𝑔,𝑚+1𝑖∆𝑟𝑚+1 𝑆𝑚+1)∆𝑡 − ℎ𝑠𝑆(𝑇𝑔,𝑚𝑖 − 𝑇𝑠,𝑚𝑖 )∆𝑡 + 𝐸𝑔,𝑚𝑖      (3) 

and 

 𝜌𝑠𝐶𝑝_𝑠𝑉𝑠(𝑇𝑠,𝑚𝑖+1 − 𝑇𝑠,𝑚𝑖 ) = ℎ𝑠𝑆(𝑇𝑔,𝑚𝑖 − 𝑇𝑠,𝑚𝑖 )∆𝑡 + 𝐸𝑠,𝑚𝑖                                   (4) 

where: 
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∆𝑟𝑚 — distance between node m-1 and node m, ∆𝑟𝑚 = 𝑟𝑚 − 𝑟𝑚−1, m; 𝑟𝑚 — radium position of node 

m located in the central line of each cylindrical layer in Fig. 1., 𝑟𝑚 =  𝑚−1+ 𝑚2 𝑟𝑔, m; 𝑆𝑚 — surface area of the interface between volume m-1 and volume m located in the middle of node 
m-1 and node m, 𝑆𝑚 =  𝜋𝑙𝑔(𝑟𝑚 + 𝑟𝑚−1), m2; 𝑉𝑚 — volume between two interfaces surrounding node m, 𝑉𝑚 =  𝜋𝑙𝑔((𝑟𝑚+1+𝑟𝑚2 )2 − (𝑟𝑚+𝑟𝑚−12 )2), m3; 𝑇𝑔,𝑚𝑖  — temperature of air in layer m at time step i, K; 𝑇𝑠,𝑚𝑖  — temperature of the particle in layer m at time step i, K; 𝐸𝑔,𝑚𝑖  — instant energy released in the gas phase, 𝐸𝑔,01 = 𝐸0 representing initial energy input from the 

spark; 𝐸𝑔,𝑚𝑖 = 𝑄 at node m > 0 and the time step i when particle temperature at node m reaches its 

MIT for organic dust; 𝐸𝑔,𝑚𝑖 = 0 at node m > 0 for metal dust; 𝑄 — combustion heat of a particle (for 
details, see Section 3.2); 𝐸𝑠,𝑚𝑖  — instant energy released in the solid phase, 𝐸𝑠,01 = 0; 𝐸𝑠,𝑚𝑖 = 𝑄 at node m > 0 and the time step 

i when particle temperature at node m reaches its MIT for metal dust; 𝐸𝑠,𝑚𝑖 = 0 at node m > 0 for 
organic dust. 

It should be noted that both Eq (3) and (4) contain heat source term (𝐸𝑔,𝑚𝑖 , 𝐸𝑠,𝑚𝑖 ). This is because of 
the difference between the combustion mechanisms of organic and metal dusts. For organic dusts, the 
combustion happens in the gas phase, so when a particle is ignited, the combustion heat is released 
directly into the air (𝐸𝑔,𝑚𝑖  in Eq (3)). However, for metal dusts, the combustion happens on the particle 

surface, so the combustion heat is assumed to be released first in the particle (𝐸𝑠,𝑚𝑖  in Eq (4)) then 
transferred into the air through convection. By solving Eq (3) and (4) from layer to layer and step by 
step, the temperature profiles of air and particles in each layer can be derived numerically. 

With the consideration of the same distance between the adjacent central line in each layer ∆𝑟, and 
no heat source or particle existence, Eq. (3) would be simplified into the following form: 𝜌𝑔𝐶𝑝_𝑔(𝑇𝑔,𝑚𝑖+1 − 𝑇𝑔,𝑚𝑖 ) = 𝑘𝑔(𝑇𝑔,𝑚−1𝑖 −2𝑇𝑔,𝑚𝑖 +𝑇𝑔,𝑚+1𝑖∆𝑟2 + 𝑇𝑔,𝑚+1𝑖 −𝑇𝑔,𝑚−1𝑖2𝑚∆𝑟2 )∆𝑡                     (5) 

which is exactly the second-order spatial discrete scheme of Eq (2), means that this numerical method 
has second order accuracy. 

3.2 Governing equations for the chemical reactions 

Once the temperature of particles in each layer reaches the MIT, ignition is considered to be 
successful and combustion heat will be released. The chemical reaction is considered as single-step 
reaction, the only oxidant in the air is oxygen and the reaction rate is infinite. Chemical reactions for 
metals and hydrocarbon-based materials are as follows: 

For metals such as Magnesium: 𝑀 + 𝑥(𝑂2 + 3.76𝑁2) = 𝑀𝑂2𝑥 + 3.76𝑥𝑁2                                          (6) 

For hydrocarbon-based materials such as Lycopodium and Niacin: 𝐶𝑥𝐻𝑦𝑂𝑧 + (𝑥 + 𝑦4 − 𝑧2) (𝑂2 + 3.76𝑁2) = 𝑥𝐶𝑂2 + 𝑦2𝐻2𝑂 + 3.76 (𝑥 + 𝑦4 − 𝑧2)𝑁2           (7) 

However, heat released from each particle is affected by the combustion heat of single mass of the 
particle material and dust concentration. For fuel-lean concentrations, oxygen is present in over 
stoichiometric amounts so each particle will combust completely once ignited, implying that heat 
released from each particle 𝑄 is constant as dust concentration increases. In fuel-rich conditions with 
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sub stoichiometric oxygen amounts, particles cannot combust completely after being ignited, so 𝑄 
will decrease with increasing dust concentrations. Heat released by a particle by combustion is 
calculated as follows:  𝑄 = 𝑉𝑐𝑜𝑛𝑐𝑄𝑐𝑜𝑚𝑏 = 𝜌𝑠𝑉𝑠𝑄𝑐𝑜𝑚𝑏  when 𝑐𝑜𝑛𝑐 ≤  𝑐𝑜𝑛𝑐𝑠                                      (8a) 𝑄 = 𝑉𝑐𝑜𝑛𝑐𝑠𝑄𝑐𝑜𝑚𝑏 < 𝜌𝑠𝑉𝑠𝑄𝑐𝑜𝑚𝑏  when 𝑐𝑜𝑛𝑐 >  𝑐𝑜𝑛𝑐𝑠                                     (8b) 

Where 𝑄𝑐𝑜𝑚𝑏—heat of combustion per mass of the dust material, J/kg; 𝑐𝑜𝑛𝑐𝑠—the stoichiometric concentration of the dust material in air, kg·m-3. 

4. Algorithm for the calculation of the MIE of dusts 

 

Fig. 3. Flow chart of the calculation of the MIE of dusts 

The algorithm for the calculation of the MIE of dusts is summarized with a flow chart in Fig. 3. It 
should be noted that in this study, three significant digits are applied when assuming the initial energy 
input E0 and the precision of E0 is 𝜀. Moreover, here the MIE(conc) represents the minimum ignition 
energy to ignite a dust cloud with a given dust concentration, while the MIE of a dust cloud means 
the minimum value of the function MIE(conc). 𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) is the maximum particle temperature 
at node m when ignition of all the particles at its previous nodes are considered with the initial energy 
input of E0, but without considering the ignition of the particle at node m itself. 
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Fig. 4. Variation of  𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) at each node against node number m (163 μm magnesium dust 
cloud with 1000 g/m3 concentration). When 𝐸0 = 89.1 mJ, ignition of the dust cloud succeeds; when 𝐸0 = 89 mJ, ignition of the dust cloud fails 

Fig. 4 shows the variation trends of 𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) against node number m when E0 being fixed as 
89.1 mJ and 89 mJ. It implies that when E0 = 89.1 mJ, ignition of the dust cloud is successful: as 
node number m increases, 𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) generally decreases first to a minimum but then starts rising, 
the combustion of particles can propagate spontaneously in the dust cloud; however, when E0 drops 
to E0 − 𝜀 (89 mJ), 𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) initially shows similar trend as the case of 89.1 mJ, but will keep 
dropping as m increases, the combustion of particles is interrupt at a certain node and ignition of the 
dust cloud fails in this case. Therefore, when 𝐸0 is high enough to ignite the dust cloud, there will 
always be a minimum value of  𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) against m; 𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) usually decreases first but 
then increases (if it keeps decreasing, sooner or later 𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) of a particle will drop below the 

MIT and stop the ignition process), and the minimum value of  𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0) (min (𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0))) 

should be higher than or at least equal to the MIT. The higher  E0 is, the higher min (𝑇𝑠,𝑚𝑎𝑥(𝑚, 𝐸0)) 

will be. In fact, this algorithm attempts to find the MIE which should be a critical value high enough 

to ignite all particles but low enough to make min (𝑇𝑠,𝑚𝑎𝑥(𝑚,MIE)) just reach the MIT value: 

min (𝑇𝑠,𝑚𝑎𝑥(𝑚,MIE)) = 𝑇𝑠,𝑚𝑎𝑥(𝑙, MIE) ≥ MIT and 𝑇𝑠,𝑚𝑎𝑥(𝑙, MIE − 𝜀) < MIT. The ignition of the 

particle at this node l can be regarded as a symbol of successful ignition of the dust cloud with the 
MIE, and the time between the release of the MIE and the ignition of the particle at node l is the 
ignition delay time of the dust cloud tig. 

5. Properties of dusts and experimental settings 

The MIEs of different types of dusts were calculated with the above model, and the calculation results 
are compared with experimental results. Table 1 gives the physical and chemical properties of the 
combustible dusts used. Most of these data are from the literature survey and online databases.  The 
reason for choosing 5 mm distance between the electrodes for magnesium and 6 mm for the other 
dusts in the model is to be consistent with the experimental settings in two different references, i.e. 
Nifukua et al. (2007) with experimental results for magnesium obtained with a distance between the 
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electrodes of 5 mm and Hosseinzadeh et al. (2019) with experimental results for the other dusts 
obtained with a distance between the electrodes of 6 mm. 

Table 1: Physical and chemical properties of the combustible dusts and the distance between the 

electrodes  

Dust Molecular 
formula 

Heat of 
combustion  

/kJ·kg-1 

Median 
diameter  

/μm 

Particle 
density  
/kg·m-3 

Heat capacity 
/J·(kg. K)-1 

Distance 
between the 
electrodes 

/mm 

Magnesium Mg 
25404 

(Rumble, 
2018) 

10,29,41,60, 
90,115,137 and 
163 (Nifukua 
et al., 2007) 

1738 (“The 
Engineering 

toolBox” n.d.) 

1036 (Rumble, 
2018) 

5 (Nifukua et 
al., 2007) 

Oak wood 

C4.13H6.3O2.76 
(“Chemical 
composition 

of wood” n.d.) 

18000 (Kim 
et al., 2016) 

62.9 
(Hosseinzadeh 

et al., 2019) 

1430 (Kim et 
al., 2016) 

2390 
(Hosseinzadeh 

et al., 2019) 

6 
(Hosseinzadeh 

et al., 2019) 

Niacin 
C6H5NO2 

(Addai et al., 
2016) 

20538 
(Addai et 
al., 2016) 

17.9 
(Hosseinzadeh 

et al., 2019) 

1400 
(Hosseinzadeh 

et al., 2019) 

1229 
Hosseinzade et 

al. (2019) 

6 
(Hosseinzadeh 

et al., 2019) 

Lycopodium 
C5.77H9.59O1.23 
(Addai et al., 

2016) 

28447 
(Addai et 
al., 2016) 

35.9 
(Hosseinzadeh 

et al., 2019) 

1096 
(Hosseinzadeh 

et al., 2019) 

1381 
(Hosseinzadeh 

et al., 2019) 

6 
(Hosseinzadeh 

et al., 2019) 
 

6. Results and discussion 

6.1 Comparison between the experimental and calculated results 

In table 2 the results of the numerical model are compared with experimental data (Nifukua et al. 
(2007) and Hosseinzadeh et al. (2019)). The numerical results generally only amount to 20 to 50 % 
of the experimental values except for 10 μm magnesium, for which the numerical MIE is only 5.48 % 
of the experimental result possibly due to agglomeration of particles in the experiments. This 
difference between the calculated and experimental minimum ignition energy can be attributed to two 
effects: the assumptions made in the model (properties, particle shape…) and losses of the ignition 
energy input from the MIKE3 apparatus due to various causes (heat radiation, electrode heating, etc.), 
resulting in an actual heat input into the dust cloud lower than the experimental MIE results. 

Table 2: Comparison between the experimental numerical MIE for different types of dusts 

Dust Particle diameter 

/μm 

MIT 
experimental 

/K 

MIE 
experimental 

/ mJ 

MIE 
numerical 

/ mJ 

MIE numerical /  
MIE 

experimental 
Niacin 17.9 790 1.6 0.837  52.3 % 

Lycopodium 35.9 680 4 2.1 52.5 % 
Oak wood 62.9 755 42 19.5  46.4 % 

Magnesium 

10 786 4 0.219  5.48 % 
29 803 5 1.9 38 % 
41 803 12 3.78 31.5 % 
60 836 42 8.92  21.2 % 
90 848 82 21  25.6 % 
115 851 102 34.7  34 % 
137 858 194 49.7  25.6 % 
163 898 242 77.9  32.2 % 
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Fig. 5. Comparison between the experimental numerical MIE for different types of dusts (data from 

Table 2) 

6.2 The influence of particle diameter and dust cloud concentration on the MIE 
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Fig. 6. Variation of the MIE of magnesium dust against particle diameter 
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Fig. 7. Variation of the MIE(conc)s of 163 μm magnesium and 35.9 μm lycopodium dust against dust 
cloud concentration 

The variation of the MIE of magnesium dust as a function of particle diameter is shown in figure 6. 
A power function relationship between the calculated MIE and particle diameter can be derived — 
MIE∝dp

k. k is approximately 2. The actual energy required to raise the temperature of a particle to 
its MIT is very small compared with the calculated MIE. For example: The energy for a 163 𝜇m 
magnesium particle to reach its MIT is only 2.4 mJ, and the ignition of a dust cloud of 163 𝜇m 
magnesium with 450 g/m3 only requires to ignite 2 particles (l=2), but the MIE of 163 𝜇m magnesium 
is as high as 77.9 mJ, meaning that most of the energy input from the spark diffuses away in the air 
and the air temperature profile is almost not affected by the heat conduction process. Therefore, Eq 
(1) can be approximated by: 𝜌𝑔𝐶𝑝_𝑔 𝜕𝑇𝑔(𝑟,𝑡)𝜕𝑡 = 1𝑟 𝜕𝜕𝑟 (𝑘𝑔𝑟 𝜕𝑇𝑔(𝑟,𝑡)𝜕𝑟 )                                                (9) 

The analytical solution of Eq (9) is: 
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𝑇𝑔(𝑟, 𝑡) = 𝑇𝑖 + 𝐸04𝜋𝑡𝑘𝑔𝑙𝑔 𝑒− 𝑟24𝛼𝑔𝑡                                                  (10)   

where 𝛼𝑔 = 𝑘𝑔𝜌𝑔𝐶𝑝_𝑔. 

Eq (2) can be written as: 𝑑𝑇𝑠(𝑟,𝑡)𝑑𝑡 = 6𝑁𝑢𝑘𝑔𝜌𝑠𝐶𝑝_𝑠𝑑𝑝2 (𝑇𝑔(𝑟, 𝑡) − 𝑇𝑠(𝑟, 𝑡))                                          (11) 

This means that the speed to heat up a particle is inversely-proportional to the second power of the 
particle diameter, so the ignition delay time tig should be proportional to the second power of the 
particle diameter: tig ∝dp

2. The temperature of a particle reaches its maximum when the air 
temperature is equal to the particle temperature. Therefore, the air temperature around a particle at 
the moment of ignition has to be equal to the MIT of the particle if 𝐸0 is just enough to raise its 
temperature to the MIT. Assuming the MIT to be independent of the diameter of the particle, then 
equation 10 implies that MIE ∝ tig, and since tig ∝dp

2, it can be deduced that MIE ∝ dp
2. 

Fig. 7 presents the MIE(conc) of 163 μm magnesium and 35.9 μm lycopodium dust with different 
dust cloud concentrations. Generally, the MIE(conc) drops approximately inversely-proportional to 
the concentration as the concentration increases to around the stochiometric concentration. Then the 
MIE(conc) increases as the concentration increases further. For fuel-lean concentrations, the 
combustion heat of a particle in each layer 𝑄 is constant but the distance between the ignition source 
and the nearest particles decreases with increasing concentration. This results in faster heating up of 
these particles and thus less required ignition energy. However, when the concentration increases 
beyond the stoichiometric concentration, decrease of each particle’s heat of combustion 𝑄 requires 
the ignition energy to be increased.  

7. Conclusions 

In this study, a thermal model for the calculation of the MIE of dusts is established and validated. 
This model first divides the space and time into small grids and steps based on the uniformly 
distributed particle locations, then solves the heat transfer and heat balance equations numerically 
with a finite difference method. The following conclusions can be drawn: 

(1) the calculated MIEs of various dusts generally lie between 20 to 50 % of the experimental results 
possibly due to energy loss in the experiment and the assumptions made in the thermal model; 

(2) there is a power function relationship between the MIE and particle diameter defined as MIE∝
dp

k with k being approximately 2; 

(3) the MIE(conc) decreases nearly inversely-proportional to dust concentration at fuel-lean 
concentrations, but generally increases as dust concentration rises beyond the stoichiometric value. 

Acknowledgements 

The authors gratefully acknowledge the financial contribution from China Scholarship Council (No. 
201806030181). 

References 

Addai, E.K., Gabel, D. & Krause, U. (2016). Experimental investigations of the minimum ignition 
energy and the minimum ignition temperature of inert and combustible dust cloud mixtures. 
Journal of Hazardous Materials, 307: 302-311. 

Azhagurajan, A., Selvakumar, N. & Mohammed, Y.M. (2012). Minimum ignition energy for micro 
and nano flash powders. Process Safety Progress. 31(1): 19-23. 

Bernard, S., Gillard, P., Foucher, F., et al. (2012). MIE and flame velocity of partially oxidized 
Aluminum dust. Journal of Loss Prevention in the Process Industries, 25(3): 460-466. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

504



12 

 

Boilard, S.P., Amyotte, P.R., Khan, F.I., Dastidar, A.G. & Eckhoff, R.K. (2013). Explosibility of 
micron- and nano- size Titanium powders. Journal of Loss Prevention in the Process Industries, 
26(6): 1646-1654. 

Cengel, Y.A. & Afshin J.G., 2015. Heat and Mass Transfer: Fundamentals and Applications 5th 
Edition. McGraw-Hill Inc., New York. 

Chemical composition of wood. (n.d.). Retrieved Feburary18, 2019, from 
https://akela.mendelu.cz/~xcepl/inobio/nove/Wood_anatomy/WAEF-02-
chemical_composition.pdf 

Choi, K., Sakasai, H. & Nishimura, K. (2016). Minimum ignition energies of pure Magnesium 
powders due to electrostatic discharges and Nitrogen’s effect. Journal of Loss Prevention in the 

Process Industries, 41: 144-146. 

Eckhoff, R.K. & Randeberg, E. (2007). Electrostatic spark ignition of sensitive dust clouds of MIE < 
1 mJ. Journal of Loss Prevention in the Process Industries, 20(4/6): 396-401. 

Hosseinzadeh, S., Berghmans, J., Degrève, J. & Verplaetsen, F. (2019). A model for the minimum 
ignition energy of dust clouds. Process Safety and Environmental Protection, 121: 43-49. 

Hosseinzadeh, S., Norman, F., Verplaetsen, F., Berghmans, J. & Van den Bulck, E. (2015). Minimum 
ignition energy of mixtures of combustible dusts. Journal of Loss Prevention in the Process 

Industries, 36(6): 92-97. 

Kalkert, H.G. & Schecker, N. (1979). Theoretische Überlegungen zum Einfluß derTeilchengröße auf 
die Mindestzündenergie von Stäuben. Chemie Ingenieur Technik. 51 (12): 1248–1249. 

Kim, Y.H., Lee, M.C. & Rie, D.H. (2016). Explosion characteristics of combustible wood dust in 
confined system: Analysis using oxygen consumption energy. Journal of Mechanical Science and 
Technology, 30 (12): 5771-5779. 

Li, C., Bu, Y.J., Yuan, C.M., Hao, J.T., & Li, G. (2017). Research status of the minimum ignition 
energy of dust clouds. Industrial Safety and Environmental Protection, 43(3): 14-16. 

Li, M.J., Li, X.Q., Ding, L.Y., Liang, L.L. & Wang, F. (2018). Experimental study on minimum 
ignition energy of Sucrose dust. Industrial Safety and Environmental Protection, 44(3): 13-15. 

Mittal, M. (2014). Explosion characteristics of micron- and nano- size Magnesium powders. Journal 

of Loss Prevention in the Process Industries, 27(1): 55-64. 
Nifuku, M., Koyanaka, S., Ohya, H., Barre, C., Hatori, M., Fujiwara, S., Horiguchi, S. & Sochet, I. 

(2007). Ignitability characteristics of aluminium and magnesium dusts that are generated during 
the shredding of post-consumer wastes. Journal of Loss Prevention in the Process Industries, 20: 
322-329. 

Randeberg, E. & Eckhoff, R.K. (2007). Measurement of minimum ignition energies of dust clouds in 
the MIE < 1 mJ region. Journal of Hazardous Materials, 140(1/2): 237-244. 

Ren, C. (2011). Experimental investigation and numerical simulation of minimum ignition energy of 
dust cloud. Northeastern University, Shenyang. 

Rumble, J.R., ed. (2018). CRC Handbook of Chemistry and Physics (99th ed.). CRC Press. Boca 
Raton. p.4.61. 

Taler, J. & Duba, P. 2006. Approximate analytical methods for solving transient heat conduction 
problems. In: Solving Direct and Inverse Heat Conduction Problems. Springer Berlin Heidelberg, 
Berlin, Heidelberg. pp. 587–604. 

The Engineering toolBox. (n.d.). Retrieved December 19, 2018, from 
https://www.engineeringtoolbox.com/metal-alloys-densities-d_50.html 

Wu, H.C., Chang, R.C. & Hsiao, H.C. (2012). Research of minimum ignition energy for nano 
Titanium powder and nano Iron powder. Journal of Loss Prevention in the Process Industries, 
22(1): 21-24. 

Yarin, L.P. & Hetsroni, G., 2004. Dynamics of a Single Particle. In Combustion of Two-Phase 
Reactive Media. Springer Berlin Heidelberg, Berlin, Heidelberg. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

505

https://akela.mendelu.cz/~xcepl/inobio/nove/Wood_anatomy/WAEF-02-chemical_composition.pdf
https://akela.mendelu.cz/~xcepl/inobio/nove/Wood_anatomy/WAEF-02-chemical_composition.pdf
https://www.engineeringtoolbox.com/metal-alloys-densities-d_50.html


 

13th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 
Braunschweig, GERMANY – July 27-31, 2020 
 

Safety Related Properties of Tetrafluoroethylene 

Research on the Explosive Decomposition on an  

Industrial Scale 
C. Liebner a, V. Schröder a & M.J. Shenton b 

a Bundesanstalt für Materialforschung und –prüfung (BAM), Berlin, Germany 
b PlasticsEurope Fluoropolymers TFE Safety Task Force, UK 

E-mail: christian.liebner@bam.de  

Abstract 

Tetrafluoroethylene (TFE; C2F4) is an important industrial chemical. When ignited the chemically 
unstable TFE gas is able to decompose in an explosive way. Explosions propagating through 
production plants have led to damage and fatalities, unfortunately only few of them have been 
published, e.g. by Reza and Christiansen (2007), Klais et al. (2001) and in a decision of the Supreme 
Court of Florida (2000). Safety related research regarding TFE has been done for decades and 
revealed the special behaviour of TFE. Different ignition sources were applied in laboratory scale 
tests. Ferrero et al. (2013) identified local hotspots by polymerisation and compression heat being 
relevant sources of ignition. Unexpected explosion propagation phenomena were observed. 

A comparison of the different experimental apparatus as well as an explanation concerning the 
identification of the initial hazardous conditions will be given. In the present contribution, a brief 
summary of laboratory test results is included. Furthermore, recent explosion test results obtained in 
an industrial scale test apparatus of an ongoing safety research project will be discussed. This also 
includes geometrical influences. Images from a video depicting the venting process of an explosive 
decomposition reaction from a 2.5-inch (63 mm) pipe will be analysed. 

Keywords: Tetrafluoroethylene, explosion, safety 

  

1. Introduction 
Every explosion needs an ignition source, i.e. a certain amount of energy released within a time 
sufficiently short thereafter leading to a self-propagating reaction. Supported by statistical data, see 
Ferrero et al. (2017), it can be assumed that ignition sources like electrical sparks are not likely to be 
present in PTFE (Polytetrafluoroethylene is the polymer of TFE) production plants since they are 
known well enough to be avoided. Spark ignitors and exploding wire igniters are used in the 
determination of explosion limits. Biryulin et al. (2014) determined the minimum energies required 
initiating the combustion of gaseous TFE and mixtures thereof with nitrogen, argon, and helium at 
various initial pressures and temperatures. The lower flammability and detonation limits of TFE–air 
mixtures under normal conditions were reported to be identical. 
TFE is a decomposable substance that needs to be stabilized by an agent inhibiting the start of 
unwanted oligomerisation, polymerisation and partial oxidation if traces of oxygen being present. 
Triggering these exothermic reactions must be suppressed since they can be the origin of the energy 
releases that lead to the ignition source of the TFE decomposition. 
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According to Ferrero et al. (2017) statistics of TFE accidents revealed unwanted polymerisation, see 
Babenko et al. (1993), and heat of compression, see Ferrero et al. (2013), to be the two most relevant 
root causes. When prior to a polymerization reactor the stabilizing agent is removed, unintended 
polymerisation could take place. In addition to PFTE somewhere in the pipework being produced 
which may plug the pipe, an exothermic reaction could generate a hotspot that is capable to act as an 
ignition source. Ignition by hotspots was investigated by Gula (2005). If the temperature of a hotspot 
in contact with an ignitable gas exceeds a certain value and if at the same time the gas remains that 
hot, some pre-reactions take place during the Ignition Delay Time (IDT). Reaction heat produced 
further increases the temperature and reaction rates. As the concentration of reactive intermediate 
products and temperature is rising further reaction follows. This situation leads to a flame detachment 
and a self-propagating reaction which is called an explosion. 
When the explosion is an oxidation reaction the lowest temperature necessary to start ignition in 
defined testing apparatus is called the Minimum Ignition Temperature (MIT), sometimes referred to 
as the Ignition Temperature or Auto Ignition Temperature. In the case of an explosion driven by a 
decomposition reaction, it is called the Minimum Ignition Temperature of the Decomposition reaction 
(MITD). Determination of auto ignition phenomena is done in pre-heated closed vessels. The 
experimental procedures start with flushing in the gas to be tested. Note that standard test procedures, 
e.g. DIN EN 14522 (2005) and ISO/IEC 80079-20-1-2017 (2017), use open glass flasks and therefore 
inhomogeneous mixtures of fuel in air. For TFE, experimental MIT data from homogeneous mixtures 
measured in pre-heated steel vessels described e.g. by Meyer (2009), Teranishi (1958) and 
Ferrero et al. (2013), as well as MITD data from Gula (2005) and Kluge (2012) is available. A 
comparison of MIT of TFE-air mixtures with MITD is given by Ferrero et al. (2013). A steel 
autoclave with an inner volume of 3 dm3 that could be heated and was strong enough to withstand 
explosions was developed. Once heated up, TFE and the TFE-air mixtures were charged, and 
pressure-time histories were recorded. It was found that the ignition temperatures of the 
stoichiometric TFE-air mixtures were always lower than the corresponding ignition temperatures for 
the decomposition reaction of the pure TFE. 
The other most relevant ignition source, heat of compression, is also related to the ignition 
temperature. The energy supplying process is compression. The compression temperature necessary 
for ignition must be higher than the MITD of TFE at the corresponding pressure since the gas will 
start to cool down immediately after being compressed if its surrounding surfaces are at a lower 
temperature. The compression ratio  is defined as 

r
d

P
P

  

where Pd is the initial pressure in the donor section and Pr is the initial pressure in the receiving 
section. Compression is a highly dynamic process that depends on the compression ratio , the heat 
capacity cp of the gases compressed, the opening speed of the separation valve and the heat exchange 
with the walls. Depending on the initial conditions of the compression process temperature can rise 
high enough to initiate the explosive decomposition reaction. Initial conditions characterizing 
hazardous situations have already been investigated by Ferrero et al. (2017) and Kluge et al. (2016) 
for a straight pipe with an inner diameter of 28 mm. 

2. Experiments 
Safety related properties of TFE were determined in two compression pipes. The one pipe has an 
inner diameter of 28 mm and a total length of 22 m, the second pipe provides an inner diameter of 
63 mm and a total length of 30 m. Figure 1 depicts the simplified flow chart diagram of this type of 
setup. A pipe is separated in to two sections by a high-speed ball valve V-12 with typical opening 
times adjustable from 0.10 to 2.00 s. The left side of the pipe is called the donor pipe since this is 
where TFE is filled at elevated pressure. There is a burst disc installed at its very left end. The right 
part of the pipe is called the receiving section. There are open junction thermocouples Type K 
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according to IEC 584 class 1 installed at the right end flange. The initial temperature of the thermally 
insulated test apparatus is kept between 35 to 40 °C using up to eight microprocessor heating controls 
from WEST type 6100+, heating bands from Horst and Pt 100 sensors. The receiving section contains 
air at a technical vacuum grade with an absolute pressure ranging from 1.000 to 0.100 bar(a). Pressure 
measurement is done with piezo resistive pressure sensors from Keller type PA-10 (PIR 211 and 212) 
to adjust for the initial conditions and piezo electrical pressure transducers from PCB type 102 
(PIR 221 and 223) for the dynamic pressure measurement during the compression. When suddenly 
the separation valve V-12 is opened, TFE will flow from the donor pipe (left) to the receiving section 
(right). The place of ignition in the experimental setup is near the right end flange. From this place 
the decomposition reaction travels through the tube to the left side. The marked field of view (left 
side in Fig. 1) corresponds to the images from a video recorded during the venting process of an 
explosion, these are shown in Fig. 2. 
 

 
Fig. 1. Simplified diagram of the compression apparatus 

 

3. Results and discussion 
It is to be distinguished between two different types of experiments. Compression tests with air in 
both of the two tube sections are performed to understand the temperature levels of air being 
compressed under polytropic conditions. Those screening tests allow to make predictions for the TFE 
tests that contain TFE in the donor section. Such a TFE test is depicted in the picture sequence in 
Fig. 2. After the compression takes place it may take a couple of seconds before the reaction 
accelerates along the tube and the inner pressure increases to an extent to open the rupture disc. The 
decomposition reaction gases are vented, then. In the venting process observed in Fig. 2 unburnt TFE 
is released before the flame and the soot. Therefore, the flame propagation mode in this case is not of 
a detonative character.  
The difference in heat capacity between air cp(air) = 29 J/(mol·K) and TFE cp(TFE) = 80 J/(mol·K) 
leads to a significantly higher compression temperature if air is compressed instead of the receiving 
section would have been filled with TFE. Air is a commonly identified impurity after maintenance 
work in TFE plants in past accident’s investigations. The high temperature achieved is due to the air 
or nitrogen present in the receiving section. Heat transfer is one of the critical parameters. Inhibitors 
used in TFE processing plants partially suppress but they do not perfectly stop the polymerization 
reaction. Over time a polymer layer may be deposited at the walls. In principle, a hazard scenario in 
a production plant could take place in a different geometry and at walls that provide a lower heat 
transfer due to the polymer layer. Compression in pipes with less local heat loss leads to higher 
compression temperatures. If applying the hazard diagram (Ferrero et al., 2017) it is therefore 
advisable not to come too close to the warning line, i.e. the reaction threshold line that distinguishes 
between initial conditions leading to a slow exothermic reaction and such initial conditions where no 
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exothermicity could be observed in the test apparatus. Even though removing deposits is part of the 
maintenance work in production plants and in the test apparatus, PTFE build-up is known to form 
over time in production plant conditions. PTFE deposits are known to cause hotspots due to their heat 
insulating character, see Gula (2005). 
 

Fig. 2. Venting process of an explosive decomposition from a pipe of 63 mm inner diameter (2.5-inch 
pipe; L = 30 m); Pd = 10.00 bar(a); Pr = 0.400 bar(a). (a) short before the bust disc opened; (b) 
release of unburnt TFE; (c) release of some dirt and soot; (d) and (e) flame; (f) release of 
decomposition reaction products. 

For a better understanding of the dependency of the compression temperature on the initial conditions, 
screening experiments are carried out with air in both sections of the pipe before verification tests 
with TFE are performed. In Fig. 3 compression temperature vs. compression ratio from those air-air 
compression tests is plotted. The compression temperature is not a function of just the compression 
ratio; if Pd and Pr would be varied at a constant , the compression temperature would increase with 
increasing pressure since the heat release increases faster than the heat transfer to the walls. This is a 
complex issue. The adiabatic temperature line is calculated using GasEQ (Morley, 2005). In Fig. 3, 
the triangles belong to tests in a receiving section of Lr = 2 m length. The squares belong to 
compression tests in the 1 m receiving section. Different initial pressure conditions in the receiving 
pipe could be distinguished by the different shaded symbols. Of course, the data given below is only 
valid for a straight pipe of a certain diameter. Pipe work in a production plant never meets these 
boundary conditions. Installations like elbows, tee-pieces, strainers, flame arrestors and valves lead 
to an increased turbulence in the gas flow. In the case of an accidental compression such installations 
could be in the receiving section. The circle symbols in Fig. 3 belong to tests with a 2-hole orifice, 
i.e. a steel plate with two 10 mm bores.  This represents a flow meter installed in the middle of a 2 m 
receiving pipe. It acts as a flow restrictor reducing the flow area by 75 %. Compression temperatures 
determined with this modified experimental setup were measured at two positions: at the end flange 
(filled circles ●) and directly in front of the baffle of the orifice (open circles ○). Temperatures 
determined at the baffle are all slightly below 100 °C. 
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Fig. 3. Compression Temperature Tc vs. Compression Ratio  in tests where air is compressed with 
air in a pipe of 28 mm inner diameter (1.1-inch pipe) 

 
There are two lines in Fig. 3 denoted as ‘Pr = 0.100 bar(a) MITD’ and ‘Pr = 0.100 bar(a) MIT’. Data 
describing the pressure dependency of MITD [8] and MIT [11] is used to plot these two lines. These 
lines are safety related properties that are different from compression temperatures but added to the 
plot for comparison. Initiation of explosion in a compression situation strictly needs a compression 
temperature that is at least above the corresponding MITD or MIT. Otherwise no explosion can be 
initiated. Assuming the receiving pressure is Pr = 0.100 bar(a), Eq. (1) is applied to calculate the 
donor pressure for each compression ratio. Then the MITD and MIT corresponding to Pd are 
calculated from the literature data. 
Basically, the same is done for a pipe providing an inner diameter of 63 mm (2.5-inch-pipe). The so-
called Hazard Diagram, Fig. 4, is set up for a straight pipe configuration. Fig. 4 modifies the Hazard 
Diagram given by Ferrero et al. (2017). The area above the lines plotted in the diagram are found to 
be safe initial conditions in the corresponding test apparatus. Below the lines explosive decomposition 
reactions are detected. 

Fig. 4. Hazard Diagram. Influence of inner diameter (1.1-inch pipe vs. 2.5-inch pipe) is depicted. 
Below the line compression in the experimental apparatus led to explosive decomposition reaction. 
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It is necessary to distinguish between different protective measures when handling TFE. Primary 
measures should aim at avoiding hazardous initial conditions. As TFE can explosively decompose, 
this means avoiding conditions above the limiting decomposition concentration, the limiting 
decomposition pressure and the limiting decomposition temperature. In every part of an apparatus 
where this is not possible, the secondary protective layer would be to avoid mechanical and electrical 
ignition sources and to take care the substance will not be heated up above its MITD. In PTFE 
production plants, it is not always possible to meet these demands in all parts of the apparatus. 
Therefore, additional protective measures have to be taken, e.g. a pressure resistant design of the 
apparatus, flame arrestors and pressure release devices. In any case it is advisable that measures 
capable of extinguishing the explosion flame before it accelerates to a detonation are in place. 
In 1989, a research group at BAM intended to determine explosion propagation characteristics of 
TFE in a tube of 50 mm inner diameter and a length of 6 m; the tube had a pressure resistance of 
2 kbar. TFE was filled in at an initial pressure of 20 bar(a). The explosion led to the destruction of 
the end flange. A lens sealing made from stainless steel ruptured into pieces and the bolts were bent. 
Those unexpected test results gave reason for further investigation of explosion characteristics of TFE 
(Hieronymus et al., 1994). Explosions were determined in tube diameters of 40 and 50 mm, tube 
lengths ranging from 1.9 to 10.1 m and initial pressures from 5 to 25 bar(a). Ignition sources were 
normally exploding wires although in some cases an incoming detonation from a separated volume 
filled with an acetylene-oxygen mixture was used. Unusual oscillations driven by reactive shock 
waves travelling through the tube were observed. It was concluded that in certain cases the resulting 
pressure of the decomposition process can be about 200 times the initial pressure, i.e., ten times the 
pressure expected for a steady detonation. This effect was explained by the assumption that the 
decomposition reaction of TFE on the conditions investigated here is not perfectly detonable or that 
the run-up distance is very long. In a follow-on project unusual run-up distances of 200 times the 
inner diameter were measured by Lietze (2001). These investigations gave some insight in what could 
happen in case of a TFE explosion is propagating but did not answer the question what is the origin 
of the energy release that could serve as an ignition source in a production plant processing TFE. An 
observation made running compression tests presently reported is that the decomposition reaction 
starts slowly in the beginning. From the moment of ignition, i.e. the moment of compression occurs, 
it is observed that explosion is obtained some seconds later. Acceleration and propagation throughout 
the volume takes time. Even the deflagrative explosion is relatively slow. Soot may act as a 
temperature shield that keeps the heat inside the reaction zone. This would explain why the 
temperature at the thermocouples can be high enough to melt them. Hot reaction intermediate 
products providing a high reactivity serve for the destruction for seals. Because of the ignition process 
and the explosion propagation acceleration is slow, the resulting explosion later on is most violent. 
Long run-up distances could provide an ideal build-up of deflagrative pressure before the detonation 
sets in. 
Before restarting a production plant, it is advised (Ferrero et al., 2017) to flush with nitrogen to 
remove oxygen and add TFE at a low rate and pressure in order to reduce the possibility of ignition 
by heat of compression. Furthermore, it is desirable to flush with low pressure TFE before introducing 
TFE at elevated pressures. 

4. Conclusions 
Following experts’ advice (Ferrero et al., 2017), air has been identified as a common impurity after 
maintenance work in TFE plants. In many past industrial accidents, heat of compression was found 
to be the root cause of the ignition. In the present contribution two geometrical influences on gas 
phase compression temperatures are reported. An investigation approach that is based on the 
comparison of air-air compression tests with existing MITD and MIT data is useful for a rough 
estimation of dangerous initial conditions.  
Firstly, the pipe diameter of a straight pipe is found to influence the initial conditions that can be 
foreseen as being hazardous. In a comparison of the initial experimental conditions from the Fig. 2 
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experiment with the hazard diagram (Ferrero et al., 2017 and Kluge et al., 2016) for a tube with about 
half of the inner diameter, the situation is reported to be safe in the smaller tube whereas clearly for 
the larger tube a decomposition has occurred. This is expected when the surface to volume ratio 
changes.  
Secondly, the influence of flow restrictors is discussed. Flow restrictors, the roughness of the walls 
or the presence of other equipment are likely to generate additional turbulence. Compression 
temperatures recorded at the baffle of the flow restrictor do not serve as an ignition source. The 
temperature at the baffle is too low to ignite TFE because the temperature is far below MITD and 
MIT. Instead, the compressing gas is now a mixture of TFE and air and this compresses the remaining 
air. This TFE-air mixture is larger and easier to ignite than the situation where there is no additional 
turbulence.  This results in a slightly lower ignition temperature at the end flange after a flow restrictor 
such as an orifice. Flow restrictors will act as a mixing device. The major part of the compression 
energy release does not occur at the place of the restriction but at the end flange. Therefore, 
temperature increase at the place of the restriction will probably not be high enough to ignite the gas 
but due to turbulences provides an accelerated mixing of the donor gas with the receiving gas. 
Compression of air with a mixture of TFE and air leads to a mixture that can have a much higher 
sensitivity and may trigger the explosive decomposition even if it was believed to be safe. The hazard 
diagram (Ferrero et al., 2017) provides useful data to identify hazardous initial conditions but does 
not give a guarantee about the safe initial conditions if its boundary conditions are disregarded. 
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Abstract 

Piezoelectric pressure sensors are susceptible to changing temperatures, because resulting mechanical 

deformations of the sensor membrane and housing may exert a positive or negative force on the piezo 

crystal, thus changing the reading of this sensor. The consideration and compensation of this influence 

quantity is a frequent topic of many investigations in the field of combustion chambers, of spark-

ignition engines and internal combustion engines. However, this is not the case in the field of the type 

of protection “flameproof enclosures”. Here a peculiarity is the fast temperature rise during a single 

explosion and the concurrent influence of the temperature gradient, which is often described as 

thermal shock. The whole event has a typical duration time of the order of seconds and less. Thermal 

shocks have so far received little attention, as was also a lesson learnt from the evaluation of an 

interlaboratory comparison between Ex testing laboratories. The laboratories handle thermal shock 

in a variety of ways, starting from complete ignorance up to various sophisticated coatings. This was 

a main source of different results within the field of participants. This work evaluates the behavior of 

different piezoelectric pressure sensor types with respect to thermal shock. Different temperature 

protection measures are investigated regarding their functionality, practicability and stability. 

Possible influences on the sensitivity of the sensors due to the used protective measures regarding 

thermal shock are shown. The transient temperature load of the sensor membrane is estimated by 

physical calculations as well as numerical analysis based on surface temperature measurements 

transformed in a surface heat flux density. This work provides guidelines for typical end-users in the 

field of flameproof enclosures how to handle thermal shock correctly. 

Keywords: flameproof enclosures, explosion pressure, piezoelectric pressure sensor, thermal shock 

  

1. Introduction 

In potentially hazardous locations, equipment and devices of the type of protection “flameproof 

enclosures” are often used. One of the main parameters which must be determined during the process 

of conformity assessment is the maximum pressure during the explosion. Besides the pressure rise 

time, the reference pressure determined from the maximum explosion pressure forms the basis for 

further type tests of the equipment. The technical requirements and the corresponding type tests are 

defined internationally in the standard IEC 60079-1 (IEC, 2014). The technical implementation of 

explosion pressure measurement is undefined except for a few specifications such as fuel-air mixtures 

and signal filtering. Accordingly, there are many different measurement chains among test 

laboratories, especially when selecting pressure sensors. The evaluation and analysis of an 

international interlaboratory comparison between testing laboratories showed that the participants all 

use piezoelectric pressure sensors (Krause, 2017). A further finding of the analysis was that the 

missing consideration of the temperature influence on the pressure sensors was one of the main 

reasons for deviating results and a high variation. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

514



 

In the field of internal combustion engines for the precise measurement of cylinder pressure traces, 

there are numerous investigations regarding the thermal influence on the pressure 

measurement (Higuma, 1999), (Stein, 1987). However, the thermal load of pressure sensors in this 

field is different. Here the static temperature load due to the frequent number of explosions and the 

associated high operating temperature is often a problem. The application of the explosion pressure 

measurement in the field of flameproof enclosures is characterized by single fast explosions. These 

lead to short-term temperature loads on the pressure sensors. Tichý (1980) describes the effects of 

this rapid temperature change on the pressure sensor during a measurement as temperature gradient 

error. Although most users are familiar with the generic term thermal shock, the general 

understanding of the subject is not very extensive. Therefore, the aim of this work is to investigate 

the thermal shock and the effects on the pressure sensors and thus also on the explosion pressure 

measurement to support technical end users. 

2. Experimental set-up 

The experimental setup used in this work corresponds in its basic structure to the setup usually used 

by testing laboratories for the determination of explosion pressures in the field of flameproof 

enclosures. The specific challenge of this setup is to keep as many factors as possible constant (and 

thus to eliminate them) that influence the explosion pressure. To study the sensors behavior, 

reproducible explosion events are required. Therefore, a stainless-steel sphere with 10 l volume was 

chosen as test object. The spherical geometry and central position of the ignition electrodes ensures 

identical test conditions for all wall-mounted pressure sensors. The test object permits the 

simultaneous installation of six pressure sensors in the wall at a 45° angle. The fuel-air mixture is 

purged into the test object by using mass flow controllers. The correct concentration is detected by 

an oxygen analyzer at the outlet of the test object. After ignition of the fuel-air mixture inside the test 

object, the pressure curve is recorded with the pressure sensors to be investigated. The protective 

coating against thermal shock of the sensor membrane is varied depending on the test. The 

piezoelectric sensors generate a charge signal proportional to the pressure, which is converted into an 

electrical voltage by a charge amplifier. This voltage is recorded with an oscilloscope or transient 

recorder. The explosion pressure depends on the pressure and temperature of the fuel-air mixture 

before ignition (Steen, 2000). For this reason, these two parameters are also measured and kept 

constant. Afterwards the explosion pressures are converted to reference conditions according to 

DIN EN 15967 (DIN, 2011). The reference values used are pmix = 1 bar for the pressure and 

Tmix = 298.15 K for the temperature of the fuel-air mixture. The sampling rate used for signal 

recording is 500 kS/s. Signal filters are not applied. All tests are performed with a fuel air mixture of 

31 vol.-% H2 in air. The schematic experimental setup is shown in Figure 1. 

 

Fig. 1. Experimental setup for the explosion measurement of the explosion pressure 
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3. Thermal shock: The effect of a dynamic temperature gradient on pressure sensors 

For piezoelectric pressure sensors, a distinction between static and dynamic temperature loads is 

advisable. For static temperature loads the focus is on the operating temperature range, the thermal 

zero shift and the thermal sensitivity drift (Tichý, 1980). These influences become relevant when the 

sensor undergoes a permanent change in temperature. Dynamic temperature loads due to transient 

changes in temperature, especially in the sensor membrane, is often called thermal shock. More 

precisely, this describes a generalized term for the reaction of the sensor to a sudden and rapid positive 

or negative thermal gradient. This reaction then superimposes the wanted reaction of the sensor 

caused by a pressure change, in our case the pressure of the explosion. The influence on the pressure 

signal depends on the sensor design and especially on the structure of the sensor membrane. Figure 2 

shows the results of the explosion pressure measurement for a selection of commonly used 

piezoelectric pressure sensors. This work focuses on the Kistler 6031 and Kistler 601CAA sensors, 

as these are used very frequently by Ex testing laboratories. The other ones are only shown for 

overview to demonstrate the variety of the possible sensors to be used and to show the differences in 

thermal shock behavior. For each sensor type, both the case without a protective coating (w/o TP) 

and a 1 mm RTV (Room-Temperature-Vulcanizing) silicone layer on the membrane for protection 

against thermal shock (w/ TP) are considered. 

 

Fig. 2. Maximum pressures of different pressure sensor types with and without thermal protection, 

normalized to the maximum value of all measurements.  

The results for each sensor type are mean values of at least two sensors and not less than five 

explosions each. The pressures are normalized to the maximum measured mean pressure of 7.39 bar 

by sensor type 601CAA. It can be seen that the measured values using 1 mm RTV silicone for 

protection against temperature influences are higher compared to the values without protective 

measures. Furthermore, in five out of six cases the scatter range of the values is higher without using 

RTV silicone. The maximum deviation results for sensor S6 and is 13 % within the sensor 

comparison. The minimum deviation results for sensor type 601CAA. Here the values with and 

without RTV silicone are comparable within the scatter range. Considered as a whole, the sensors 

without RTV silicone are within a range of 16 %. The sensors with protective layer are within a range 

of 6 %. Besides the analysis of the maximum values with the assigned scatter ranges (see Figure 2), 
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it is very useful to have a look to the associated pressure curves of the respective sensors. In the field 

of flameproof enclosures, the decisive criteria are the maximum explosion pressure and the pressure 

rise time. Nevertheless, these two parameters provide little information about the sensor's behavior 

with respect to thermal shock. Figure 3 shows the pressure curves of the six sensor types to be 

investigated for a time range of 500 ms. The mean curve is also formed by at least two sensors per 

type and at minimum five measurements each. 

 

Fig. 3. Pressure curves of different pressure sensor types without thermal protection, normalized to 

the maximum value of all measurements. 

It can be observed that the curve progression for the different pressure sensors after reaching the 

maximum are obviously different. When the respective pressure maximum is reached, the flame front 

hits the sensor membrane. Depending on the design of the sensor, the pressure curve is influenced 

differently by the temperature input. While the sensor S4 and 601CAA show a rather moderate drop, 

the sensors 6031, S3, S5 and S6 react with a significantly steeper drop of the curve. With the curve 

falling below the zero line, the superimposed influence of the thermal shock is obvious, since it can 

no longer be a physical pressure. The strong undershoot in the range between the maxima at about 

55 ms and the time up to about 80 ms for the sensor S3 and S6 and up to about 130 ms for the sensor 

S5 shows the reaction of the membrane which deforms against the axial direction due to thermal 

stress. Thereafter, the thermal expansion on the membrane decreases, which is reflected in an increase 

in the curve. Finally, the curves drop again, but this is caused by the temperature influence on the 

piezoelectric elements in the sensor body. The sensors 601CAA and S4 do not show this temperature 

behavior of the membrane which is because of the different design approach. As a rule of thumb, it 

can be said that the more the curve shows an undershooting behavior, the more intensely is the effect 

of a dynamic temperature gradient on the pressure sensor. 

Figure 4 shows the region of the maximum explosion pressure in more detail. Depending on the 

intensity of the undershoot, the sensors have a correspondingly reduced maximum value. Between 

the sensor 601CAA, which is least sensitive to thermal shock, and the most sensitive sensor S3 the 

pressure difference of the maximum values is around 16 %. 
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Fig. 4. Maximum pressure values of different pressure sensor types without thermal protection 

The thermal sensitivity of the same sensors changes significantly, when a protective layer of 1 mm 

RTV silicone is applied on the sensor membranes. The resulting pressure curves are shown in 

Figure 5. The differences in the curve progressions compared to the results of the unprotected sensor 

membranes (see Figure 3), especially in the time range after the pressure maximum, is evident. There 

is no undershooting, the slope of the curve is more moderate and sensor S6 is the first to drop below 

the zero line after approx. 420 ms. The pressure curves are much more synchronous and show a 

similar behavior. 

 

Fig. 5. Pressure curves of different pressure sensors types with thermal protection 

(1 mm RTV silicone)  
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A detailed view of the maximum pressure values is given in Figure 6. A good overlap of the curves 

can be seen. The maximum pressure values are in a comparable range. 

 

Fig. 6. Maximum pressure values of different pressure sensor types with thermal protection 

(1 mm RTV silicone) 

The piezoelectric sensor types examined in this section all respond to thermal shock. However, the 

extent of the reaction varies significantly. While some of the sensors tend to undershoot strongly with 

a simultaneous reduction of the maximum value (S3, S5, S6), other sensors are less affected 

(601CAA). But for all sensors the effect can be clearly seen in the decay behavior of the pressure 

curves. The use of a protective coating on the sensor membrane causes a time shift of the thermal 

shock for all sensor types. This leads to an equalization of the maximum values and the pressure 

curves in the period under consideration.   
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4. Temperature protection measures in comparison 

The results from section 3 demonstrate that the use of a protective coating on the sensor membrane 

can reduce the influence of temperature on the explosion pressure measurement. The question arises 

which type of protective coating is most suitable. The further analysis of the interlaboratory 

comparison together with the feedback from Ex testing laboratories has shown that a large number of 

different coatings are used in practice. Figure 7 illustrates the results of the mean maximum explosion 

pressures for a fuel-air mixture of 31 vol.-% H2 with a pressure sensor of type 601CAA, membranes 

protected against thermal shock with different common protective coatings: Aluminium foil, vinyl 

tape (white/black), kapton foil, silicone grease and two types of RTV silicone in different layer 

thicknesses.  

 

Fig. 7. Comparison of different protective coatings on the membrane of pressure sensor type 

601CAA 

The results from Figure 7 show that the maximum explosion pressures are within a range of 4 %. 

Considering the variation of the individual results, the values are well comparable. It can be observed 

that none of the methods used has a significant negative effect on the determination of the maximum 

explosion pressures. Only with the adhesive protective measures (vinyl tapes, aluminum and kapton 

foils) the variation increases slightly. The smallest variation is obtained by using a 1 mm RTV silicone 

layer applied to the sensor membrane. An analysis of the pressure curves for the various protective 

measures results in more significant differences (see Figure 8). Note that an unprotected sensor 

membrane causes the steepest drop in the curve which becomes negative about 50 ms after reaching 

the maximum value. The pressure curves measured with silicone grease and 1 mm RTV silicone do 

not drop into physically impossible negative pressure values. In between are the pressure curves of 

the adhesive protective measures, which also drop into the negative range.  

It can be concluded from the measurement results that silicone grease and RTV silicone provide the 

most effective protection against the effects of thermal shock. Compared to the RTV silicone, 

however, the silicone grease has some decisive disadvantages in practicability and stability. It has 

been shown during the experiments that it is almost impossible to apply silicone grease in a defined 

quantity uniformly and reproducibly to the sensor membrane. Depending on the installation position 

of the pressure sensors, the protective layer changes more or less quickly or disappears completely. 
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Stability is also a problem during longer series of measurements with frequent explosions. It has been 

shown that the pressure wave changes the applied structure of the protective layer. Constant 

conditions during a series of measurements are therefore difficult to realize with silicon grease. 

 

Fig. 8. Pressure curves for different protective coatings on the membrane of pressure sensor type 

601CAA 

 

Fig. 9. Pressure curves for different RTV silicone coatings on the membrane of pressure sensor type 

601CAA 
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When focusing on RTV silicone as the most suitable method to protect the sensor against thermal 

shock, further differentiations needs to be made. Figure 9 shows the pressure curves of the preparation 

of the sensor membrane with different silicone layer thicknesses (0.5 mm, 1.0 mm and 2.0 mm) 

compared to an unprepared sensor. Furthermore, a configuration is shown where the silicone layer is 

not only covering the actual sensor membrane, but also the adapter in which the sensor is installed. 

The latter describes a commonly used case, since the sensor membrane can be simply prepared with 

this method. The results show again the fast drop of the curve into the negative range for the 

unprotected sensor membrane (w/o TP). The curves for the three different layer thicknesses of RTV 

silicone, as well as the maximum values and variations (see Figure 7), are close together and thus 

show a comparable characteristic. Noticeable, however, is the significantly smooth drop of the curve 

for the configuration with the 1 mm RTV silicone on membrane and adapter. The assumption that the 

sensor is simply better protected against thermal shock is not correct. It is rather based on an increase 

in sensitivity, which is explained in more detail in section 6 of this paper.  

Figure 10 shows the application of a 1 mm RTV silicone layer on the sensor membrane in practice. 

 

Fig. 10. Illustration of a protective layer on the sensor membrane using 1 mm RTV silicone: 

(a): Sensor without adapter, (b): Sensor with adapter 

5. Temperature loads on sensor membranes 

This chapter deals with influences of temperature on the relationship between the measured value and 

the output signal of piezoelectric sensors when measuring explosion pressures. In order to understand 

the thermal shock and the response of the sensors to it, it is essential to investigate the conditions that 

are present when measuring explosion pressures. Lewis and von Elbe (1987) describe the explosion 

sequence for an ozone-oxygen mixture (40.06 vol.-% O3) in a comparable spherical enclosure under 

simplified assumptions such as adiabatic conditions, a homogeneous fuel-air mixture with constant 

viscosity and specific heat, and uniform pressure distribution throughout the system. Although the 

explosive mixture differs from the fuel-air mixture used in our investigations, the basic explosion 

process with the corresponding temperature characteristics in closed systems are comparable. Here it 

is indicated that the temperature in front of the wall is still about 70 % of the explosion temperature 

at the beginning. Transferred to our experiment (adiabatic combustion temperature for H2 with 

Tad = 2500 °C) the temperature in front of the wall would be about 1750 °C. This raises the question 

of what temperature input the sensor or the sensor membrane is exposed to in practice. For this 

purpose, a first physical estimation is carried out in the following. 

The physical laws also apply for our given setup, imposing limits for the membrane and wall 

temperatures. In particular, the laws of energy conservation, heat transfer and heat capacity must be 

obeyed. This estimation applies different models with simplified geometries and assumptions to 

derive upper limits of the maximum membrane temperature. These calculations provide robust 

estimates. Membrane temperatures outside these limits are physically impossible and to be rejected. 

Exact calculations require detailed knowledge about the actual membrane construction as well as 
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numerical calculations based on the finite element method (FEM). These FEM-calculations are 

presented later in this section. Both independent types of calculations –physical limits and numerical 

calculations – must coincide to be plausible. 

Energy release during explosion: In the experiment, the heating of the membrane is triggered by the 

sudden combustion of 10 l stoichiometric hydrogen/air mixture at room temperature and ambient 

pressure. With a pressure p0 = 1013 mbar, ambient temperature T0 = 293 K, volume V = 10 l, and the 

ideal gas law  

�� � ��� (1) 

(universal gas constant R = 8.314 J/mol/K) we obtain the amount of gas being n = 0.416 mol. 

Obeying stoichiometric conditions and the oxygen content of air, the amount of hydrogen in the 

volume amounts to n(H2) = 0.123 mol. The standard enthalpy H for the formation of 1 mol of water 

from hydrogen and oxygen is H = -241.8 kJ/mol (exotherm). Hence, 100 % combustion of the 

existing 0.123 mol of hydrogen produce Q = 29.7 kJ of heat energy. This value of Q = 29.7 kJ is the 

upper limit of the energy released during the explosion. This energy Q < 29.7 kJ is released within 

some milliseconds and eventually absorbed by the walls within some tens of a second (see Figure 5). 

In the following, we discuss the resulting upper limits of the maximum wall and membrane 

temperature. The two cases are also illustrated in Figure 11. 

 

Fig. 11. Illustration of two extreme cases. Case (a): infinite heating of the inside with P = 300 kW, 

case (b): wall consists of thin membrane only, whole explosion energy Q is absorbed by membrane 

Case (a) Maximum temperature of the wall – upper limit: The wall of the chamber is simultaneously 

heated by the contact with the hot gas inside the chamber and cooled by the remaining wall which 

has ambient temperature (20 °C). Since the heat conductivity of steel is orders of magnitude higher 

than the one of gas, the inside wall temperature must be dominated by the ambient temperature, not 

the inside gas temperature. In order to derive an upper limit of the inside wall temperature, an 

unrealistic worst-case-scenario is discussed: It is assumed that the inside of the wall is constantly 

heated with a power P = 300 kW (see Figure 10, case a). This power P is derived from the simplified 

assumption that the explosion energy Q = 29.7 kJ is released within 0.1 s (thus P = 300 kW heating 

power). The time is a worst-case-assumption based on Fig. 5. The true heating power is always lower 

than this value and is active for some tens of a second only, hence the true maximum value of the 

wall temperature must be well below this worst-case scenario.  

The maximum possible value of the temperature difference ∆T across the chamber wall is derived 

from the heat transfer equation  

� �
�	∆�

�
 (2) 

and the given inner surface A = 0.224 m², wall thickness d = 16.5 mm, thermal conductivity of steel 

k = 50 W/m²/K, and heating power P < 300 kW, resulting in a value of ∆T < 440 K. In other words: 

Even an infinite heating of the inside wall will not increase the inside wall temperature beyond 

460 °C, due to the high thermal conductivity of steel. In reality, the maximum inside wall temperature 

must be much lower than 460 °C, because thermal equilibrium will not be reached, the heating power 

P = 
300 kW 

Q =  

29.7 kJ 

(a) 

T = 20 °C 

(b) 
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is always lower than assumed in this worst-case-scenario, and the total explosion energy Q is by far 

not sufficient to heat up such a huge amount of steel (see case (b) below). 

Case (b) Maximum temperature of the membrane – upper limit: In this extreme case it is assumed 

that the whole explosion energy Q is absorbed by the membrane only. Of course, the membrane has 

direct thermal contacts to the piezo crystals, side walls and other mechanical components made of 

metals with good thermal conductivity, so this simplified model will lead to a vast overestimation of 

the maximum membrane temperature. However, in terms of an upper limit, this calculation is helpful 

to limit the interval of reasonable maximum membrane temperatures.  

It is assumed that the wall consists of membrane only, i.e. of thin steel with a thickness of d = 0.08 mm 

(membrane thickness), having no thermal contact to the outer world, i.e. all energy is absorbed by the 

membrane (see Figure 11, case b). The total mass m of the membrane wall is then  

� � �	� (3) 

with � = 7.9 g/cm³.  

Considering the specific heat capacity of steel c = 500 J/kg/K and the specific heat formula 

 � ��∆� (4) 

the explosion energy Q = 29.7 kJ leads to a temperature increase of ∆� � 420 K. In other words: 

Even if the whole explosion energy is absorbed by the pressure sensor membrane only, its temperature 

increase is below 420 K. Higher membrane temperatures are physically impossible.  

In a nutshell, these extreme cases prove that the maximum membrane temperatures must be very 

much lower than 450°C; higher values are physically impossible. 

These general physical considerations are backed up by, measurements carried out with a heat flux 

sensor in the design of a pressure sensor of type 601CAA. The results are shown in Figure 12 below, 

together with corresponding pressure curves with and without thermal protection. 

 

Fig. 12. Pressure- and temperature curves with and without protective coatings on the membrane of 

pressure sensor type 601CAA 
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At time 0 ms the ignition impulse can be seen in the curve of the heat flux sensor signal. Subsequently, 

a slight adiabatic temperature rise begins due to gas compression. The abrupt temperature rise after 

about 9 ms characterizes the impact of the flame front on the wall and hence on the sensor membrane. 

The maxima of the pressure sensors are in the same time range. This is followed by a continuous 

heating of the sensor and the environment, slightly offset due to the thermal inertia of the materials. 

During this temperature rise, the thermal shock acts on the membrane of the unprotected sensor, 

which leads to a stronger drop of the pressure curve compared to the prepared sensor. After reaching 

the temperature maximum of approximately 48 °C after 15 ms, cooling begins after a short phase of 

equilibrium between thermal in- and outflow.  

This temperature curve measured by the heat flux sensor forms the basis for determining the 

temperatures of the sensor membrane using FEM calculations. For this purpose, the heat flow is 

calculated from the temperature curve and used on models of the sensor membrane.  

Fast surface thermocouples are the essential measuring instruments to determine the heat flux during 

fast, high energy events. Although they have the disadvantage of measuring the quantity, surface 

temperature and therefore not directly measuring the heat flux density. The relationship between these 

two quantities is described by physics and must be determined numerically in a subsequent step. The 

measurements are performed without an active filter, using a voltage amplifier with a very high 

sampling rate. This fact is visible in Figure 12, where the surface temperature is shown unfiltered. 

Physically the surface temperature and the surface heat flux density are a continuous quantity of time. 

However, the surface temperature is measured as a discrete time signal. Therefore, the measured 

signal is transformed into a filtered signal, converted into the surface heat flux density in the 

frequency domain and then retransformed back into a discrete time data set. This data set is used as a 

thermal boundary condition for numerical analyses. Figure 13 shows the heat flow both for an 

unprepared membrane (w/o TP) and using a 1 mm RTV silicone layer as thermal protection (w/ TP). 

Simultaneously, the pressure curves are shown as used in Figure 12.  

 

Fig. 13. Pressure curves and heat flux graphs for sensor 601CAA with and without RTV silicone 

The curves demonstrate that for both considered cases no influence of the thermal load is visible in 

the area of the pressure increase. The comparison ends when the flame front hits the sensor membrane. 

In the case without protective coating, the heat flux increases rapidly while the pressure amplitude 
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decreases slightly. The drop of the pressure curve occurs within a short time and ends in the negative 

pressure range. Only after the heat flux has fallen the further decrease of the pressure measurement 

value ends. In contrast, no significant heat flux can be measured when using 1 mm RTV silicone as 

thermal protection. 

Transferring the heat flux to the sensor model provides temperature profiles for the different times. 

Figure 14 shows the temperature profile of a sensor membrane for three time steps. For this type of 

sensor there is a maximum heating of about 80 °C at the membrane. 

 

Fig.14. Temperature profiles of a sensor membrane for three different time steps  

In the upper right corner, the first moment is displayed when the flame front hits the sensor membrane 

and the heat flow has its maximum. The heat profile shows only a slight warming in a very thin area 

on the outer membrane. A mechanical deformation is barely noticeable. In the second time step 

(bottom left) the outside of the membrane has a temperature of about 50 °C. This is the range of the 

thermal shock and the associated rapid drop in the pressure curve of the unprotected sensors. A 

mechanical deformation can be observed. The last time step (bottom right) shows the temperature 

profile during the maximum thermal shock. The membrane has a maximum temperature of about 

80 °C on the outside. In addition, a heating of the deeper membrane layers occurs. The mechanical 

deformation of the membrane in negative axial direction is clearly visible. The deformation 

counteracts the pressure deformation and leads to a maximum drop of the pressure curve (as shown 

in Figure 3 as an example for the pressure curve of sensor S3). 
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6. Influence of the protective measures against thermal shock on the sensor sensitivity  

The results of the previous investigations show that a protective layer of 1 mm RTV silicone is 

suitable to minimize the effect of a dynamic temperature gradient on the pressure sensor. To quantify 

the effect of the RTV silicone on the measured pressure amplitude a sensitivity study on five sensors 

of type 601CAA is conducted. Two different sensor calibration methods are used. The first is the 

industry wide standard calibration method with oil as calibration medium. With this method, the 

sensitivity of the sensor can only be determined without a silicone layer, as the silicone would swell 

otherwise. Therefore, the determination of the sensor sensitivity with coated membranes are carried 

out with a comparable test setup using air as pressurized medium. The results of the sensitivity study 

are shown in Figure 15. 

 

Fig. 15. Normalized sensitivity of pressure sensors for different protective coatings and with 

different calibration methods (with oil and air) 

The left diagram in Figure 15 shows the sensor sensitivity, usually expressed as pC/bar, of five 

pressure sensors without any preparations calibrated with oil. For each sensor 15 measurements are 

performed. It can be seen that the sensitivity spread for each sensor is negligible. The scattering 

among the five sensors are common and taken into account with the assignment of the sensitivities in 

the calibration protocol and the corresponding consideration in the adjustment of the amplifier. The 

middle diagram shows the sensitivities for the same pressure sensors where the membranes are coated 

with a 2 mm RTV silicon layer and the sensors are calibrated with air. It can be observed that the 

absolute sensitivities are comparable. The scattering is marginally larger, pronounced for sensor 5. 

The diagram on the right shows the same five pressure sensors coated with a 2mm RTV silicone layer 

covers both the sensor membrane and the front of the adapter. The calibration is performed with air. 

It is evident, that the sensor sensitivity is increased for all sensors. Furthermore, the scattering within 

the series of measurements of the individual sensors is clearly more pronounced. A possible reason 

for this behavior is an undefined artificial enlargement of the membrane which leads to unwanted 

mechanical coupling with the adapter. 
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7. Conclusions 

When measuring explosion pressures with piezoelectric pressure sensors, the sudden thermal stress 

onto the sensor - in particular the membrane - can result in mechanical stress onto the piezo crystals, 

thus altering the reading from the sensor. All pressure sensors respond to this thermal shock, but in 

different ways depending on the housing and membrane design. The thermal deformation of the 

membrane and housing interferes with the pressure measurement by the sensor. In effect, incorrect 

pressure curves and reduced maximum pressures can be measured. The application of protective 

thermal coating on the sensor membrane can reduce this unwanted behavior or rather delay it, so that 

it becomes irrelevant for the measurement. During the explosion, the heat flux was measured with a 

dedicated sensor. Transferring the heat flux to a model of a sensor membrane allows to calculate 

temperature profiles and the simulation of the thermal expansion of the membrane. The use of RTV 

silicone as protection against the effects of thermal shock does not lead to a significant change in 

sensitivity when applied to the membrane. However, inclusion of the adapter changes the sensitivity 

and increases the variation of the sensor. 

Based on the results of this work, the following recommendation can be made in summary: When 

using piezoelectric pressure sensors to measure explosion pressures, a 1 mm RTV silicone layer 

should be applied to the membrane of the sensor - but only to the membrane, not the whole adapter. 

This protection method has shown very good properties in terms of protection against the effect of a 

dynamic temperature gradient, stability and practicability. 
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Abstract

Dust explosion hazard identification, quantification and design of prevention means often rely on ex-
perimental assessment of explosion and ignition parameters. Among the parameters maximum rate
of pressure rise (KSt value) plays a very important role as it gives an assessment of the explosion
dynamics. Modified 1m3 apparatus was used to assess the rate of dust explosion pressure rise. Ap-
propriate vessel modifications allowed to improve homogeneity of the dust/air mixture and control
the turbulence intensity prior to ignition while the vessel’s design still fulfills the requirements of the
ISO (ISO 6184/1, 1985) and European Standard (EN 14034-2:2006+A1, 2011).
In the paper the correlation between ignition delay time, state of dust/air mixture (turbulence in-
tensity) and (dp/dt)max were used to adjust the parameters of apparatus operation. The adjustment
should allow to obtained an appropriate assessment of the explosion dynamics. The results suggest
that the factor that should be kept constant in the tests is rather turbulence intensity, expressed by u′rms

instead the ignition delay time.

Keywords: dust explosion, 1m3 explosion vessel, hazard identification

1 Introduction

Maximum explosion pressure and maximum rate of pressure rise are the most important explosion
severity parameters used in the process safety is assessment of dust explosion hazard in industry.
Therefore a correct assessment of the parameters are essential for adequate design of protective meth-
ods to assure proper control of the dust explosion Eckhoff (2003)). Here the word parameter indicates
that its assessed value depends not only on properties of the dust tested but also on the method uti-
lized for the assessment. Standards either in Europe (EN 14034-1, 2011 & EN 14034-2, 2011) or in
the America (ASTM E1226-12a, 2019) or international (ISO 6184/1, 1985) define the test method-
ology. The recommended size of the test vessel is 1 m3 but other experimental vessels are allowed.
In practice smaller vessels are used most often. A smaller volume test chamber requires less sample
mass per test, it is simpler in operation and therefore allows higher number of test performed. The
most widely used is the 20-l sphere manufactured by Kühner AG (lately by TÜV SÜD). However the
explosion severity parameters, especially the KSt , not always agree with each other when measured
in these two vessels (Proust et al., 2007). Among factors that contribute to the difference is different
turbulence intensity created inside the test vessel after dispersion of a test sample and different rate
of the turbulence decay. The turbulence intensity measured in 20-l explosion sphere by Dahoe (2000)
and Pu and Jarosinski (1991) overlap very well. The ignition starts at 60 ms after the injection. At that
time the turbulence intensity quantified by root-mean-square of velocity fluctuation is approximately
3 m/s. In 200 ms, this is a time when an explosion usually is completed, the turbulence intensity
decays to approximately 0.5 m/s with Rebound Nozzle used for dispersion. In 1 m3 test vessel the
mixture is ignited at 600 ms. The turbulence intensity measured by van der Wel (1993) at that time
is 0.5 m/s. Measurements reported by Proust et al. (2007) in his 1 m3 vessel show fast turbulence
decay after injection, however at the time of typical explosion duration, between 600 and 1000 ms,
the turbulence intensity levels off at the value of 2 m/s. Hauert et al. (1994) measured both horizontal
and vertical components and obtained the values of 1.2 and 5.36 m/s, respectively, after 600 ms. The
difference between the measured turbulence intensities in 1 m3 vessel might be due to differences in
engineering factors like shape of the test vessel, dispersion system or dispersion nozzle used.
13th International Symposium on Hazards, Prevention and Mitigation of Industrial Explosions

Braunschweig, GERMANY - July 27-31, 2020

ISHPMIE2020
Braunschweig, Germany

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

529



The paper presents results of turbulence intensity measurement performed in 1 m3 vessel built and
used at Experimental Mine Barbara of Central Mining Institute, Poland. The vessel fulfills the re-
quirements imposed by the European Standards EN 14034. Instantaneous velocity in the vessel gen-
erated by an air injection from the dust dispersion system was measured with use of Bi-Directional
Velocity Probe BDVP developed by McCaffrey & Heskestad (1976). From the measurements the
root-mean-square of velocity fluctuation u

′

rms was calculated. Then some tests of dusts were carried
out at different turbulence intensity.
The tests presented in the paper are continuation of the work described by Dyduch etal (2016). In
comparison to previous work the dust dispersion system has been modified. As the fast acting valve
a simple ball valve was used driven pneumatically. Bi-Directional Velocity Probe also was modified.
Instead of differential pressure transducer that separates two parts of the measuring head a transducer
of different type was located right under the measuring head. Also the size of the head was halfed.
The length was 2 cm and the diameter of 1 cm.

2 Experiments

In previous work (Dyduch et al., 2016), isotropy and homogeneity of turbulence generated by air
release from dust dispersion units were confirmed in 1m3 explosion vessel. After modification of fast
acting valve to quantify turbulence intensity, velocity fluctuation at center of explosion vessel were
measured by bi-directional velocity probe. Explosion pressure (pmax) and rate of explosion pres-
sure rise (dp/dt) at different turbulence intensity levels were measured for corn starch, Lycopodium
Clavatum dust and Niacin.

2.1 1m3 explosion vessel

Measurements were performed in explosion vessel designed according to (EN 14034-2:2006+A1,
2011). During all tests two dispersion systems with rebound nozzle dispersers were used. Dust cloud
was ignited by two 5 kJ Sobbe pyrotechnic ignitors source located in the center of vessel and pres-
sure changes were measured by piezoresistive pressure transducers. To maintain constant conditions
during measurements, temperature of explosion vessel was controlled by cooling system.

2.2 Dust dispersion system

Dispersion unit consists of dust container closed by ball valve and connected to the side of the explo-
sion vessel by one inch connecting tube. Volume and aspect ratio of dust container follows descrip-
tion from (EN 14034-2:2006+A1, 2011). Opening/closing of ball valve is realized by electrically
activated pneumatic actuator. Operation of dispersion unit allows to fully discharge dust container
(initially pressurized to 20 barg) in time range specified by EU Standard. Pressure in the dust con-
tainer was measured during discharge and compared with reference curves (EN 14034-2:2006+A1,
2011). Actuation of ball valve used in this work takes about 0.1 s and the dispersion lasts 0.35 s.
As shown in Fig. 1 the time required to start opening of the ball valve is much longer than for the
valves required by EU Standard. However the balance between pressure in explosion vessel and in
dust container is reached 0.45 s after beginning of valve actuation, practically at the same moment as
for all other compared dispersion system. For the tests the initial 0.1 s delay in unimportant. The time
t = 0 may be set at any point in the interval.

2.3 Measurements of turbulence intensity

Dynamic pressure fluctuations at the center of explosion vessel was measured with bi-directional
probe. Its construction is based on McCaffrey Heskestad (1976). Keeping the length-to-diameter
ratio of original design, probe with 20 mm length and 10 mm diameter was constructed. Differential
pressure transducer mounted directly under the probe head was used to measure the pressure changes.
Bi-directional probe operates under the same principles as pitot–static probes so relations dynamic
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Fig. 1: Pressure changes in dust container during discharge

pressure fluctuations were used to determine flow velocity.
Majority of reported turbulence measurements in 1m3 vessel refers to dust–less airflow, and only
limited information are available on the influence of dust particles on turbulence intensity. The same
approach was used to measure u′rms in flow generated by releasing pure air from two dispersion units.

3 Results and discussion

3.1 Root mean square value of fluctuation part of velocity

Reynolds decomposition was used to obtain mean velocity and velocity fluctuations. Measured ve-
locity was split by applying high–pass frequency filter. Fluctuating velocity was divided into 10 ms
intervals in which negligible turbulence dissipation was assumed. For each interval root mean square
value was calculated. Each point in Fig. 2 represents mean value of u′rms obtained from series of
five measurements. For comparison the same type of results obtained in previous work (Dyduch etal
(2016)) are included. Those results were obtained when different type of fast acting valve, so called
red valve was used in the dispersion system.
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Fig. 2: Root mean square of velocity fluctuation

In the current tests u′rms reaches maximum value of 40 m/s in time between 0.24 and 0.3 s. After that
time turbulence decays, firstly relatively slowly then, starting from about 0.6 s much faster. At about
0.9 s u′rms decreases to 0.2 m/s which is the level of noise.
Changes of u′rms when red valve was used are different. Maximum value, reached at 0.12 s is less than
20 m/s. Then the turbulence decays slowly. The two sets of data indicate that turbulence, quantified
by u′rms, is similar after 0.8 s.
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3.2 Explosion indices of selected dusts

To determine the influence of turbulence intensity on the maximum rate of pressure rise series of test
with corn starch and Niacin were carried out. In the tests ignition delay time tv was varied.
In Fig. 3 results for dry corn starch (moisture content 5%) are presented. Tests were carried out for
three values of tv between 0.6 s and 0.8 s. In that time interval root-mean-square velocity decreases
from 7 m/s to 0.6 m/s. Additionally, one test for tv = 0.5 s was added.
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Fig. 3: Influence of ignition delay time on
(

dp
dt

)

for corn starch
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Fig. 4: Influence of ignition delay time on
(

dp
dt

)

masured using red valve as a dispersion system for

corn starch

The results show strong dependence of
(

dp
dt

)

on turbulence. An increase of the ignition delay time

causes significant decrease of that parameter.

In Fig. 4 measurements of
(

dp
dt

)

for corn starch using red valve as a dispersion system are presented.

Ignition delay times of 550, 600 and 700 ms results in u′rms values of 1.14, 1.01 and 0.81 m/s re-
spectively. Comparison of Fig. 3 and Fig. 4 leads to conclusion that measurements with different

dispersion systems resulted in similar values of
(

dp
dt

)

at the same u′rms level.

Similar effect may be observed in Fig. 5 for Niacin. Here a few points corresponding to different
ignition delay times are plotted together with results obtained with dispersion system equipped with

red valve and ignition delay time set to 0.6 s. Measured values of
(

dp
dt

)

with different dispersion

systems are similar when tests were performed at similar turbulent intensity, however reference value
of 251 bars−1 were obtained when u′rms was 6 ms−1.
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Fig. 6: Influence of ignition delay time on
(

dp
dt

)

for Lycopodium

In Fig. 6 maximum rate of explosion pressure rise was assessed for Lycopodium. Tests performed at
lowest turbulence intensity were in good agreement with referenced values measured in 1m3 explosion
vessel in Bartknecht (1986) and in 20-l sphere (ASTM E1226-12a (2019)).

Table 1 summarize pmax and
(

dp
dt

)

max
measurements for Corn Starch, Lycopodium Clavatum dust

and Niacin. Corresponding values of u′rms are also included.

Comparison between reference and measured values of
(

dp
dt

)

max
suggests that tuning of 1m3 is pos-

sible by changing ignition delay time. Different initial conditions provide agreement with reference

data. Similar results were obtained by Addo et al. (2019). They used
(

dp
dt

)

max
measurements to

calibrate 1m3 vessel. Ignition at 0.55 s for niacin and 0.6 s for lycopodium showed good correspon-

dence to the reference values. As an explanation of the discrepancy in
(

dp
dt

)

max
they proposed the

differences in dust densities.

4 Conclusions

Presented results indicate that the state of the dust/air mixture in the standard 1 m3 vessel at the mo-
ment when the explosion is initiated plays a crucial role in the assessment of the standard explosion
parameter (dp/dt)max. Turbulence generation and its subsequent decay depend on an apparatus de-
sign, specifically on a design of the dispersion system. Ignition delay time seems to be unimportant
as long as turbulence intensity is consistent. Therefore, rather than fixing ignition delay time in the
definition included in the standards reference turbulence conditions should be specified. The results
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Table 1: Explosion indices for different ignition delay times

Sample u′rms, ms−1 Conc. g/m3 pmax, barg
(

dp
dt

)

max
, bar s−1

corn starch 6 750 10.28 222
corn starch 2 750 10.15 201
corn starch < 1 750 9.92 153

corn starch (red

valve)
1.14 1000 8.48 178

corn starch (red

valve)
1.01 500 4.49 163

corn starch (red

valve)
0.81 750 8.96 122

lycopodium 6 500 8.44 232
lycopodium 2 500 8.75 189
lycopodium < 1 500 8.52 141

niacin 6 750 8.95 251
niacin 2 750 9.09 167
niacin < 1 750 9.40 125

suggest that the most important parameter to be defined is root-mean-square velocity. The role of the
other parameter that is usually used to describe turbulence, turbulent length scale lt , seems to be less
important. That role was not considered in this paper but its influence on the value of (dp/dt)max

should also be examined. According Proust (2017) in small volumes, up to about 1 m3, lt does not
very significantly.
In the tests described in the paper it was not possible to obtain (dp/dt)max values coherent with well
established values for Lycopodium and Niacin when ignition delay time, e.g. turbulence intensity,
was kept constant. Ignition delay time set to 0.6 s for Niacin and slightly over 0.7 s for Lycopodium
led to correct results.
The conclusion are based on limited sets of experimental results. Their validity should be confirm by
gathering larger set of the data.
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Abstract 

The research activities in AIRRE project (Assessing the Influence of Real Releases on Explosions) 

include a unique series of large-scale explosion experiments with ignited high-momentum jet releases 

of natural gas directed into congested geometries. The primary objective for the AIRRE project is to 

gain improved understanding of the effect realistic releases and turbulent flow conditions have on the 

course and consequences of accidental gas explosions in the petroleum industry, and thereby develop 

and commercialize technology and methodology that can facilitate safe and optimal design of process 

facilities.  

A few tests were performed in open air without any congestion. The mean velocity and turbulence 

flow fields are presented herein. Flameproof turbulence sensors were purposely designed for the 

project and calibrated at small scale. These are Pitot probes connected to fast differential pressure 

sensors. This paper describes the turbulence measurement technique used and highlights the specific 

issues related to the data post-processing in order to calculate the turbulence intensity and the 

turbulent length scale. Test results are analysed, and comparisons are made with free jet experiments 

at small scale, and related jet theories.  

Keywords : realistic releases, large-scale experiments, gas explosions, turbulence 

1. Introduction 

Accidental releases of pressurized combustible gas in congested industrial environments generate 

flammable fuel air clouds with high levels of turbulence. The current practice for estimating the 

consequences of accidental explosions, for instance as part of quantitative risk assessments, entails 

the use of the so-called equivalent gas cloud method (Hansen et al., 2013). However, the available 

concepts for defining equivalent gas clouds do not account for the combined effect of pre-ignition 

turbulence and explosion-generated turbulence on explosion pressures and critical separation 

distances. Furthermore, there are very limited data available in the public domain for validating 

consequence models that describe such scenarios. This may result in either severe over-prediction or 

severe under-prediction of the consequences of explosions. 

Following a detailed review of previous experimental work on the effect of realistic releases on 

explosions (Skjold et al., 2018), primary objective for the AIRRE project (Assessing the Influence of 

Real Releases on Explosions) is to gain improved understanding of the effect realistic releases and 

turbulent flow conditions have on the course and consequences of accidental gas explosions. The 
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experimental program includes a set of tests that investigate the influence of pre-ignition turbulence 

generated by high-momentum releases on explosion effects and critical separation distances. The goal 

is to reduce the uncertainty in the estimation of consequences for accidental explosions by developing 

and validating more accurate models for the physical phenomena involved, in conjunction with 

improved methodology. 

Even if turbulence has been a field of investigation for decades with an important amount of 

experimental results obtained at lab scale, to our knowledge very few data have been obtained at the 

industrial scale. This lack was partially filled during AIRRE program. The present work focusses on 

large free releases performed in open air, equipped with a specific turbulence instrumentation. The 

specific issues related to the instrumentation and to the data post-processing in order to calculate the 

turbulence intensity, the turbulent length scale and flow field are described hereafter.  

2. Experimental conditions  

2.1 Hardware 

DNV GL Spadeadam Research and Testing conducted the large-scale experimental campaign in 

AIRRE project in the Spadeadam test site (UK).  

The releases were produced from blowing down a storage reservoir containing approximately 22 

Tons of natural gas when charged to its operating pressure of 150 barg. When depleted from 150 barg 

to 90 barg through a 100 mm orifice, the amount of natural gas expelled is approximately 10 Tons in 

100 s meaning 100 kg/s release rate. The release point was flowing horizontally 1.5 m above the 

ground over a flat area measuring approximately 70 m by 320 m. The releases were oriented along 

the 320 m axis of the test area (figure 1). 

 

Fig. 1. AIRRE Experimental area on SPADEADAM test site 

2.2 Test conditions 

The AIRRE campaign included 16 tests. Three tests with un-obstructed jet (tests n°1, 2 and 15), and 

the rest with obstacles located in the central part of the jet. The focus is on the un-obstructed jets, and 

particularly on test n°2 and 15 for which turbulent data were recorded.  

As shown on figure 2 (mass flowrate curves), the jet is allowed to settle for about 30 seconds before 

ignition (time 0). It takes about 10 seconds for the jet to reach a steady state, knowing that the pressure 

in the vessel is decreasing from about 120 bar down to about 90 bar at ignition. In the meantime, 

outside conditions (wind velocity and wind direction) may vary. 
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...  

Fig. 2. Mass flow rate and wind conditions during the free jet releases n°2 (left) and 15 (right). Red 

frames indicate the time window used to process the release data 

2.3 Probes distribution 

As shown by Kristen et al. (2020), various categories of probes were used: up to 20 pressure 

transducers, 20 ionisation probes, fluxmeters... and about 20 velocity probes. Only the latter are 

considered in this paper. The layout is shown on Figure 3. Turbulent probe signals are recorded at a 

rate of 500 kHz during the entire duration of the release, but only the most stable part of these records 

is exploited (red frames in figure 2). 
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Fig. 3. turbulent probe layout for the two free jet releases studied. Red symbol corresponds to large 

range sensors (+/-7000 Pa) and blue one to lower range sensors (+/-1250 Pa) 

Some information about the performances of the probes and about the expected behaviour of the 

kind of jet produced in AIRRE are given in the next section. 

3. Measuring the aerodynamics in the jet 

3.1 Bidirectional probes 

Experience shows that it may prove difficult to use standard laboratory techniques (LDA, PIV, hot 

wire) in real scale conditions, especially the one produced in AIRRE where even stone were lifted by 

the momentum of the jet!   

 

Following the pioneering work of Tamanini (Tamanini, 1990, 1991), the original Mc Caffrey 

technique (Mc Caffrey, 1976) was progressively adapted to the measurement of the turbulence in 

such situations. The Mc Caffrey gauge is based on the Pitot tube technique (differential pressure 

measurement). The ability to measure turbulence with this technique is dependent on the features of 

the differential pressure sensor used and the way it is mounted to the probe. The gauge (Fig.4) is a 

head connected via small tube to a differential pressure sensor. The head is a tube facing the flow 

with a wall in the middle, the pressure difference on both sides of the wall is measured and is close 

to the dynamic pressure of the flow. 

 

The relevant theory and the performances are detailed elsewhere (Proust et al., 2020). For the present 

purpose, it should be said that the bidirectional probe measures the modulus of the mean velocity and 

the fluctuations along the axis of the probe. The cutoff frequency is almost 200 Hz (reported value 

from the supplier) and the measuring range is 1 m/s to 100 m/s.  
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Fig. 4. A : Drawing of the turbulent probe designed for AIRRE with B : the transducer used. C : Umod 

is the instantaneous modulus of the velocity vector and Ustat is the average of the velocity field as 

defined in the Reynolds approximation. u’ and v’ are the velocity fluctuations along the axis of the 

probe and in the radial direction. 

 

An example of the performance of this probe is shown on figure 5. The configuration is a free round 

subsonic jet of air in the open atmosphere and the measurement is performed on the axis of the jet. 

The instantaneous velocity is extracted from the dynamic pressure, the mean velocity is the time 

average and the fluctuations are the difference between the instantaneous velocity and the mean one. 

The space correlation R(x) is approximated using the time autocorrelation curve and the Taylor 

assumption (𝑅(𝑥) = 𝑅(𝑡) ∙ 𝑈). 

Given the intensity of the velocity fluctuations this can only be a rough approximation. From this 

correlation curve the integral scale of the turbulence is derived using the theorical relation: 𝐿𝑖𝑛𝑡 = ∫ 𝑅(𝑥) ⋅ 𝑑𝑥+∞

0  

Using the same correlation curve, the “spectral energy” of the turbulence may be obtained using: 𝐸(𝜅) = 2𝜋 ⋅ 𝑢′2 ∙ ∫ 𝑅(𝑥) ⋅ 𝑐𝑜𝑠(𝜅 ⋅ 𝑥) ⋅ 𝑑𝑥∞
0  

The spectral energy E(κ) (units m3/s2) is the kinetic energy per unit mass and per unit wavenumber 

of fluctuations around the wavenumber κ (κ =  2π/λ, where λ is the wavelength/size of the eddies). 

The spectral energy describes the turbulent cascade of a flow and depends on the former parameters 

u’ and Lint (Hinze, 1975).  

Under the present experimental conditions, the theoretical and measured jet correlations and 

turbulence spectrum are shown on figure 5. The agreement seems reasonable. 
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Fig. 5. A: Velocity raw data. B: Autocorrelation curve R(x) obtained from A. C: Spectral Energy as 

the Direct Fourier Transform from R(x). The green solid curve represents the theorical expression of 𝐸(𝜅) for high Reynolds flow following Hinze 

3.2 “Crawling” jet 

Large accidental releases have little chance to be round free jets. They rather may be impinging jets, 

jets in congested zone or “crawling” jets. The latter, which corresponds to the AIRRE configuration 

investigated in this paper, may be assimilated to the “wall jet theory” which has been studied due to 

engineering applications such as inlet devices in ventilation, separation control on airfoils and film-

cooling of turbine blades (among others: Launder et al.- 1983, Hussein et al. - 1994, Abrahamsson et 

al.-1996, Sun - 2002, Khritov et al.- 2002) 

The typical “wall jet” is a turbulent round jet exiting over a flat plate and parallel to it. Investigations 

have shown that the mean velocity and turbulent stress profiles are self-similar in the far field. The 

main feature is that the spreading rate parallel to the wall is 5 to 7 time greater than the spreading rate 

normal to the wall. The mainstream velocity (along x) in the far field is poorly documented and 

frequently assimilated to that of the free jet. In the near field (up to 50/D, D being the notional release 

diameter) correlations based on experimental results were proposed by Sun and Khritov.  

The experimental program EXJET (INERIS, 2014-2016) aimed to study at a relatively large scale 

(about 1 kg/s) the physical mechanism of explosion in a flammable jet. The bidirectional probes were 

used to measure the velocity and the turbulence in the jet prior to ignition (figure 6). Different 

industrial accidental situations were simulated and in particular the free crawling jet. It was 

highlighted that the mainstream velocity obeys a self-similar profile and that the turbulence intensity 

conforms with the free jet theory along the axis. 
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Fig. 6. View of an EXJET crawling jet (release diameter: 12mm, flowrate about 1 kg/s) 

It can be convenient to assimilate a crawling jet to a half free jet (or a half cone) neglecting the friction 

at the wall. It is equivalent to calculate velocity and turbulence profiles along the jet axis using a 

flowrate twice that of the real crawling jet. This effect would increase the size of the jet. But in reality 

the presence of the wall increases sharply the lateral spreading (and mixing) as compared to a round 

free jet so that both effects more or less compensate as noticed by Khritov et al.. These authors suggest 

that the round free jet correlation might provide a reasonable approximation of the crawling jet 

properties, along the axis (at least (𝑈𝑚𝑎𝑥 𝑈𝑒𝑥𝑖𝑡⁄ = 5.8 (𝑥 𝐷⁄ − 4.25)⁄  for the velocity). 

Figure 7 gives an example of velocity measurement along x axis for a crawling jet of methane from 

an orifice of 12mm located 20cm above the ground and an upstream pressure of 40 bar. On fig. 7, the 

correlations of Sun and Abrahamsson are indicated (respectively the red and green diamonds) 

together with the self-similar correlation based on the round free jet correlation (solid orange line). 

The exit velocity (Uexit) is set at 400m/s in this case (sound speed) and the notional diameter D is 

42mm (Birch -1984 theory, with a discharge coefficient = 1).  

There is a reasonable agreement between the various wall jet correlations and the present data points 

from EXJET experimental series. 

A gap appears between the wall jet near field correlation (Sun) and the EXJET data from about 30 

x/D. Since the wall jet experiments conducted by Sun were performed with a release velocity rate of 

about 40m/s, the results are suspected to be unreliable because lying in the lower range of the 

instrument (hot wire device in that case). 

The turbulence intensity from EXJET is in reasonable agreement with the wall jet correlation for 

values of x/D between 100 and about 200. Above 200, the means jet velocity is comparable to that of 

the surrounding atmosphere and the plume may not be aligned with the jet axis anymore (the local 

axial velocity U drops whereas u’ remains constant so that u’/U increases). For x/D below 100, the 

velocity fluctuations are too fast to be captured by the probe.  
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Fig. 7. Upper diagram - Exjet velocity results for a methane crawling jet (blue circle) together with 

H. Sun correlation (red diamonds), H. Abrahamsson correlation (green diamonds) and round free 

jet model (solid curve). Bottom diagram – Measured turbulence intensity along the x axis for the same 

release  

The free releases studied in AIRRE project can clearly be considered as crawling jets (figure 1). It 

then may be interesting to compare the velocity measurement to the correlations cited above. 

4. Results 

4.1 Data selection 

AIRRE real scale conditions were particularly harsh since the momentum was so large that even 

stones were lifted away down to about 50 to 70 m from the release. Often, the measuring masts were 

impacted and sometimes thrown away. Furthermore, the videos clearly show that an important 

quantity of dust/mud is raised and blown away until a steady state is reached. 

under such circumstances, it is not surprising to find that many of probes were suspected to be clogged 

with dust and mist, misaligned of even destroyed. 

One particularly tricky work was to sort out unreliable data. To do that each raw record was studied, 

and only realistic ones were selected (uncapped raw data, steady on average, for about 20 seconds, 

without any disruption or baseline shift).Only about 30% of the probes gave reliable results for tests 

n°2 and 15. The labelling and the location of the “valid probes” are presented in table 1. 
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Table 1: "valid” probes for tests n°2 and 15 (layout on figure 3) 

Test n°2 TS3 TS7 TS8 TS9 TS10 TS19 TS20 

x 30 40 50 50 50 80 100 

y 0 0 5 0 0 0 0 

z 0.7 1.4 1.4 0.7 1.4 1.4 1.4 

Test n°15 TS1 TS3 TS5 TS7 TS11 TS12 TS16 

x 30 40 40 50 80 80 100 

y 0 3 -3 0 5 0 0 

z 1.5 1.5 1.5 1.5 2 2 2 

 

Figure 8 shows a typical velocity record by probe TS10 during release n°2 as function of time. Since 

the mean velocity evolves during the release, first because the flowrate decreases, but also because 

the wind is not steady (figure 2), it is necessary to choose a time integration slot sufficiently small as 

compared to these large scale time evolutions and sufficiently large as compared to the various 

turbulence time scales to analyse the structure of the locally stable jet. The former time scales are 

typically seconds or even tens of seconds. The latter are on the order of Lint/U(x). Using the free jet 

approximation proposed by Khritov, U(x) is about 30 m/s at 50 m from the release point and Lint is 

typically 5 m. Hence, the turbulent time scales are on the order of 0.1 s. As shown later during the 

discussion about the turbulence spectra, it was verified that the calculated flow properties (turbulence 

intensity, mean velocity) were reliable when the time slot varies between 1 s and 3 seconds. So, the 

signals were sampled in a series of about 1 s slots and, in each slot, the flow properties were 

calculated. 

 

Fig. 8. velocity data of probes TS10 (test n°2). The red frame indicates the part of the record which 

was processed 

 

4.2 Mean velocity and turbulence intensity 

The evolution as function of time of the turbulence intensity and of the mean velocity are presented 

in Fig. 9 for test n°2. Even apparently reliable, some records may be questionable. Consider signal 

E2-3 (Test °2 sensor TS3) for instance where the turbulence intensity is much too large because the 
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mean velocity is too small (this sensor is the closest from the release point and its velocity signal 

should stand above the others). Possibly, the probe head of this sensor moved out from the axis of the 

jet. 

 

Fig. 9. Velocity and turbulence intensity averaged over 1 second length data bit for selected sensors 

of test n°2 

Such aspects considered, the results can be compared to the existing jet theories (Fig. 10) for tests 2 

and 15 (E2 and E15). The notional nozzle diameter is 570 mm (Birch, 1984) and the jet velocity is 

400 m/s (sound speed).  

There is a scattering in the mean velocity whereas the rms of the velocity fluctuations is more stable. 

This might be due to the lateral movement of the plume since, in jets, the variations on the mean 

velocity in the radial direction is much more pronounced than for the rms of the velocity fluctuations. 

The turbulence intensity is in line with the jet theories (free jets and wall jets). The variations of this 

parameter are due to the scattering of the mean velocity. Contrary to EXJET experimental series, the 

experimental points are clearly above the wall jet correlations. The best fit hyperbola is: 𝑈𝑥 𝑈𝑒𝑥𝑖𝑡⁄ =8.2 (𝑥 𝐷)⁄⁄ . This means that the outward horizontal spreading of the jet due to the presence of the 

wall does not compensate for the reduced half-space dispersion. Looking at the jet from the top and 

from the side (figure 11) reveals that the angles of the mixing layers are similar in the vertical plane 

and in the horizontal plane. This suggest that the first phenomenon (lateral outward increased 

expansion) is limited and that the jet behaves as a free jet expanding in a half space. This may be 

modeled using the free jet theory with a double flowrate or, similarly, using a double section for the 

flow. Doing this, the notional jet diameter should by multiplied by the square root of 2 in the free jet 

correlation. The reader could easily check that the experimental best fit correlation is retrieved.  
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Fig. 10. Mean velocity, turbulence and turbulence intensity as function of the distance to the orifice.  

 

Fig. 11. Side view and top view (rectified to obtain orthogonal references) of AIRRE release. The 

vertical angle is about 8/9° and the horizontal wide angle is about 18° (half angle 9°) 
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4.3 Integral scale and spectral energy of the turbulence 

Assuming the turbulence field is fully developed and stable within the selected time slot (fig. 8), the 

autocorrelation curve should not change with time provided the duration over which the correlation 

curve is calculated is larger than the integral time of the turbulence. As explained before the latter is 

on the order of 0.1 s. The integration time for the autocorrelation time should at least be ten times 

larger. Once the latter is chosen, the time slot available for the data analysis is divided into N intervals 

of duration equal to the chosen integration time. The autocorrelation curve is calculated for each 

interval and the final autocorrelation curve is the average of N raw autocorrelation curves. This 

procedure, (which is based on Bartlett method: Bartlett M. S., 1948), provides a better accuracy in 

the correlation process especially when most of the information of the correlation is available in short 

time scales (typically 0.1 second in the present case). The important point is to choose adequately the 

integration time. 

The influence of the integration time on the final correlation curve is shown on figure 12 left. Clearly 

the autocorrelation curves look very similar once the integration time is about 1 second. When it is 

smaller, probably part of the largest structures of the turbulence are lost, the autocorrelation signal 

changes significantly. When it is much larger (over 3 seconds), noise appearing at large time delays 

where normally the signals should not be correlated is integrated over all the curve due to the 

autocorrelation process smearing out the curve and introducing a baseline shift. A more quantitative 

estimate of the potential influence of the integration time is obtained looking at the integral time of 

the turbulence, Lt, which is the area under the autocorrelation curve. The evolution of Lt as function 

of the integration time is shown on figure 12 right. The latter reaches a sort of plateau in the region 

of 2 s and for larger values seem to diverge due to the integration of the noise. Following, in analyzing 

the data, the “measuring” time of about 1 s was chosen for all the transducers. 

Considering the autocorrelation curve (1.25 or 2 s integration time slot), it is known (Hinze, 1975) 

that for large Reynolds number flows (fully developed turbulence), as in the present experimental 

situation, the curve should obey an exponential law: R(t)=exp(−t/Lt). In the present situation, this 
baseline exponential decay exists but superimposed on it is a low frequency sinusoidal signal (few 

Hz). This specificity is addressed later. 

 

 

Fig. 12. Influence of the integration time on the autocorrelation curve (left)and on the integral time 

of the turbulence Lt (right)  
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The other autocorrelation curves are shown on figure 13 for tests n°2 and 15. The same features as 

described above are retrieved. 

 

Fig. 13. Time auto-correlation curves obtained for test n°2 and 15 and various sensors. 

The integral times of the turbulence are calculated and the integral scale are deduced using the Taylor 

assumption (Figure 14: 𝐿𝑖𝑛𝑡 = 𝐿𝑡 ∙ �̅�). It seems that the turbulence scales fit with the free jet theory 

down to 60 m from the release point and that, further downstream, a significant discrepancy appears. 

The scales drop to about 1 m or less and do not seems to change with distance anymore. Note this 

would be coherent with the turbulent scale of a flow along a wall knowing the transducers are located 

1.5 m above ground (the integral scale of the turbulence at a distance h from the wall is h/2). 

 

Fig. 14. Turbulent time scale Lt and integral turbulent scale Lint according to distance on x axis. The 

solid line corresponds to the standard free jet correlation 

To go further, the turbulence energy spectra can be extracted from the Fourier transform of the 

autocorrelation curve and by applying the Taylor assumption to switch from the frequency space to 

the wavenumber space. The experimental distribution obtained for tests n°2 and 15 are shown on 

figure 15 (full lines) and compared to the free jet theory (dotted lines). The experimental signal fades 

for wavelengths on the order of 50 m-1 meaning a corresponding frequency of a few hundreds of Hz. 

This is the cutoff frequency of the pressure transducers. The slope of the turbulent cascade is in line 

with the Kolmogorov theory but the position of the spectra according to the wavenumber coordinate 

does not correspond to that of the free jet theory. Another difference is that a bump is visible at low 

wavenumbers, approximately at 0.3 m-1. The corresponding wavelength is roughly 20 m and the 

corresponding duration (at 50 m from the release point so, close to sensor T10) amounts 0.3s which 

is the period of the sinusoidal wave superimposed on the exponential decay on the autocorrelation 

curve of figure 12. It can easily by shown, using the definition of the turbulence spectrum 
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superimposing a cosine function over the traditional exponential decay, that the resulting spectrum 

resembles those shown on figure 15, with the appearance of the bump, the displacement of the curve 

towards larger wavenumbers and a drop of the horizontal plateau. 

 

Fig. 15. Turbulence energy spectra for tests n°2 and 15 (dotted lines: free jet theory) 

This large dynamic phenomenon seems to have a significant influence on the turbulence cascade. 

Note, it does not appear at small scale (EXJET). It might be visible on the videos under the form of 

large waves affecting the visible border of the cloud (figure 1). It could be a Kelvin-Helmholtz 

instability.  

Conclusion 

Perhaps for the first time, a very large scale under expanded gaseous jet was instrumented with 

turbulence probes. Free releases of pressurized natural gas performed during the AIRRE project were 

investigated. The release, under 100 bar and through a 100 mm orifice, was horizontal 1.5 m above 

the ground. The measuring technique is presented in this paper. It was carefully validated before the 

implementation of the field. The axial mean velocity, the turbulent velocity fluctuations, the integral 

scale of the turbulence and the spectra of the turbulence were obtained. The results are compared to 

tests at a smaller scale (12 mm orifice size).  

Whereas small scale jets obey the wall jet theory, large scale jets do not. At least up to 60 m from the 

release point, the free jet theory would much better fit (apart the mixing occurs only in a half space). 

At large scale only, large scale pseudo periodic waves appear and interact significantly with the 

structure of the jet. 

The proposed instrumentation proved to be sufficiently robust and can be used to interpret the results 

of the other tests of the AIRRE program. 
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Abstract 

Spraying water under high pressure generates charge-separating processes. While cleaning tanks and 
vessels in which an explosive atmosphere is present, an explosion may occur in the event of a resulting 
discharge. Water forms electrical double layers at the phase boundaries. Mechanical separation 
processes dissolve the water into many drops. This leads to charge separation and the charging of the 
sprayed water. The mechanical separation processes include water exiting from the nozzle, 
hydrodynamic instability in the jet and impact with an obstacle. Given that water has many charge 
carriers, the charge is stronger than with solvents. Whether the charges and the resulting discharges 
are potentially capable of igniting an explosive atmosphere must be investigated. The aim of this 
research is to define the quantity and polarity of the electrostatic charges of sprayed water under high 
pressure. Different measurement techniques and methods are used to enable mutual validation and to 
generate verified measurement results of the electric field and the potential. Water of different 
electrical conductivity is sprayed in free space and into a grounded conductive 1 m3 vessel. Design 
changes to the vessel allow centric or oblique spraying. The result is intended to extend the scope of 
application of TRGS 727, which refers to ignition hazards due to electrostatic charging. This project 
is funded by the DGUV (German Social Accident Insurance) and partners from industry.  

Keywords: electrostatic, high pressure, water jet, field meter 

1.  Introduction 

As a polar liquid, water has the property of forming electrical double layers with the surrounding air 
(Krämer, 1983). The negative charge of this double layer is found in the outer layer of a drop. The 
positive charge points to the inside of the drop. The formation of excess charges occurs when the 
outer negative layer is torn off the body of a drop. The detached fine drops (aerosol) have a negative 
excess charge. The remaining body of the drop has a positive excess charge (Lüttgens et al., 2019). 

Air, as a gas mixture, does not have its own electrical double layer. It has been shown that there is no 
charge separation which causes an electrostatic charge of air (Lüttgens et al., 2015). The acceleration 
of two media of different density (water/air) against each other causes a disturbance in their area of 
contact. This so-called "hydrodynamic instability" can cause the water drops to tear up and, as a result, 
may lead to the described charge separation (Krämer, 1983). Detached from the impact on an 
obstacle, experiments are performed with a free jet. Experiments in a grounded 1 m3 stainless steel 
intermediate bulk container (IBC) involve charge separation through the impact of the drops on an 
obstacle. The "intensity" with which water strikes an obstacle is decisive for the level of charge 
separation (Lenard, 1892). To investigate this dependence, water is sprayed at pressures of 100 bar 
to 500 bar. In the real process of vessel cleaning, rotating vessel washing heads and manually guided 
high-pressure cleaners are used. For this reason, investigations where spraying is carried out in the 
middle of the vessel are not sufficient for safety considerations. A "worst case" consideration is made 
by aligning the nozzle in different positions and angles. 

Measurements of the electric field strength of a sprayed liquid are used for safety considerations 
regarding possible ignition hazards (Post et al., 1983; Blum et al., 2015). In TRGS 727 A3.3 (2016), 
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a limit value of 100 kV/m is specified. No brush discharges are to be expected below this limit value, 
even if field-distorting devices are present in the vessel (TRGS 727, 2016). Field meters have a 
measuring angle depending on the size of the measuring head (Schierding et al., 2019). Due to this 
measuring angle, a field meter is not able to measure focused at one point. Instead, the circular 
measuring area increases with the distance to the measuring object. For measurements of the electric 
field strength of sprayed liquids, there is currently no known calibration method with which a 
measurement accuracy can be determined. Usable values can be generated, because the measuring 
area is usually smaller or equal to the area of the fanned-out spray jet (Baumann et al., 2019). The 
problem with the measurement is that there are positively and negatively (aerosol) charged drops in 
the measuring area. The measured value may result from averaging the currently charged drops. To 
prove this thesis, spatially resolved measurements of the potential in and outside the spray jet are 
carried out and compared with the measured values of the electric field strength. This shows which 
maximum and minimum values are generated by the charge separation of the drops.  

It is not practical to measure the current at the nozzle. All components of the test stand are 
conductively connected to each other through the water. The pump, the conductive hoses on the 
ground and the water tap itself are grounded, which would create an electrical nodal point. 
Furthermore, only the charge separation at the nozzle can be determined by measuring the current at 
the nozzle. The charge separation due to hydrodynamic instability and the impact on the vessel wall 
are not considered, compared to the measurement of the electric field and the potential of the sprayed 
water. 

The aim of this work is to prove that charge separation occurs through the tearing of water drops 
during high-pressure spraying. 

2. Input variable spray jet  

The high-pressure cleaner HD 9/50 Ge Cage from Kärcher generates a pressure of 100 bar to 500 bar. 
A point jet nozzle with a diameter of 1.05 mm is used. The flow rate dependent on the pressure and 
nozzle diameter is shown in Fig. 1 (left). The temperature of the sprayed water also depends on the 
pressure (Fig. 1 (right)). Tap water (electrical conductivity from 1.6 x 10-2 S/m to 1.7 x 10-2 S/m, 
measured at 25 °C) and deionized water (electrical conductivity from 6.8 x 10-5 S/m to 9.7 x 10-5 S/m, 
measured at 25 °C) are sprayed. 

   

Fig. 1. Flow rate as a function of the pressure (left), temperature as a function of the pressure 
(right) 

3. Free jet experiments  

Free jet experiments are performed to investigate the charge separation caused by tearing the drops 
at the nozzle exit and by hydrodynamic instability. Charge separation through an impact with an 
obstacle does not occur. 
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3.1. Measurement of the electric field strength 

Post et. al (1983) performed measurements of the electric field strength along a horizontally directed 
free jet of tap water (resting conductivity of 5 x 10-2 S/m, measured at 20 °C) at pressures of 100 bar 
to 400 bar. The nozzle diameter was 1.20 mm. Flow rate specifications are not given. Up to 3 m after 
the nozzle outlet, positive electric field strengths of up to 0.5 kV/m are measured. From 3 m onwards, 
the electric field strengths become negative. 

Fig. 2. Electric field strength (left) and potential (right) along a horizontally directed free jet 

These tests have been performed again within the scope of this project. Measurements of the electric 
field strength are made along a horizontally directed free jet of tap water at pressures of 100 bar to 
500 bar (Fig. 2, left). The nozzle diameter of the point jet nozzle is 1.05 mm. The downwardly 
directed measuring head of the JCI 131 field meter obtained from the Chilworth Technology Ltd. 
company is, as in the measurements of Post et al. (1983), positioned at a distance of 0.5 m to the 
middle of the jet. By means of constant compressed air flushing (3 bar) and the downwardly directed 
measuring head, the intrusion of water is avoided. Flushing the measuring head with compressed air 
has no effect on the measuring device. The measuring head is mounted flush in a metal plate with a 
diameter of 0.4 m. This homogenization reduces the distortion of the electric field caused by the 
measuring head itself (Lüttgens et al., 2019). The JCI 131 field meter has a measuring angle of 
(40 ± 5) °. Due to this measuring angle, the field meter is not able to measure in a focused manner at 
one point. Instead, the circular measuring area increases with the distance to the measurement object. 
The JCI 131 field meter and the nozzle are grounded. 

During high-pressure spraying of tap water, the negatively charged aerosol is volatilized in the 
surrounding area. This increases the percentage of positively charged drops in the jet. This is 
measured at a distance from the nozzle of 1 m, 2 m and 3 m. The positively charged drops in the jet 
are heavier than the negatively charged aerosol. Depending on the pressure and the distance to the 
nozzle, the larger positively charged drops rain off through gravity. A spatial separation of the 
oppositely charged drops takes place. From 3 m to the nozzle, the negatively charged aerosol 
predominates. The electric field strength becomes negative, as in the measurements of 
Post et al. (1983). 

3.2. Measurement of the potential 

Spatially resolved potential measurements in the middle of the jet are carried out by a tip electrode 
(Ø 0.010 m, L = 0.010 m) which is insulated from the ground. Through contact with the drops, the 
electrode takes on their potential. The electrode is conductively connected with the ± 2 kV voltage 
measuring head of the EMF58 field meter obtained from the Eltex company. This design allows the 
load-free measurement of the potentials along the horizontally directed free jet of tap water at 
pressures of 100 bar to 500 bar (Fig. 2, right). A measuring accuracy of ± 50 V applies. The measured 
positive potentials of up to +0.3 kV at a distance from the nozzle of 1 m, 2 m and 3 m confirm that 
the drops in the jet are positively charged. At a distance from the nozzle of 4 m, positive potentials 
are measured too. The potential is measured spatially resolved and there is no averaging of the 
predominantly negative aerosol in the surrounding area and the positive drops in the jet as with the 
field meter. The remaining positive drops that are not rained off and are in the middle of the jet are 
measured. 
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4. Measurements in the grounded 1 m3 stainless steel IBC  

During measurements in the grounded horizontal 1 m3 stainless steel IBC (Ø 1.07 m, length 1.00 m), 
the spray jet hits the vessel wall. This causes an effective charge separation by tearing the drops. An 
outlet is mounted at the lowest point of the IBC. Because of this, the filling of the IBC during the 
tests is avoided. To create an initial situation that is constant, the IBC is dried before each test. The 
measured values are recorded automatically at 100 samples per second. The measurement time is 
seven minutes. The measured electric field strength fluctuates strongly around a constant average 
value depending on each measurement. For this reason, as in the measurements by Post et al. (1983), 
a range of measured values is given for the electric field strength. The highest value is given for the 
potentials. The measuring accuracy of the EMF 58 field meter in combination with the ± 40 kV high-
voltage gauge head depends on the set measuring range. The measurement accuracy is specified 
separately for each measurement series. 

4.1. Spraying centrally into the vessel 

The measurement of the electric field strength and the potential is carried out on a horizontally 
directed jet of tap water at pressures of 100 bar to 500 bar. The point jet nozzle is located centrally in 
a cover made of PVC-U. The nozzle does not protrude into the IBC as it is flush with the cover 
opening. The nozzle is conductively connected to the grounded IBC. 

4.1.1 Measurement of electric field strength 

The JCI 131 field meter is mounted flush with the shell surface of the IBC (Fig. 3). The distance to 
the nozzle is 0.50 m. By means of constant compressed air flushing (3 bar) and the downwardly 
directed measuring head, the intrusion of water is avoided. 

 

Fig. 3. Test stand to measure the electric field strength when spraying water centrally into the 
grounded IBC 

Analogous to the free jet measures, negative electric field strengths are measured inside the grounded 
IBC (Fig. 4). The tearing of the drops at the impact leads to further charge separations. The positively 
charged drops of the jet melt on the vessel wall. The negatively charged aerosol is distributed in the 
IBC. This spatial separation of the oppositely charged drops generates negative electric field strengths 
in the IBC. In terms of amount, the values are at least one power of ten greater than the values of the 
free jet. Comparable measurements by Post et al. (1983) in a grounded 1 m3 vessel show the same 
order of magnitude (Fig. 4). The pressure increases cause considerably higher electric field strengths 
of up to -12.4 kV/m at 500 bar. The positive charge of the drops in the jet is not detected by the field 
meter but must be present. The spatially resolved measurement of the potentials will show this 
positive charge of the drops in the jet. 
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Fig. 4. Electric field strength as a function of the pressure when spraying tap water centrally into 
the IBC 

4.1.2 Measurement of the potential 

Measurements of the potential (Fig. 5) are carried out with a tip electrode (Ø 0.010 m, L = 0.010 m) 
which is insulated from the grounded IBC. The tip electrode is screwed to the end of the insulating 
rod pointing into the inside of the vessel. Through contact with the surrounding drops, the electrode 
assumes their potential. The distance of the electrode to the vessel wall is 0.15 m, 0.30 m, 0.45 m or 
0.54 m (centre of the IBC). At a distance of 0.54 m, the electrode is directly in the spray jet. A further 
insulating body is mounted in the shell surface of the IBC. It has a drip edge and eight compressed 
air nozzles (4 bar). This keeps the insulating rod dry in the area of the measuring hole and prevents 
water from escaping. The insulating rod has a through hole in which a high-voltage cable is 
embedded. This high-voltage cable conductively connects the electrode with the ± 40 kV high-
voltage gauge head of the EMF58 field meter. Using this construction, the potentials are measured 
load-free 0.50 m after the nozzle exit. The measuring accuracy is ± 25 V. 

 
Fig. 5. Test stand to measure the potential when spraying water centrally into the grounded IBC 

 
The potentials (Fig. 6) measured in the spray jet (0.54 m) correspond with +0.3 kV in polarity and 
quantity to the values of the free jet measurements (see Section 3). The positively charged drops of 
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the jet melt on impact and transfer their charge to the grounded IBC. What remains are the small 
drops (aerosol) with a negative charge. These are measured outside the spray jet at a distance between 
the electrode and the vessel wall of 0.15 m, 0.30 m and 0.45 m. If this description of the spatial charge 
separation is correct, no positive potential ought to be measurable at a distance of the electrode to the 
vessel wall of 0.54 m when positioning the nozzle at an angle (Section 4.2.2.). 

 
Fig. 6. Potential as a function of the pressure and the distance between the electrode and the vessel 
wall when spraying tap water centrally into the IBC 
 

4.2 Positioning of the nozzle at an angle 

The process of vessel cleaning requires positioning the nozzle at an angle (Fig. 7). The nozzle with 
the associated jet pipe is mounted in an excentrically mounted sphere (Ø 0.1 m) in the cover of the 
IBC. The distance between the centre of the cover and the sphere is 0.14 m. 

 
Fig. 7. Positioning of the nozzle at an angle 

 
In the "top right" position, the sphere in the cover is oriented upwards. The jet pipe in the sphere is 
pressed against the lower edge of the sphere holder (view from outside). The sphere is then rotated 
clockwise along the bolt circle of the sphere holder until the 60° mark is reached. In the "bottom 
right" position, the sphere in the cover is oriented downwards. The jet pipe in the sphere is pressed 
against the upper edge of the sphere holder. The sphere is then rotated anticlockwise along the bolt 
circle of the sphere holder up to the 300° mark. Damage to the measuring instruments by the spray 
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jet is ruled out by the selected positions. The distance between the nozzle and the vessel wall is varied 
between 0.19 m, 0.42 m and 0.65 m. The nozzle and the jet pipe are conductively connected to the 
grounded IBC. The measurements of the electric field strength and potential are carried out with tap 
water at pressures of 100 bar to 500 bar. 

4.2.1 Measurement of the electric field strength 

As in the case of centrally spraying into the IBC (Section 4.1.1.), the JCI 131 field meter is mounted 
flush with the shell surface and is constantly flushed with compressed air. The distance between the 
nozzle and the vessel wall is 0.19 m. When spraying to the "top right" position, large drops fall 
through the IBC. These either have a positive charge or are electrostatically neutral due to the impact. 
Small negatively charged drops (aerosol) in the IBC are absorbed by the large drops due to cluster 
formation. The amount of negatively charged drops is reduced. Due to this fact, the negative values 
of the "top right" position are reduced by exactly 25 % compared to the measurements of the "bottom 
right" position in a pressure range from 200 bar to 500 bar (Fig. 8). The increase in pressure causes 
higher electric field strengths of up to -12.3 kV/m at 500 bar, measured in the "bottom right" position. 
The values correspond in polarity and quantity to the electric field strengths of centrally spraying tap 
water into the IBC (Fig. 4). There are differences in the height of fluctuation around the mean value. 
The JCI 131 field meter has a circular measuring area which increases with the distance to the 
measurement object. When spraying centrally into the IBC, the positive charge of the drops in the jet 
and the negative charge of the aerosol are averaged. This leads to large fluctuations. If the nozzle is 
positioned at an angle, the spray jet hits the vessel wall after 0.19 m. In the IBC, the aerosol with a 
negative charge predominates. The fluctuations are thus significantly reduced. 

 

Fig. 8. Electric field strength by spraying tap water to the “top right” and “bottom right” position 
into the IBC as a function of the pressure 

4.2.2 Measurement of the potential 

The test stand with the insulated electrode for potential measurement is described in Section 4.1.2. A 
measuring accuracy of ±100 V applies to the following measurements. The distance of the electrode 
to the vessel wall is initially 0.54 m (centre of the IBC). Spraying is done to the "bottom right" position 
with a pressure of 500 bar. The distance of the nozzle to the vessel wall is varied between 0.19 m, 
0.42 m and 0.65 m. If the smallest distance of the nozzle to the vessel wall of 0.19 m is set, the highest 
negative potentials of -1.4 kV (Fig. 9) occur. The potential difference is decisive. There are higher 
potential differences between the negatively charged aerosol and the positively charged drops in the 
jet than between the negatively charged aerosol and the grounded jet pipe. This fact leads to reduced 
negative potentials if the distance is increased to 0.42 m or 0.65 m. Furthermore, the "intensity" with 
which water hits an obstacle is decisive for the level of charge separation (Lenard, 1892). This 
explains further that the highest potentials are measured at a distance of 0.19 m. 
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Fig. 9. Potential by spraying tap water in 
the "bottom right" position into the IBC as a 
function of the distance between the nozzle 
and the vessel wall 

Fig. 10. Potential by spraying tap water in 
the "top right" and "bottom right" positions 
into the IBC as a function of the pressure 

When spraying to the "top right" position, the negative electric field strengths are reduced by 25 % 
compared to spraying to the "bottom right" position (Section 4.2.1). To validate this reduction through 
cluster formation, a measurement of the potentials in the same positions is carried out. The distance 
of the electrode to the vessel wall is 0.54 m (centre of the IBC). The negative potentials of the "top 
right" position are also reduced by 25 % to 45 % (Fig. 10). 

The distance of the electrode to the vessel wall when spraying in the "bottom right" position is varied 
between 0.15 m, 0.30 m, 0.45 m and 0.54 m (centre of the IBC). As the nozzle is positioned at an 
angle, the spray jet hits the vessel wall after 0.19 m. Therefore, the aerosol with a negative charge 
predominates in the IBC. In the centre of the IBC, the distance to the nearest ground and to the 
positively charged drops in the jet is greatest. For this reason, the largest negative potentials are 
measured here (Fig. 11). In comparison to spraying centrally into the IBC, the value of the negative 
potential is three times higher. The highest negative potential is -1.5 kV, measured at a pressure of 
400 bar. Above 300 bar, a further increase in pressure does not lead to significantly higher potentials. 

 

Fig. 11. Potential by spraying tap water in the "bottom right" position into the IBC as a function of 
the distance between the electrode and the vessel wall 

4.3. Deionized water tests 

The measurements described when tap water is sprayed centrally into the grounded IBC are repeated 
with deionized water. For a description of the test stands, see Section 4.1. 

4.3.1 Measurement of the electric field strength 

When deionized water is sprayed centrally into the grounded IBC, the measured electric field 
strengths are negative up to a pressure of 200 bar (Fig. 12). An increase of the pressure to over 200 bar 
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leads to positive values. Comparable measurements by Post et al. (1983) and Blum et al. (2015) in a 
grounded 1 m3 vessel show the same tendency (Fig. 12). It is assumed that the measured value of Post 
et al. (1983) is negative. 

 

Fig. 12. Electric field strength by spraying tap water centrally into the IBC as a function of the 
pressure 

The highest positive electric field strength is +29.2 kV/m, measured at a pressure of 500 bar. Negative 
peak values result up to a measuring time of 2 minutes. The highest values of these negative peaks 
are shown in Fig. 12 as a function of pressure. This negative peak occurs even if the electric field 
strength assumes positive values after a measuring time of 2 minutes. In contrast to tap water, the 
drops in the jet must have a high negative charge. It follows that before the aerosol with a positive 
charge is sufficiently formed, the negative peak values of the electric field strength are measured. 

4.3.2 Measurement of the potential  

A measuring accuracy of ±1 kV applies to measurements in the spray jet. For measurements outside 
the spray jet, it is ±100 V. The potentials measured in the spray jet (0.54 m) are, as assumed by the 
measurements of the electric field strength, strongly negative with up to -20.0 kV (Fig. 13). The 
negatively charged drops in the jet transfer most of their negative charge to the grounded IBC during 
the impact. The "intensity" with which water hits an obstacle is decisive for the level of charge 
separation (Lenard, 1892). From 300 bar, the charge separation is sufficient to generate positive 
potentials outside the spray jet at a distance of 0.15 m, 0.30 m and 0.45 m between the electrode and 
the vessel wall. This change in polarity is also observed during measurements of the electric field 
strength (Fig. 12). The highest positive potential is +1.4 kV. Up to a measuring time of 2 minutes, 

  

Fig. 13. Potential from 2 minutes onwards by 
spraying deionized water centrally into the IBC 
as a function of the pressure and the distance 
between the electrode and the vessel wall 

Fig. 14. Potential up to 2 minutes by spraying 
deionized water centrally into the IBC as a 
function of the pressure and the distance 
between the electrode and the vessel wall 
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only negative values are measured (Fig. 14), which is also true of the measurements of the electric 
field strength (Fig. 12). A predominantly negatively charged aerosol must be present in the IBC for 
up to 2 minutes. 

5. Discussion of results 

5.1 Tap water 

The JCI 131 field meter has a circular measuring area that increases with the distance to the 
measurement object (Schierding et al., 2019). This results in an averaging of the charged drops in the 
measurement area. In the free jet, parts of the negatively charged aerosol volatilize in the surrounding 
area. This process leads to a spatial separation of the charges. The drops with a positive charge in the 
measuring area predominate. A positive electric field strength of up to +0.5 kV/m is measured 
(Section 3.1). Charge equalization takes place when the spray jet with the positive charge drops hits 
the vessel wall. On impact, aerosol is also formed with a negative charge. The aerosol cannot 
volatilize. The positive charge of the drops in the jet and the predominant negative charge of the 
aerosol are averaged. The electric field strength becomes negative and reaches values up to  
-12.4 kV/m (Section 4.1.1). The proof of this explanation is provided by the potential measurement. 
Positive potentials are measured in the spray jet and negative potentials in the aerosol. Further proof 
is that the fluctuations of the electric field strength are significantly reduced when spraying with a 
nozzle positioned at an angle (Section 4.2.1). In these measurements, the distance of the nozzle from 
the vessel wall is only 0.19 m. There is no averaging, because the positive charge of the drops in the 
jet is not recorded. 

The highest potential in the IBC depends on the positioning of the nozzle. In the "bottom right" 
position and at a minimum distance between the nozzle and the vessel wall, the highest potentials of 
up to -1.5 kV are measured in the IBC (Section 4.2.2.). The volume in which the aerosol can be 
distributed with a negative charge is maximum. As a result, the distance to the nearest ground or spray 
jet is maximized. This defined "worst case" serves as a basis for measurements in vessels which 
exceed a volume of 1 m3. 

At pressures above 300 bar, no significant increase in values is observed when measuring the electric 
field strength and potential. It is assumed that an increase in pressure to over 500 bar does not lead to 
significantly higher values. However, this assumption must be verified by tests at pressures above 
500 bar. 

In TRGS 727 A3.3 (2016), a limit value of 100 kV/m is specified. No brush discharges are to be 
expected below this limit value, even if field-distorting devices are present in the vessel 
(TRGS 727, 2016). This limit value is not exceeded by any of the measurements of the electrical field 
strength with tap water. The low negative potentials support this statement. 

5.2 Deionized water 

When deionized water is sprayed centrally into the IBC, negative electric field strengths are measured 
at a pressure of up to 200 bar. At over 200 bar, the measured values become positive. This pressure-
dependent polarity charge also occurred during potential measurements in the aerosol. This indicates 
that the negative charge is found in the spray jet and the positive charge in the aerosol. Potential 
measurements in the spray jet show that the negative charge can have potentials of -4.2 kV (100 bar) 
to -20.0 kV (500 bar) (Section 4.3.2). Negative electric field strengths of up to -9.8 kV/m (100 bar) 
to -18.3 kV/m (500 bar) are only measured in the first two minutes of the measurement. 
Measurements taken during the central spraying of tap water into the IBC also give negative electric 
field strengths of up to -12.4 kV/m (Section 4.1.1). The difference is that, when spraying tap water, 
the maximum potential in the IBC is -0.5 kV (Section 4.1.2). This impressively demonstrates that the 
field meter is not capable of measuring the high negative charges of the spray jet. For this reason, the 
measurement of the electric field strength alone is not sufficient for safety-related considerations. 
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When measuring the potential, it is important to consider whether charge separation occurs when the 
spray jet hits the potential measuring electrode or whether the potential is already present in the jet. 
By measuring the leakage resistance of the jet, it could be shown that the charge does not first arise 
at the electrode. The leakage path via the spray jet predominates potentially charging processes. Using 
deionized water, the polarities of the charges are inverse to those of tap water. There is currently no 
explanation for this effect. The electrical conductivity, the pH value and the salinity are different for 
tap and deionized water. Further investigations on this topic are planned. 

Insulated conductors can be formed by falling coherent water clusters. These insulated conductors 
can assume the high negative potential of the spray jet. When approaching conductive grounded 
components or the vessel wall, electrostatic discharges may occur, which could ignite explosive 
atmospheres (TRGS 727, 2016). The limit value of 100 kV/m specified in TRGS 727 A3.3 (2016) is 
not exceeded by any measurement of the electric field strength. It must be mentioned, however, that 
the measured field strength is an average of the positive and negative charged drops of the sprayed 
water. The local maximum and minimum cannot be measured. 

In this paper the first results of the described test stand are presented. Further experiments with 
different temperatures, nozzle geometries, salinity of the water and to the droplet size distribution 
will be performed. 

6. Conclusion 

When water is sprayed at high pressure, the charge is separated through the tearing of the drops. As 
a result, positive and negative potentials can always be found in the vessel. Measuring the electric 
field strength alone cannot detect the local maximum or minimum of these spatially separated 
potentials. For safety considerations, the measurement of the electric field strength alone is not 
enough. To understand where the spatial separation of the potentials takes place, a spatially resolved 

measurement of the potentials can be used.  
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Abstract 

The SPARCLING JIP was launched by TOTAL, AIR LIQUIDE, SHELL, GRTgaz & INERIS. The 

goal of the project was to produce high-quality experimental data on the size distribution and 

velocities of the LNG droplets using a dual PDA (Phase Doppler Anemometer), following the 

pressurized release of LNG. One area of particular concern is the potential for rainout and subsequent 

pool dispersion. The test programme was managed and run by INERIS at their test site at Verneuil-

en-Halatte on behalf of the members of the JIP. The paper describes in detail the testing bench and 

test protocol, as well as the lessons learned from the use of the bench. The occurrence of rainout is 

then discussed.  

Keywords: pressurised LNG, two-phase release, rainout, dispersion, experimental set-up  

1. Introduction 

The small-scale Liquefied Natural Gas (LNG) economy is expected to continue growing over the 

foreseeable future and so there is a requirement for further deployment of more delivery points in 

fluvial and maritime ports, not only along the main road axes, but also in city centres. Therefore, the 

need for more accurate risk assessment models is becoming essential for the safe deployment of this 

technology.  

Current models used to assess the consequences of hazardous phenomena involving pressurised LNG 

are quite empirical and mostly based on other fluids, such as Liquefied Petroleum Gas (LPG). In 

addition, when available, experimental data for LNG are not necessarily fully instrumented. Yet high-

quality experimental data are required to check the accuracy of the models, especially for small-scale 

LNG where the site footprint and distance to public is smaller than traditional major hazard sites.  

As recalled by (Webber et al., 2009), “The dispersion of releases of hazardous fluids through from 

loss of containment to dilution below hazardous levels can be simply considered as comprising two 

stages: source term formation and atmospheric dispersion…The earlier source-dominated behaviour 

has received comparatively less attention both theoretically and experimentally, though its 

importance in the overall release process is widely recognised. This is probably due to the very 

complex and variable behaviour during this stage and the difficulty of obtaining definitive 

experimental data close to the source”. 
(Prince, 1983), (Thyer, 2003), (Luketa-Hanlin, 2006) and (Cleaver et al., 2007) identified that most 

of the experiments previously carried out involved spills of LNG and other cryogens onto water and 

the data for land spills was very sparse. More recent experiments on pressurized LNG releases from 

2 and 3” flexible hoses have been done by Shell to quantify dispersion distances (Betteridge, 2015) , 
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but no measurement of droplet size were made on LNG releases. Most models currently used to 

predict this parameter are based on correlations deduced from experiments usually involving LPG 

(Witlox et al., 2013) or non-cryogenic fluids, such as cyclohexane or water (Johnson et al., 1999). As 

underlined by (Webber et al., 2009), “with no information about droplet sizes it is not possible to 

predict any fall-out of liquid from the jet”.  
To fill these gaps, the SPARCLING JIP was launched by TOTAL, AIR LIQUIDE, SHELL, GRTgaz 

& INERIS. The goal of the project was to produce high-quality experimental data on the size 

distribution and velocities of the LNG droplets using a dual PDA (Phase Doppler Anemometer), 

following the pressurised release of LNG. The test programme was managed and run by INERIS at 

their test site at Verneuil-en-Halatte on behalf of the members of the JIP. 

The paper describes in detail the testing bench and test protocol, as well as the lessons learned from 

the use of the bench. The occurrence of rain-out is then discussed. 

2. Description of the experimental setup 

2.1 Testing site 

All releases were performed on the INERIS Fire Platform. Fig. 1 shows an aerial view of this Fire 

Platform with the testing zone encircled in red. This zone is about 30 m long, is free of obstacles. A 

fence is positioned on each side of this testing zone to channel the cloud out of the Fire Platform in 

the last stage of its dispersion. To perform measurements in the close field of the release even when 

the weather is bad (rain, snow), a tent is positioned above the first meters of the release. The position 

of the tent (supports, lateral walls) were checked before each test to make sure they did not affect the 

release.  

 

 

Fig. 1. Aerial view of the testing site 

2.2 Bench description 

Fig. 2 shows a schematic view of the experimental bench. 
 

Picture 1 (bench being assembled) 

Picture 2
Picture 1 Picture 2
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Fig. 2.  Schematic view of the experimental bench 

2.2.1 Storage tank 

The tank used to store the cryogenic fluid is cylindrical with its axis of revolution positioned vertically 

(see Fig. 3). It has a double-wall structure with the inner and outer envelopes respectively made in 

SA-240 3014 and SA-516 Gr.70 materials. Thermal insulation between these two envelopes was 

ensured by a vacuum-packed Perlite layer. The volume of the internal envelope is 995 L and its 

diameter 1150 mm. This storage can operate at temperatures varying between – 190°C and + 50°C. 

It was equipped with a safety valve set to open when the internal pressure exceeds 10 bar. In addition, 

to control the internal pressure during the release, the tank was fitted with a vaporiser. The system 

works (1) by bleeding part of the liquid phase from the tank, (2) by circulating this liquid within the 

vaporiser and (3) by injecting the vapour hence produced into the top part of the tank. 

 

 

 
(Focus on the vaporiser) 

Fig. 3. Storage tank for the cryogenic fluid 
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2.2.2 Release line 

The release line has a nominal diameter of 1’’ and an approximate length of 9 m. By following the 
flow direction from the storage tank, this line was made up of three main elements: 

- a remotely-operated valve; 

- a flexible hose; 

- a release assembly. 

Every effort was made to reduce the friction pressure drop within the flow and the heat losses with 

the environment. This was achieved: 

- by keeping the cross-sectional area of the line as constant as possible. There is hardly no 

singularity in the line; 

- by installing already-insulated components and, if not possible, by coating these components 

with a 13-mm thick layer of Insulfrax S. 

The flexible hose was 7.7 m long. It was composed of two tubes made in Inox 304 L. Thermal 

insulation between these two tubes was provided by vacuum. Fig. 4 shows a picture of the release 

assembly. This assembly was built using a flowmeter, a 1’’ pipe and a diaphragm that could be 
screwed at the end of the pipe. Different diaphragms, each of them featuring a given opening (2, 3, 

5, 7 or 9 mm), were used. 

  

Fig. 4. Release assembly 

2.3 Instrumentation 

2.3.1  Tank 

When delivered, the tank was already instrumented with: 

- a pressure transducer (P0 on Fig. 2); 

- two Pt100 probes, one located on top of the tank to assess the gaseous phase temperature and 

the other in the bottom of the tank for the liquid phase (respectively T0g and T0l);  

- a level indicator (H). This parameter is determined by measuring the hydrostatic pressure of 

the cryogenic fluid column. This provided the first method for assessing the released mass 

flow rate. 

In addition, the tank is placed on 4 load cells with a maximal load capacity of 3000 kg. This weight 

measurement was the second method for assessing the released mass flow rate. 
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2.3.2 Release line 

A Coriolis flowmeter was used, OPTIMASS 6400 C and it was capable of operating at a maximal 

pressure of 40 bar with a temperature in the range – 200°C / + 40°C (see Fig. 5). Therefore, this 

apparatus was used as a third method to measure the released mass flow rate. The flowmeter also 

gave a measure of the volumetric mass and of the fluid temperature since it was equipped with a 

Pt500 probe. It is worth precising that this possibility of measuring the volumetric mass drove INERIS 

to install the flowmeter as far as possible from the tank. This was intended to control the flow phase 

as close as possible to the nozzle orifice. 

 

 

Fig. 5. Flowmeter Optimass 6400 C 

Pressure was also measured upstream of the flowmeter and nozzle orifice (respectively P1 and P2 on 

Fig. 2). Piezoresistive pressure sensors were used (range: 0 – 14 barg). It must be pointed out that 

these sensors were not particularly suitable for cryogenic applications. To prevent their sensitive 

membrane from being damaged due to direct coldness exposure, the measurement was not made in 

situ (i.e. directly in the cryogenic flow) but remotely. This was done by positioning the sensor at the 

end of a small tube tapped into the pipe of the release assembly. This tube was about 100 cm long 

(see Fig. 6).      

 

 

Fig. 6. Picture of the pressure transducer upstream of the flowmeter 

The temperature was also measured upstream of the nozzle orifice (see T2 on Fig. 2) by means of a 

Pt100 probe. This probe was flush mounted with the flow to avoid any unduly friction pressure loss. 

Knowing the pressure and temperature just upstream of the nozzle orifice, it was possible to apply 
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the Bernoulli equation to estimate the mass flow rate, assuming that the outflow was all liquid. This 

was the fourth method for assessing the released mass flow rate.  

2.3.2 PDA system 

PDA (Phase Doppler Anemometry) is an optical technique that allows measuring the size and velocity 

of a moving spherical particle. The PDA technique is based upon on Doppler shift of the light 

reflected (and/or refracted) from a moving seeding particle. When two laser beams of the same 

wavelength intersect, they will interfere in the volume of intersection and form fringes. When the 

particle will move through this volume (also called the measuring volume), the intensity of the light 

reflected (and/or refracted) by this particle will vary with a frequency proportional to its velocity. 

Only one photodetector is required to calculate the velocity. Yet the determination of the droplet size 

requires two photodetectors. Indeed, when the particle passes through the measuring volume, both 

photodetectors will receive a reflected (and/or refracted) light of the same frequency, but the phases 

of the two lights will vary with the angular position of the detectors. This phase difference is function 

of the particle diameter. 

The main requirement of the SPARCLING project, a Dual-PDA was used to measure two 

components of velocity and the diameter of the droplets in the close field of the cryogenic release. 

The Dual-PDA combines two conventional PDAs. Fig. 7 shows the positioning of the two lenses of 

the Dual-PDA in the close field of the cryogenic release.      

 

 

Fig. 7. Picture of the Dual-PDA 

The two lenses were positioned on a 3-D displacement system that was remotely controlled. This 

system allowed the PDA measuring volume to be moved to the desired locations within the cryogenic 

release. The cartography performed for most of the tests is presented in Fig. 8. The x-axis represents 

the axis along the release direction. The z-axis is vertical.  
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Fig. 8. PDA cartography used 

3. Experimental campaign 

3.1 Testing matrix 

18 tests were performed, 16 with LNG and 2 with liquid nitrogen (LN2). The influence of the orifice 

diameter and storage conditions were studied. The tests conditions are presented Table 1. 

 

Table 1: Tests parameters 

Parameter Value 

Product LNG (16) and LN2 (2) 

Orifice diameter 2, 3, 5, 7 and 9 mm 

Pressure Atmospheric to 9 bara 

Temperature Saturated and subcooled (up to 8 bara) 

 

The LNG composition was not available for each delivery. When it was, this composition came from 

the LNG terminal and was therefore representative of the composition before its transportation. To 

cope with this lack of information, a method was developed to measure the composition. It entailed 

allowing a small liquid leak from the bottom of the vessel. The released LNG was diluted with air 

and homogenized by the air flow. The concentration of methane, ethane and propane were then 

continuously measured using FTIR spectroscopy after the vaporization of the LNG. The composition 

was then obtained using a time integration. As expected, it was found that the proportion of methane 

decreased during the lifetime of a single delivery of LNG as it gradually warmed up.  

3.2 Test protocol 

The steps of the test protocol developed are described below. 

1. Tank conditions setting 

Before the test, the pressure and temperature inside the storage tank had to be set considering the test 

conditions. The LNG storage vessel did not have a heating element, therefore to increase the 

temperature of the LNG to the targeted value, it was necessary to wait for the LNG temperature to 

increase as a natural consequence of heat exchange with the environment. To decrease the 

temperature to the targeted value the pressure was decreased until it reached the corresponding 

saturation pressure. In the initial experiments, gas was released from the top of the tank at once, which 

required waiting for the conditions inside the tank to stabilize. Later, to ensure that the product is at 
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equilibrium, a pressure control device was connected to the tank to maintain constantly the pressure 

inside the tank to the targeted value. 

For subcooled releases the vaporiser was used to reach the targeted pressure just before the test. 

2. Release line cooling  

LN2 was used to cool down the line before the test. This was achieved by connecting a LN2 450 L 

tank to the release line as close as possible of the tank. The line was then cooled until the temperature 

at the orifice dropped below the liquid phase temperature in the tank. 

3. LNG (or LN2) release test 

As soon as the line was cooled, the LNG (or LN2) release was started. The vaporiser was then 

manually set. 

- For subcooled releases it was set to maintain the pressure steady. 

- For saturated releases it was set to slowly increase the pressure inside the tank until the release 

at the orifice became a liquid. 

As soon as the release was liquid the PDA measurements were started. The criterion for the release 

to be liquid was that the void fraction was less than 10%. The void fraction is calculated using the 

density measured by the flowmeter: 𝜌𝑓𝑙𝑜𝑤𝑚𝑒𝑡𝑒𝑟 = 𝑥. 𝜌𝑔𝑎𝑠 + (1 − 𝑥). 𝜌𝑙𝑖𝑞𝑢𝑖𝑑 

where: 

- 𝜌𝑓𝑙𝑜𝑤𝑚𝑒𝑡𝑒𝑟 is the density measured by the flowmeter, 

- 𝜌 𝑔𝑎𝑠 is the vapour density of the LNG, 

- 𝜌𝑙𝑖𝑞𝑢𝑖𝑑 is the liquid density of the LNG, 

- 𝑥 is the void fraction. 

Usually the void fraction was found to be zero when the PDA measurements were triggered 

(especially for subcooled releases). The density measured by the flowmeter reached a plateau when 

it was fully liquid. It was interesting to note that the release became quiet suddenly when the release 

turned into liquid. It is then possible to hear the transition on the test site. As soon as the PDA 

measurement was over, the release was stopped and the release line was purged with LN2. 

4. Rainout 

Rainout was only observed for the two tests that were performed with a pressure as close as possible 

to atmospheric pressure: 

- Test 8b (LNG, 7 mm, 1.5 bara) 

- Test 15 (LN2, 7 mm, 1.5 bara) 

The release pressures and orifice diameters are the same for the 2 tests (7 mm, 1.5 bar) but the products 

are different. For higher pressure, even for subcooled tests, no rainout was observed. It is worth noting 

that for smaller orifice diameters (≤3 mm) it was not possible to reach 100% liquid release for this 

pressure condition. 

A screenshot of the IR camera and a picture of the jet are presented on Fig. 9 for test 8b. It gives a 

clear view of the jet and reveals the rain-out. The mark left by the rain-out after the release was 

centered about 3,5 m ahead from the release point. It was about 2 m long and 1 m wide. 
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Fig. 9. Test 8b - Rainout evidence. IR screenshot (left), visible (right).   

Fig. 10 and Fig. 11 present some pictures revealing the rain-out observed during test 15. The mark 

left by the rain-out after the release was centered about 3.5 m ahead from the release point. It was 

about 2.5 m long and 1 m wide. 

 

 

Fig. 10. Test 15 - Pictures revealing rain-out during the release 

 

  

Fig. 11. Test 15 - Pictures showing the rain-out marks after the end of the release 
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5. Conclusions 

The SPARCLING JIP was launched by TOTAL, AIR LIQUIDE, SHELL, GRTgaz & INERIS. The 

goal of the project was to produce high-quality experimental data on the size distribution and 

velocities of the LNG droplets using a dual PDA (Phase Doppler Anemometer), following the 

pressurised release of LNG. The test programme was managed and run by INERIS at their test site at 

Verneuil-en-Halatte.  

The testing bench and test protocol developed is presented in detail. 16 pressurised releases of LNG 

and 2 of LN2 were performed. The different release conditions parameters are presented below. 
 

Parameter Value 

Orifice diameter 2, 3, 5, 7 and 9 mm 

Pressure Atmospheric to 9 bara 

Temperature Saturated and subcooled (up to 8 bara) 
 

Rainout was observed only for the 2 tests that were performed with a pressure as close as possible of 

the atmospheric pressure: 

- Test 8b (LNG, 7 mm, 1.5 bara) 

- Test 15 (LN2, 7 mm, 1.5 bara) 

For higher pressure, even for subcooled tests, no rainout was observed.  

The analysis of the experimental data produced, especially those with the PDA, is an ongoing work. 

The influence of the release conditions on the droplets size is being investigated. 
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Abstract 

Assessing the risk of formation and ignition of explosive atmosphere (ATEX) associated with the 

generation of a flammable aerosol is required by European ATEX regulation. However, such risk 

analysis sometimes proves difficult because of the lack of tools correlating the dispersion conditions 

of a mist cloud with its flammability and explosivity. This work aims to define objective criteria for 

assessing the risk related to the hydrocarbon mists explosion within the framework of hazardous area 

classification. Different fluids were selected according to their industrial interest and their 

physicochemical characteristics; here, a volatile solvent (ethanol), a lubricating oil and kerosene. 

Existing experimental set-ups as the 20L sphere and the modified Hartmann tube were adapted to 

determine the flammability and explosion severity of sprays and mists. A sensitivity study was 

performed as a function of influential parameters such as the fluid composition, the generation mode, 

the pressure and the turbulence. The time evolution of droplet size distributions was determined by 

in situ laser diffraction and APS spectrometry (aerodynamic diameter measurement). The 

flammability study was focused on the determination of the Lower Explosive Limit and the Minimum 

Ignition Energy. In parallel, the study of the flame propagation in a semi-open tube was used to 

qualify the effects of the turbulence/combustion interactions. Some tests were also performed in a 

standard 20L explosion sphere to determine the maximum explosion pressure and maximum rate of 

pressure rise of specific mists. Finally, these experimental results could serve as an input for reactive 

CFD simulations aiming at predicting the consequences of aerosol explosions. From a practical point 

of view, this study should provide decision support tools for hazardous area classification, especially 

for the definition of the flammable cloud extent on the basis of a percentage of the lower explosive 

limit. 

Keywords: aerosol, spray, explosion, flame propagation, hazardous area classification  

1. Introduction 

In 2009, an incident survey of the Health and Safety Laboratory, reported 37 mist incidents, among 

which 9 explosions lead to 29 fatalities (Santon, 2009). In most of the cases, the incidents arose from 

the ignition of mist or spray at a temperature near or below the liquids’ flash point. Similar to what is 

proposed by Eckhoff (2016), the terms “spray” or “mist” are used arbitrarily in this text as they are 
both relevant terms in explosion incidents. Sprays are usually produced mechanically from a spray 

nozzle or an accidental leak whereas mists are clouds of liquid droplets of smaller size, usually 

generated by condensation of a supersaturated liquid. 

Ten years later, Lees et al. (2019) showed that 10% of reported releases on offshore oil and gas 

installations in the UK involved sprays or mists. Such cases demonstrate the need to acquire full 

knowledge and ability in order to classify hazardous mist explosive areas. This classification is 

currently well established for gas and dust explosions (Gant, 2013). Several regulations (Directives 

2014/34/EU and 1999/92 CE), standards (e.g. EN 14034 series), and industry codes of practice are 
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already available for use in industries in order to study the conditions of dispersion and explosions of 

flammable gas or dust releases; however, such standards for mists have not been completely set yet. 

In fact, some guides such as EI15 underline this lack of knowledge. It is noted in the guide’s model 
code of safe practice on area classification (Energy Institute, 2015) that “there is little knowledge on 
the formation of flammable mists and the appropriate extents of associated hazardous areas”. Also, 

two pages of qualitative guidance on flammable mists are embodied in the latest version of the 

relevant IEC standard (IEC 60079-10-1; IEC 2015) (Gant el al., 2016). 

Identifying factors and criteria of liquid handling, as well as determining fluids’ safety parameters 

will be helpful to assess the flammability and explosion severity of hydrocarbon mists. The ability to 

determine the latter, is a stepping stone to the classification of hazardous areas (HAC) and to the 

improvement of current ATEX standards and regulatory provisions concerning liquid aerosols.  

However, the subject of mist ignition/explosion has been under study and investigation for over 

seventy years. Eichhorn (1955) has notably published an article in the Petroleum Refiner entitled 

“Careful! Mist can explode”. He has introduced the concept that aerosols of flammable liquids at 

temperatures well below their flash points can explode. Eckhoff (1995) has also written a review of 

spray and mist explosions, and has defined some conditions under which any combustible liquid 

aerosol can be explosive. The possibility of a mist ignition/explosion has been studied in an HSE 

report by Gant (2013). Such a report provides a large background on the physics of spark ignition and 

flame propagation, the fundamentals of droplet dynamics and pressurized liquid releases, as well as 

mitigation measures. 

Scientifically studying mist formation, ignition and explosion is an object of study that can also be 

presented as an intermediate case between gases and dusts. The behaviour of liquid sprays or mists 

differs from that of gases as several phenomena, such as light diffraction, fuel evaporation (Ballal et 

Lefebvre, 1981) or flame stretching by impacting droplets, occur for mists but not for gases. For 

instance, Eckhoff (2016) describes explosive mist clouds as less stable than explosive dust clouds due 

to the collisions between droplets, which gives rise to coalescence and the transformation to fewer 

and larger droplets. The increase of size leads to a greater sedimentation velocity and perhaps more 

turbulence and flame disturbance. 

By addressing the unknowns and studying the differences between mist, gas and dust explosions, 

guidelines can be provided to industrialists as well as standardised methods for HAC of liquid mists. 

In order to illustrate this approach, this paper will be focused on common liquid fuels of different 

physical properties (ethanol, kerosene, and a lubricating oil). Their dispersion, using spray nozzles, 

ignition and explosion will be studied to highlight their different behaviours and stress their 

specificities, notably with regard to gas explosion. 

2. Materials and Methods 

At first, the fuels selected will be presented according to their industrial interest and their physical 

properties. The second step encompasses the description of the generation mode and the 

characterisation of mist properties such as the droplet size distribution and concentration. The third 

step focuses mainly on the determination of the explosion severity parameters of such mists, i.e. the 

maximum deflagration pressure Pmax, the maximum rate of pressure rise dP/dtmax and the laminar 

flame velocity. 

2.1 Fuel Selection 

A fluid classification system was developed by the Health and Safety Executive (Burrell and Gant, 

2017), which divided fluids of industrial interest into four release classes based on their flashpoint 

and their ease of atomisation represented by the Ohnesorge number Oh. This paper deals with three 

fuels representing three releases classes. 

Ethanol was chosen due to its growing use in our daily lives as an engine fuel, fuel additive for 

automobiles or marine sector. With the increase of the demand for ethanol-fuel blends, its production 
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and transport increases, which requires to manage the fire and explosion risks. Beside to its physical 

properties, ethanol was also selected as a calibration fluid as numerous studies were already 

performed to characterised the ignition sensitivity and explosion severity of its vapours and mists 

(Timothée, 2017).  

Tests were performed on Kerosene, which represents the HSE Release Class I. Kerosene is a 

combustible hydrocarbon liquid derived from petroleum. It is widely used as a jet fuel and also has a 

range of household applications. Kerosene mist explosions have been frequently reported throughout 

the years; for example: an explosion in 1886, UK due to a leak of Russian kerosene as a form of mist 

ignited by a naked light (Santon, 2009). Various studies, on different types of kerosene, can be found 

in literature; HSE, for instance, have performed ignition tests on spray releases of Jet A1 kerosene 

with an ignition source of 1 Joule electric spark and a release pressure ranging from 5 to 20 bars. 

(Bettis et al. 2017; Vukadinovic et al. 2013; Wu, 2016) 

Another fluid tested is the Mobil DTE Heavy Medium VG68, which exemplifies HSE Release Class 

III. This fluid is a hydraulic oil also tested by HSE at various release pressures. It is a lubricant 

designed for applications where long lubricant service life is required; such as in gas turbines (Dufaud 

et al. 2015) and hydraulic pumps.  

Table 1 shows some physical properties from the literature for the three liquids tested. Other 

properties, such as heat capacity and surface tension will be characterised experimentally for these 

fuels and several others (iso-octane, methyl butanoate as a biodiesel surrogate …) in further studies.  

 

Table 1: Physical properties of different fluids 

 Ethanol* 
Mobil DTE Heavy 

Medium** 
Kerosene (jet A1/A)  

Flashpoint (°C) 13 223 > 38°C  

Density (kg.m-3) 794 860 775 – 840 (ASTM D7566) 

Viscosity (cSt) 1.2 (at 20°C) 64.3 (at 40°C) 8 

Surface tension  

(kg.s -2) 
0.023 0.033 0.024 

Flammability limits (%) 3.3 - 19  0.9 - 7.0 % 0.7 - 7%  

LTL/ UTL (lower 

temperature limit/ upper 

temperature limit) 

9 - 44°C - 38 - 83 °C 

HSE Release Class 

 

Class I or ‘unclassified’  
(Oh ratio   2,  

Flashpoint  < 125°C) 

Class III 

(Oh ratio < 2,  

Flashpoint   125°C) 

Class I 

(Oh ratio   2,  

Flashpoint < 125°C) 

* (Brandes and Frobese, 2009), ** MSDS from ExxonMobil,  MSDS from Honeywell Fluka,  (Mouzakitis and Giles, 

2017),  (Burrell and Gant, 2017) 

 

It should be noted that the influence of temperature on the physical properties of these fluids should 

always be taken into consideration. As such, the temperature of the fluid may significantly influence 

its viscosity, hence introducing notable uncertainties in the assessment of risks. In this study, fluids 

were used at ambient temperatures in order to have a preliminary idea of their behaviour.  
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2.2 Mist properties 

Characterising and predicting the behaviour of mist is a challenge. For instance, a rupture or leak in 

a vessel, due to damage or corrosion, has a very uneven shape and occurs in different conditions. To 

better predict the behaviour of mist, tests should be performed in the closest conditions possible to 

that of industrial accidents. Nevertheless, the experimental procedure proposed to characterise the 

ignition sensitivity and explosion severity of such mists should also be standardized, so that the results 

can be compared and that generic safety measures can be proposed. It should be noted that 

characterising properly the mist before its ignition is of great importance since the safety parameters 

of mists are highly affected by their droplet size distribution, concentration and turbulence (Gant et 

al., 2013).  

2.2.1 Mist generation mode 

There exist several ways to generate a mist/spray, such as: condensation of saturated vapour, agitation 

and splashing, air stripping, and spray discharge from a pressurised liquid reservoir. For this paper, 

mist was generated by using siphon/gravity-fed spray set-ups as shown in Figure 1. These dispersion 

systems comprise a Venturi junction with 2 inlets: an air inlet and a liquid inlet.  

 

Fig. 1. Example of a spray nozzle and focus on the generation by Venturi effect 

 

Mist spray generation was investigated as a function of the relevant parameters stated by Kooij et al. 

(2018): nozzle type, spraying pressure and fluid properties. The nozzle type was varied as well as the 

type of air cap (varying between a flat orifice and a round one with different diameters) installed on 

top of each nozzle. The results presented in this paper in section 3.1 are that of experiments performed 

using two different sets of air atomizing nozzles from Spraying Systems Co comprising one fluid cap 

of reference 1650-DF combined with two different air caps: a circular jet air cap (reference: 64-SS-S 

– Cap 1) and a flat jet air cap (reference: SS.CO-73420 – Cap 2).In addition to the type of nozzle and 

air cap, the air pressure was varied between 1 and 6 bars according to the maximum pressure tolerance 

of each type of nozzle.  

 

2.2.2 Droplet size distribution (DSD) 

The size of a droplet can be defined by a competition between fluid inertia and surface tension (Kooij 

et al. 2018). The time evolution of droplet size distributions was determined by in situ laser diffraction 

(Helos/KR-Vario by Sympatec GmbH) and will be supplemented by APS spectrometry (aerodynamic 

diameter measurement) to quantify the submicron droplets. 

The Helos laser sensor is designed to analyse extended aerosols’ and sprays’ droplet size using 5 

high-resolution measuring ranges from 0.5µm to 3500µm. The apparatus measures directly through 

the transparent walls (borosilicate glass) of the flame propagation tube with adjustable heights (see 

Figure 2.a.). The R3 lens was used as it covers a range of droplet diameters from 0.5/0.9µm to 175µm. 
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nozzle  

Venturi 

air 

liq
ui

d 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

575



 

 

The acquisition frequency was set at 2 distributions per millisecond. The measurements given by the 

sensor are notably the volume diameter d10, d50, d90 and the D3,2 (Sauter Mean Diameter, SMD). In 

order to have an approximation of the DSD near the kernel spark produced by an ignition source 

described in more details in Section 2.3, the height of the sensor was adjusted to a height 

corresponding to the location of the ignition source.  

The flame propagation tube is a 1 m long hermetic tube with a 0.07 m2 cross section. As it can be 

seen in Figure 2.b the spray nozzle was set at the bottom of the tube. The latter was then closed and 

equipped by a safety release valve at its upper end. 

 

Fig. 2. (a) Laser diffraction sensor Helos positioned to determine the DSD in the tube, (b)Flame 

propagation tube equipped with a spray nozzle, positioned for explosion tests 

2.3 Flammability and explosion severity 

Both an opened-vessel, i.e. the flame propagation tube (Figure 2b) and a closed-vessel, i.e. the 20 L 

explosion sphere (Figure 3) were alternately used to test the flammability and explosivity of the mists.  

 2.3.1. Flame propagation tube 

The tests performed on the flame propagation tube enable to evaluate the flammability characteristics 

of aerosols, i.e. their minimum ignition energies (MIE) and their lower explosivity limits (LEL) as 

well as an intrinsic safety parameter, the laminar flame speed. This paper focuses primarily on the 

determination of the laminar flame propagation speed as its knowledge will be useful to calibrate the 

test procedure and equipment. 

To disperse the mist into the tube, KSEP 310 unit (Cesana AG) is used. This gas control unit is usually 

connected to the 0.6 L dust storage chamber of the standardised 20 L explosion chamber (EN 14034) 

for controlling the injection of compressed air into the explosion chamber. It was used as an inlet to 

the spray nozzle in order to have a fixed duration of mist generation. The generation duration is 

approximately 8.7 seconds, i.e. the pressurized air is injected for about 8.7 seconds simultaneously 

triggering mist formation by the Venturi effect. To ignite the mists, an ignition system comprised of 

two fixed electrodes was connected to a KSEP 320 unit, which is a high-voltage transformer 

supplying power for ignition. An additional control system designed by LRGP is used to control the 

spark persistence time of the KSEP 320. The latter generates a power of 225 W; therefore, the ignition 

energy depends on the persistence time of the spark. For example, to give a supply of 20 J, the spark 

will be generated non-stop for a duration of 89 ms. It should be noted that the sedimentation of the 

Release valve 

Electrodes 

Spray nozzle 

High speed 

video camera 

(a) (b) 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

576



 

 

droplets should be taken into consideration, hence, using Stokes law for flows of Re < 1, the ignition 

duration must be chosen according to the terminal velocity. 

Several measurements were carried out for the three tested fluids with an ignition energy of 20 J and 

an ignition delay time tv ranging from 100 ms to 1000 ms, i.e. the time between the mist generation 

and ignition. A new generation unit is currently designed to adjust the various generation and ignition 

parameters as requested. 

After ignition, flame propagations were recorded using a high-speed video camera (the MotionBlitz 

EoSens mini2 camera which has a resolution of 1,696 x 1,710 pixels and is equipped with an AF 

NIKKOR 35mm f/2D lens from Nikon). The recorded videos were treated and analysed in order to 

calculate the laminar flame speed. The procedure used to analyse the flame kernel growth and extract 

the flame front position and surface area as a function of time is described by Cuervo et al. (2017). 

Then, assuming a linear relationship between the flame spatial velocity and the Karlovitz factor 

(stretching factor), the laminar burning velocity Su0 can be estimated (Cuervo et al., 2017). 

 2.3.2. 20L explosion sphere 

As for the study of mist ignitability, the standard 20L sphere was used to determine the mis explosion 

severity (Figure 3.a). The spray nozzle was installed on the bottom entry port of the sphere which is 

a modification added to the original sphere (Figure 3.b). Before injecting the fuel/air mixture, the 

sphere was partially vacuumed, so that, when the mist is injected, an atmospheric pressure would be 

attained. The generation time is adjusted as a function of the desired fuel concentration. The ignition 

source used for this test was a pyrotechnical chemical igniter of an energy of 100J. The igniters were 

actuated electrically by a low-voltage electrical signal sent by a KSEP 310 unit (Cesana AG). The 

ignition delay time can be varied, but it was set to zero for this study, which means that the ignition 

occurs immediately after the end of the mist injection. It should be noticed that, under industrial 

conditions, fluids as lube oil or hydraulic oil can be generated at high temperatures, which is not the 

case here. Two piezoelectric pressure transducers were connected to a KSEP 332 unit to measure the 

pressure as a function of time. Then, the pressure was acquired in the software package KSEP 7.1 

which is also used to allow a safe operation of the test equipment and an optimum evaluation of the 

explosion results. 

 

Fig. 3. (a) the standardized 20L explosion sphere, (b)the nozzle connections to the 20L sphere 

 

(a) 

(b) 
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Moreover, in order to visualise the flame propagation and the droplet size distribution of mists in the 

20L sphere, several modifications were applied to a similar vessel (Santandrea et al., 2020). Four 

windows were added to another sphere, as well as a vent. Further studies will show results of tests 

performed on the open sphere.  

3. Results and discussion 

3.1 Droplet size distribution and flow rate 

As it can be seen in Figure 4, the DSD of the Ethanol mist, generated with Cap 2, can be considered 

as unimodal with a maximum at about 3.39 µm, which is the Sauter Mean Diameter (SMD). A small 

second peak appears at about 8-9µm which may be due to the coalescence of some droplets during 

either the generation phase or the sedimentation phase.  

Granulometry tests were also performed on Kerosene and on Mobil DTE Heavy-Medium VG68 and 

similar distributions were obtained. The DSDs of Kerosene and Mobil oil both showed a unimodal 

distribution with SMDs of 4.2µm and 2.8µm, respectively. 

 

Fig. 4. Droplet size volume/mass distribution of Ethanol mist generated at P = 4bars (Cap 2) – Time 

step: 200 ms 

The values shown in Figure 4 represent the droplet size evolution over a 1.8 s period after generation 

with an interval of 200ms.. It should be stressed that these results were obtained in a semi-open tube. 

However, even though ignition occurs directly after injection in the sphere, it is possible that a similar 

DSD could be obtained, neglecting the effect of liquid perspiration on the walls of the tube. Such 

DSD was also tested in the modified 20 L open sphere for the three fluids generated using various 

combinations of fluid and air caps with increasing orifice diameters. Moreover, in order to have a 

clearer look at the particle size distribution of the generated mists right before explosion, and in order 

to test the evolution of the distribution as a function of time, DSD measurements were also performed 

after 8.7s of generation. Results showed the presence of droplets of larger size (around 50µm) 

indicating the presence of coalescence. Moreover, nozzle sets with a larger orifice diameter 

demonstrated a similar distribution behaviour but with larger values of SMD.  
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Table 2 shows that the influences of the nozzle and of air pressure on the droplet size distribution of 

an ethanol mist remain weak. Similar trends were observed for the lubricating oil and kerosene. 

However, it appears that the flow rate, determined by collecting and weighing the generated mist, 

changes as a function of the nozzle and ranges from 0.06 mL.s-1 to 0.15 mL.s-1 for cap 2 and cap 1, 

respectively.  

Table 2: Mean diameter d50 (µm) of ethanol mist after 700 ms generation 

Air pressure (bar) Cap 1 Cap 2 

1 8.0 6.3 

4 6.8 7.2 

 

Being able to independently control the flow and DSD is an essential point of any study on the risks 

associated with mists. This will allow to conduct a sensitivity study on the following parameters: the 

fuel equivalent ratio, the droplet size distribution and the chemical nature of the fuel, and to determine 

their impact on the ignition sensitivity and the explosion severity of hydrocarbon mists. In this paper, 

only the latter parameter will be developed.  

3.2 Flame propagation speed 

Preliminary tests were performed on ethanol mists in order to calibrate the procedure of laminar flame 

velocity determination. Experiments were carried out with cap 2 and an ignition energy of 20 J. 

First, it should be noted that ignition occurred for both ethanol and kerosene mists with an energy of 

20 J, whereas no ignition was observed for the hydraulic oil Mobil DTE Heavy-Medium VG68, even 

by increasing the ignition energy up to 200 J. This absence of ignition is due to the very high minimum 

ignition energy of the lubricating oil. Such conclusion is consistent with the results obtained by 

Dufaud et al. (2015), who studied mists from a lubricating oil used in gas turbines and found that no 

ignition occurred for energies lower than 2000 J. The flame propagations observed for ethanol and 

kerosene were expected as their minimum ignition energies are 0.23 and 0.65 mJ (Bane et al., 2013), 

respectively. It should be noted that the latter parameters are valid for gaseous fuel/air mixtures and 

do not correspond to the MIE of liquid aerosols. Nevertheless, it would seem that the MIE of a mist 

is always greater than the MIE of an equivalent gaseous mixture of vapour and air (Gant, 2013); the 

experimental demonstration of this assertion is part of the objectives of this study. Finally, the high 

ignition sensitivity of kerosene is not surprising as numerous experiments previously performed on 

this fuel showed that ignition was possible whatever the injection pressures tested (Bettis et al., 2017). 

 

 

Fig. 5. Flame propagation in an ethanol mist - ignition energy: 20 J and 500 ms; a) 0.5 ms; b) 

4 ms; c) 8 ms 
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The videos recorded by the high-speed video camera were analysed for both ethanol and kerosene at 

various ignition delay time. The tests carried out at low turbulence levels, i.e. at high tv, lead to the 

more stable flame kernels and to ellipsoidal flame surfaces, which makes it easier to determine the 

normalized increase of flame surface area or flame stretch K. Figure 5 shows the flame propagation 

in an ethanol mist for a tv of 500 ms, which corresponds to a root-mean-square velocity urms lower 

than 0.1 m.s-1 (Cuervo, 2015). In this case, spatial flame speeds up to 5 m.s-1 were recorded.  

Considering the ellipsoidal flame deformation and assuming a linear relationship between the burning 

velocity and the Karlovitz factor K (Clavin, 1985; Markstein, 1964), laminar burning velocities of 

57  cm.s-1 and 31 cm.s-1 were obtained at tv 500 ms for ethanol and kerosene mists, respectively. It 

should be underlined that the using such linear relationship requires validating numerous 

assumptions, such as an unwrinkled, infinitesimally thin and weakly stretched flame, which is 

impossible in practice, especially when dealing with biphasic combustion.  

The results found for the ethanol mist are consistent with literature values, i.e. Liao et al. (2007) found 

a laminar burning velocity between 54 and 58 cm.s-1 for mixtures of gaseous ethanol and air at 

elevated temperatures. Bradley et al. (2014) found a laminar speed between 28 and 35 cm.s-1 for 

ethanol aerosols, with DSD ranging from 5 to 30 µm.  

As for ethanol, tests were mainly performed on kerosene vapours, i.e. at least at a temperature of 

400K in gas phase. Vukadinovic et al. (2013) found an approximate of 82 cm.s-1 for the laminar flame 

velocity of kerosene, whereas Wu (2016) obtained velocities ranging between 57 and 78 cm.s-1 for 

temperatures ranging from 400 to 473K. The experimental value determined for kerosene mist is then 

much lower than the literature values. Obviously, this difference can be due to the nature of the fuel 

(liquid droplets or vapour), but before validating this assertion, tests should be performed at various 

fuel equivalent ratio. 

3.3 Explosion severity 

As presented in section 2.3.2, the 20 L sphere has been modified in order to allow the generation of 

mists and a test procedure has been validated. Preliminary tests performed on ethanol mists show that 

maximum explosion pressure reaches 8.8 bar, whereas the dP/dtmax is 1553 bar.s-1 (Figure 6).  

 

Fig. 6. Evolution of the maximum overpressure and rate of pressure rise in the 20L sphere as a 

function of the ethanol mist concentration (7 bars injection pressure, ignition energy: 100 J, tv: 0) 
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If the evolution of the maximum overpressure as a function of the mist concentration is consistent 

with the explosive behavior of a combustible gas or a dust, showing a lower explosive limit around 

160 g.m-3 followed by an increase and then a decrease of Pm, the evolution of the dP/dtm parameter is 

apparently unusual with a sharp peak around 300 g.m-3. A direct visualization of the flame 

propagation in the open tube (3.2) at different fuel equivalence ratio will help to better interpret the 

previous evolutions. 

In addition, it should be kept in mind that the maximum adiabatic pressure for ethanol vapour is 9.5 

bar and that a maximum pressure of 7.7 bar was reached in a 5 L explosion sphere for fuel equivalent 

ratio of 1 at 293K (Cammarota et al., 2012), which is in rather good agreement with the preliminary 

tests. Following the first validation tests, it is now necessary to conduct a sensitivity study including 

the droplet size distribution, the initial turbulence of the mist and the chemical nature of the fuel. 

Concerning the latter parameter, Table 3 shows a comparison between the explosivity parameters of 

ethanol and kerosene mist generated under similar injection conditions. It should be stressed that the 

ignition energy of kerosene had to be increased as no ignition occurred with 100 J chemical igniters 

in the sphere, which is different from the results obtained in the flame propagation tube with a 

different injection set. If the maximum overpressures of kerosene and ethanol mists are rather similar, 

the maximum rate of pressure rise is of kerosene is much lower than that of ethanol, as well as it 

sensitivity to ignition. 

 

Table 3: Explosion severity parameters of ethanol and kerosene mists (7 bars injection pressure, 

ignition energy: 100 J for ethanol, 5000 J for kerosene, tv: 0 ms) 

Explosion severity of 

mists 
Ethanol Kerosene 

Pmax (bar) 8.8 2.1 

dP/dtmax (bar.s-1) 1553 249 

 

4. Conclusions 

This preliminary study aims at developing and proposing new tests procedures in order to determine 

the ignition sensitivity and explosion severity of hydrocarbon mists. These tests should be performed 

on simple or/and standard equipment which can be found in industries or laboratories, in order to be 

able to compare the results and propose adequate solutions for explosion risk management.  

Experiments carried out on ethanol, kerosene and lubricating oil have allowed to validate the 

procedures and setups. Additional tests are currently performed on a larger range of DSD using 

different types of nozzles and different fuels (iso-octane, methyl butanoate). A sensitivity study is in 

progress in order to highlight the influences of the fuel equivalent ratio, the DSD, the initial turbulence 

and the chemical nature of the fuel. 

From a practical point of view, this study should provide decision support tools for hazardous area 

classification. In particular, it should assess if the definition of the flammable cloud extent on the 

basis of a percentage of the assumed LEL of the vapours is valid or not and should provide simple 

models linking the mists generation and ignition to the droplet size distribution and fluid properties. 

These preliminary tests demonstrate that classical standard set-ups, as the 20L sphere, can be 

modified and used to quantitatively assess the explosion severity of hydrocarbon mists, but also put 

forward an alternative way based on the estimation of the unstretched/laminar flame velocity of such 

compounds. Finally, thanks to different nozzles, caps and operating conditions, the impact of the DSD 

of the flame propagation and explosion severity will be highlighted. 
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Abstract

Dust explosion dynamics, usually expressed by the parameter KSt , plays a key role in an assessment
of a dust explosion hazard in industrial installations, particularly in design and choice of explosion
protection systems. In practice most often the KSt value is assessed in the standard 20-l sphere, e.g.
Siwek sphere. Explosion dynamics strongly depends on turbulence intensity in dust/air mixture. Mea-
surements of the turbulence in the standard 20-l sphere (Dahoe (2000), Dyduch et al. (2016)) revealed
its fast decay in the time interval when a typical explosion reaches highest intensity – maximum value
of (d p/dt)max. Therefore when the explosion develops fast, maximum rate of pressure rise occurs at
higher turbulence intensity and vice versa, longer time to reach (d p/dt)max should result in conditions
of lower turbulence intensity.
In the paper the magnitude of the effect is assessed. Its influence on KSt value of different dusts was
checked based on experimental results obtained in the standard 20-l sphere. At first, reference level of
the turbulence intensity was chosen. Then KSt values of several dusts were adjusted to the reference
conditions. The results indicate that in extreme cases (very long or very short time to (d p/dt)max) the
corrected values of KSt differ significantly from those obtained the standard way.

Keywords: dust explosion, explosion dynamics, standard test, industrial explosions

Nomenclature

KSt
Value of maximum rate of pressure rise in each pressure-time history scaled with
cube root of the volume

Kcorr
St Corrected KSt value

KSt max Actual value as defined in the Standards

lt Turbulence length scale

l
re f
t Reference value of lt

St Turbulent burning velocity

Sl Laminar burning velocity

tex Time when
(

d p
dt

)

max
is reached

tv Ignition delay time

urms Root-mean-square velocity

u
re f
rms Reference value of urms

δ Flame thickness
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1 Introduction

Maximum rate of pressure rise converted, if necessary to KSt max, is among the most important explo-
sion severity parameters used in the process safety assessment of dust explosion hazard in industry.
Subsequently knowledge of KSt max parameter is essential for adequate design of a protective method
to assure proper control of the dust explosion Pekalski (2005). Standards either in Europe EN-14034-
2 (2011) or in North America ASTM-E-1226 (2019) define the test methodology. The recommended
apparatus for the test is the standard 1 m3 vessel but other apparatus are allowed as long as their usage
lead to adequate results. In practice vessels of smaller volume are used most often. Such apparatus
requires less sample mass per test, it is simpler in operation and therefore allows larger number of test
performed. The most widely used is the 20-l sphere previously produced by Kühner A.G. and now by
TÜV SÜD Schweiz, so called Siwek sphere. However the KSt max assessed in the sphere not always
agree with the results from the standard 1 m3 vessel (Proust, 2007). Amongst factors that contribute
to the difference is turbulence intensity created inside the test vessel after dispersion of a sample and
different rate of the turbulence decay. Measurements of turbulence intensity published by several
authors show fast turbulence decay in the 20-l sphere, in the time interval when the dynamics of a
typical dust explosion is highest. As the value of KSt max strongly depends on the turbulence intensity
the moment when the explosion dynamics is highest may influence the test results.
In the paper the magnitude of the effect is assessed. Its influence on KSt max value of different dusts
was checked based on experimental results obtained in the standard 20-l sphere. At first, reference
level of the turbulence intensity was chosen. Then a method of KSt max correction was described.
Finally KSt max values of several dusts were adjusted to the reference conditions and compared with
the original ones.

2 Correction method

To assess how the explosion dynamics, expressed by KSt , is influenced by different turbulence inten-
sity a relationship between KSt and turbulence parameters is required. First of all a suitable form of
KSt dependence on turbulence parameters should be chosen. Then a reference level of turbulence to
which all results will be adjusted ought to be defined. Finally, the method of the correction should be
developed.

2.1 Suitable form of KSt dependence on turbulence

To find a relationship between KSt and turbulence parameters it is useful to recall that maximum rate
of pressure rise (d p/dt)max and therefore KSt is proportional to turbulent burning velocity St . Many
forms of a relationship that bonds St with turbulence parameters have been proposed. Following
discussion presented by Proust (2017) the relationship in the form

St

Sl

= 0.6

(

urms

Sl

)0.75(
lt

δ

)0.25

(1)

has been chosen. Among other advantages the relationship has a form suitable for the correction
purposes required here.

2.2 Reference value of turbulence

To perform the adjustment a reference turbulence intensity is required. The reference conditions
should reflect the standard conditions, e.i. should lead to correct, well established values of KSt max.
There is a general agreement that KSt max value for Lycopodium clavatum is about 150 bar m/s. This
result was obtained both in the standard 1m3 vessel and 20-l sphere. Therefore data for Lycopodium
has been used to define the reference turbulence intensity in the standard sphere. The data is plotted
in Figure 1.
In Figure 1 and further figures three plots are aggregated. The upper plot presents "raw" results
directly obtained from the tests. The plot in the middle shows root-mean-square velocities that cor-
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Fig. 1: Choice of urms reference value based on Lycopodium data. u
re f
rms = 2.9m/s

responds to the time when (d p/dt)max was reached in each test. To simplify further description that
time will be identified as tex. urms was calculated from the fit to experimental data published in Dahoe
(2000). In the lower plot corrected results are shown.
Presented results indicate that time tex is practically the same for all dust concentrations tested. The
average value of the reference root-mean-square velocity is u

re f
rms = 2.9m/s. This value was used in all

adjustments done in this paper.

2.3 Correction method

To perform the adjustment to the reference conditions the procedure presented by Dyduch (2013)
was applied. The procedure was modified by replacing the Bray’s equation with equation (1). The
corrected KSt value was calculated the following way:

Kcorr
St = KSt

(

u
re f
rms

urms

)0.75(

l
re f
t

lt

)0.25

(2)

where root-mean-square velocities urms and turbulence length scales lt , both reference and actual,
were calculated from empirical relationships developed by Dahoe (2000).
Before the main evaluation the performance of the adjustment method was verified. In Figure 2 plots
present results of the adjustment method applied to Niacin data obtained in different conditions. The
tests were performed in standard conditions (tv = 60 ms) with use of Rebound nozzle and Mushroom
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nozzle (Dahoe, 2000). Additionally, tests were carried out with Mushroom nozzle and extended
ignition delay time tv = 80 ms.
Generally, the correction works satisfactory. Only one point from the tests with longer ignition delay
time for the dust concentration 1000 g/m3 differs significantly from the other two. The rest of the
experimental points represent practically the same dependence KSt vs. Cn.
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Fig. 2: Performance of the correction method

Results in Figure 2 allow to accept the adjustment procedure for the purpose of the intended assess-
ment. Other experimental results, not presented here, also confirm its correctness.

3 Results and discussion

The adjustment procedure was then applied to four sets of experimental results. The sets were chosen
such a way that two of them are characterized by very short time tex, much shorter than typical
time and two other by rather large value of tex. For each set of results, before and after correction,
KSt max value was calculated following the standard method given in European EN-14034-2 (2011)
and ASTM-E-1226 (2019) standards.

3.1 Early explosion development

As short tex time dust an obvious choice is sulphur dust. It is well known that sulphur dust is very
easy to ignite and has very small value of minimum ignition energy of a dust cloud MIE. Results
of application of the adjustment procedure to results obtained in 20-l sphere for sulphur dust are
presented in Figure 3, together with a set of results for Embonian - dust of similar properties.
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Fig. 3: The correction applied to Sulfur and Embonian dusts

For both dusts the correction has changed the results significantly. The dusts have changed explosibil-
ity class. Embonian, according the original results, was St3 class dust while after correction it belongs
to St2 class. Similarly, suplhur dust being in the middle of St2 class after correction is in St1 class.

3.2 Delayed explosion development

As dusts with time tex much longer than typical values diaper fibers and sawdust were chosen. As can
be seen in the middle plot in Figure 4 in all tests of the dusts the values of urms are smaller than 2 m/s,
significantly less than u

re f
rms.

Standard tests result may lead to the conclusion that both dusts may be regarded as marginally ex-
plosible dusts. Correction to the standard turbulence conditions causes significant increase of their KSt

values although they are still dusts of moderate explosive properties. Interestingly, after the adjust-
ment the explosion dynamics of sawdust is assessed as higher than diaper fibers while the conclusion
from the original data is opposite.

4 Conclusions

Measurements of turbulence intensity published by several author show fast turbulence decay in the
time interval when the dynamics of a typical dust explosion is highest. An application of the correction
procedure designed to adjust the results of tests in the standard 20-l sphere to the same, reference
conditions of turbulence in case of some dusts leads to significant changes of the original results.
When turbulence intensity, expressed by root-mean-square velocity, is large at the moment when the
explosion reaches maximal dynamics (d p/dtmax and KSt) the corrected values of those parameters
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Fig. 4: The correction applied to Sawdust and Diapers fibers

may be significantly smaller. And vice versa, longer time to reach (d p/dt)max, at a moment when
turbulence intensity is smaller may result in considerable underestimation of that parameter. The
results indicate that in extreme cases (very long or very short time to (d p/dt)max) the corrected values
of KSt max differ significantly from those obtained the standard way. Such a difference may pose a real
hazard.
As KSt max value is a fundamental parameter used to design protection systems intended to mitigate
dust explosion consequences in industrial installations underestimation of KSt max value lead to haz-
ardous situations. In practice quite often protection systems are not design for exact KSt max value of
the dust present in the installation but rather for dusts of a certain explosibility class. Most often it is
for dusts of St1 class. If in standard test in 20-l sphere assessed KSt max value is near the upper border
of an explosibility class and the dust explosions reach maximal dynamics after unusually long time,
the protection system designed for that class may be insufficient.
For the evaluation described in the paper the sets of extreme times tex have been chosen, i.e. with
largest and smallest values of that parameter obtained in many tests performed at Experimental Mine
Barbara. Usually, the values are well inside the range defined by the dusts chosen, somewhere in the
middle.
In Figure 5 the scaled differences of KSt values for randomly chosen dusts are plotted as a function
of the difference tex − t

re f
ex . Most of the points lay in the range of small differences. Nevertheless it

seems a good practice to control the parameter tex in tests in the standard 20-l sphere.
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The production of materials with dimensions in the nanometre range has continued to increase in 

recent years. In order to ensure safety when handling these products, the hazard potential of such 

innovative materials must be known. While several studies have already investigated the effects of 

explosions (such as maximum explosion pressure and maximum pressure rise) of powders with 

primary particles in the nanometre range, little is known about the ignition temperatures and flame 

velocities. Therefore, the minimum ignition temperature (MIT) of metallic nano powders (aluminium, 

iron, copper and zinc) was determined experimentally in a so called Godbert-Greenwald (GG) oven. 

Furthermore, the flame velocities were determined in a vertical tube. In order to better classify the 

test results, the tested samples were characterised in detail and the lower explosion limits of the tested 

dust samples were determined. Values for the burning velocity of aluminium nano powders are higher 

compared to values of micrometre powders (from literature). While MIT of nanometre aluminium 

powders is within the range of micrometre samples, MIT of zinc and copper nano powders is lower 

than values reported in literature for respective micrometre samples. 

 

Keywords: Dust explosion, Nanomaterials, Minimum ignition temperature (MIT), Flame velocity  

1. Introduction 

Over the past years, the use of nanomaterials in industrial applications has grown, going from 

pharmaceutical and cosmetics fields, to biomedical, electronics, environment and energy (Vignes, et 

al. 2012). As the use and production of metallic nano powders increases, measures need to be taken 

to mitigate accidents (fires, explosions etc.) caused by nanomaterials. The progress in the field of 

prevention of metal dust explosions has been slow, due to the complexity of extracting the 

fundamental combustion parameters from laboratories, like ignition sensitivity, burning velocity, 

flame quenching distance or flame structure (Julien, et al., 2015). However, in terms of nano powders 

some studies have been performed. Krietsch et al. (2015) have tested metallic nanoparticles in the 

20 L-sphere (Siwek chamber) to investigate their explosion behaviour. Sun et al. (2018) measured 

the flame length, flame height, flame propagation and flame velocity of nano-aluminium clouds in a 

transparent quartz tube for different atmospheres. Another investigation was carried out by Huang et 

al. (2007) who studied the combustion processes of nano and micro aluminium particles with a type 

of Bunsen-burner apparatus. The results showed an increase of the flame speed by adding 

nanoparticles to the fuel (micrometre particles). Dust explosion in the metal processing industry 

represents a continuous hazard, it is known that some combustible metals can be as energetic and 

hazardous as organic fuels. In order to determine if the physical and chemical properties of the nano 

powders cause an increase in the explosion potential, several parameters that affect the explosivity of 

metallic nanoparticles have been studied, including the maximum explosion overpressure (pmax), the 

maximum pressure rise (dp/dt)max and the minimum ignition energy (MIE). Nevertheless, research on 

minimum ignition temperature (MIT) of metal nanoparticles has been limited (Yuan, et al., 2014). 
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Although several studies have been conducted, there is still a need for more information to better 

understand the explosion behaviour of nanomaterials. The change in the specific properties of nano 

powders and the need to develop suitable protective measures against dust explosions lead to the 

following research questions:  

• Does the ignition temperature further decrease when the primary particle size is smaller than 

one micrometre? 

• How does the flame of metallic nano powders propagate? 

• How does the laminar burning velocity change for primary particles within the nanometre 

range? 

The aim of this paper is to study the influence of the particle size of metallic nano powders on ignition 

temperatures and the flame propagation. These characteristics will be assessed by determining the 

minimum ignition temperature (MIT) and evaluating the flame propagation in a vertical tube. A big 

challenge when conducting dust explosion tests in general is, that the dust must be dispersed before 

ignition. In this way, a good distribution of the particles in the corresponding test volume is ensured. 

This results in high turbulence conditions in standard test apparatuses at the time of ignition. The 

safety parameters determined are therefore strongly dependent on the respective test conditions. 

Especially for metallic dusts, the so-called cubic law can often not be applied. Therefore, not only 

from a scientific point of view, it would be desirable to be able to determine the so-called laminar 

flame propagation velocity in dust clouds without the influence of initial turbulence. This paper 

presents results of experiments with different metallic materials and particle size distributions. The 

aim of these experiments was to minimise the turbulence conditions at the time of ignition by means 

of a special experimental setup. The flame propagation was experimentally investigated in a vertical 

tube open at the top side. The tube is placed on a metallic base, which simultaneously holds the dust 

sample and allows air to enter the tube. A porous plate is located inside the metallic base to minimize 

turbulence in the air flow. The ignition source is provided by a high voltage spark from two electrodes 

located on one third of the tube length. The dust concentration is measured optically (by light 

attenuation) with two concentration probes arranged below and above the electrodes. A high-speed 

camera is used to record the flame propagation. The burning velocity is calculated considering the 

ratio between the cross-sectional area and the surface area of the flame zone. 

2. Characterisation 

According to Krietsch et al. (2015), the increase in the specific surface area of the nano powders 

increases the ignition sensitivity. On the other hand, oxidation reactions may take place on the surface 

of the particles before testing. This process is known as “passivation”. This may lead to a decrease in 
the ignition sensitivity compared to not passivated powders. Furthermore moisture, particle size 

distribution or agglomeration may influence the reactive properties of nanomaterials. In order to be 

able to better assess experimental results, a precise characterisation is indispensable. For this reason, 

the dust samples examined were characterised in detail. 

2.1 Particle size distribution 

In order to have a better overview of the particle size distribution in the gas phase (during flame 

propagation testing), the particle size distribution was determined in a “dry dispersion unit”. The 
purpose of the dry dispersion is to overcome the binding forces between agglomerated particles in 

the micrometre range, as well as optical dilution of the particle collective, to make them measurable 

by the sensors. However, dry dispersion is not suitable for very fine particles (< 1 µm), because it is 

difficult to overcome the high particle binding forces. In this case, a wet dispersion method can be 

used as validation. The measurement was done using the unit Mastersizer Sirocco 2000 from Malvern 

Panalytical GmbH. Results from dry and wet dispersion are given in Table 1. D10, d50 and d90 signify 

the point in the particle size distribution, up to and including which, 10%, 50% or 90% of the total 

volume of material in the sample is ‘contained’. 
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For the “wet dispersion method”, a dust sample is suspended in a liquid dispersant. The method is 

based on laser diffraction measurements which produce volume based particle size distributions. The 

particle size distribution was measured using Mastersizer 2000 from Malvern Panalytical GmbH in 

accordance with the ISO 13320 (10/2009) standard. For sample preparation, the nano powders are 

dispersed in a 3 mmol/l tetrasodium diphosphate solution. For dispersing the zinc sample ethanol is 

used. An external ultrasonic sonotrode is used to disperse the sample until agglomerates have been 

destroyed. The finest distribution is then the output as the measurement result. During the 

measurements, the pre-dispersed suspension is added to the dispersion unit and the samples are 

stirred. After recording the scattered light data, the particle size distribution is calculated using Mie-

theory. 

Due to the high surface energy of the nano powders, all particles investigated tend to agglomerate. 

Although the particles were produced in the nanometre range, they can form structures with diameters 

of far more than 10 micrometres. Under the selected conditions it was not possible to separate the 

particles down to the specified primary particle size. The particle size of the agglomerates to be 

expected is much higher than the information given on the label of the manufacturer. 

The measurement results in Table 1 show a large difference between dry and wet dispersion for all 

samples except iron. For the dry dispersion method, it can be observed that the aluminium samples 

show bigger agglomerate sizes. However, this feature is not seen on the wet method. Even though the 

wet dispersion method is more suitable for nanoparticles, the use of both methods is required because 

the conditions during the flame propagation test are more similar to the dry method. From this 

evaluation it can be predicted that a homogeneous dispersion of the particles in the vertical tube will 

be difficult to achieve, as the distribution of the agglomerates varies from less than one micrometre 

to more than 100 micrometres in the case of aluminium 200 nm. 

 

Table 1: Particle size distribution measurements 

Sample 
Dry dispersion 

Particle size distribution [µm] 

Wet dispersion 

Particle size distribution [µm] 

 d10 d50 d90 d10 d50 d90 

Aluminium 18 nm 1.6 7.8 18.6 0.1 0.8 3.5 

Aluminium 40–60 nm 0.9 7.2 22.5 0.2 0.4 0.8 

Aluminium 50–70 nm 0.7 2.6 10.3 0.2 0.7 3.4 

Aluminium 90-110 nm 0.8 6.4 26.2 0.2 0.7 3.6 

Aluminium 130 nm 0.7 4.5 24.7 0.2 0.9 5.8 

Aluminium 200 nm 0.8 6.5 119.2 0.4 1.9 11.0 

Iron 50–70nm 0.4 1.1 8.0 0.5 1.0 3.3 

Iron 90-110 nm 0.4 1.2 6.9 0.5 1.3 6.1 

Copper 50–70 nm 0.5 2.0 14.7 0.3 1.2 9.3 

Zinc 40–60 nm 0.5 1.6 10.2 0.7 3.7 18.5 

 

2.2 Specific surface area and True density 

The absolute density was determined by helium pycnometer (AccuPyc 1340 II) according to DIN 

66137-2(03/2019). A 10 cm3 stainless steel cup was used. For the sample preparation, drying was 

carried out in an oven at 80°C for 3 hours. Results are shown in Table 4. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

593



 

 

The measurement for the specific surface area was carried on as double determination, using NOVA 

2200 from Quantachrome. The method is based on the BET determination (Brunauer, Emmett and 

Teller), the specific surface area is determined by physical adsorption of a gas on the surface of the 

particles, and by calculating the amount of adsorbate gas corresponding to a monolayer on the surface. 

Physical adsorption results from van der Waals forces between the adsorbate gas molecules and the 

adsorbent surface of the particles. The measurement was carried out based on DIN ISO 9277 

(01/2014) and DIN EN ISO 18757 (01/2006). In each case, 5 points of the adsorption isotherm in the 

range of the relative pressure p/p0 from 0.05 to 0.3 (BET range) were used for evaluation. The samples 

were heated in a degasser at 100 °C in nitrogen steam for a period of 2 hours. 

Table 2 shows a summary of all measurement results. Aluminium particles have smaller density 

values than iron, copper and zinc. On the other hand, the specific surface area is bigger. However, the 

determination shows smaller values than expected. The relatively small specific surface areas of iron, 

copper and zinc as well as the broader particle size distributions, indicate not only agglomerates but 

also solid aggregates. 

The results show that the samples with the smaller primary particle sizes have the larger specific 

surface area. 

The true density of aluminium samples is close to the values reported in the literature (2.7 g/cm³), 

except for Al 18 nm and Al 50-70 nm. The increase in the density of the aluminium samples may 

indicate an oxide layer (Al2O3), on the other hand, a lower value can be due to a layer of aluminium 

hydroxide (Al(OH)3). The density values for iron, copper and zinc are below the respective literature 

values for the pure metal. From this, the conclusion can be drawn that the particles are surrounded by 

an oxide layer. 

Table 2: True density and specific surface area (BET) 

Sample 
True density 

[g/cm³] 

Specific surface area (BET) 

[m²/g] 

Moisture content 

[%] 

Aluminium 18 nm 2.89  23.53  1.6 

Aluminium 40–60 nm 2.67  24.08  2.1 

Aluminium 50–70 nm 2.58  14.82  1.8 

Aluminium 90-110 nm 2.67  11.92  1.6 

Aluminium 130 nm 2.67  14.05  1.2 

Aluminium 200 nm 2.69  9.44  0.9 

Iron 50–70nm 7.15  5.77  - 

Iron 90-110 nm 7.12  5.79  - 

Copper 50–70 nm 7.83  6.30  0.7 

Zinc 40–60 nm 6.06  5.18  0.2 

 

2.3 Moisture content 

Moisture content in the metallic nano powders was determined by gravimetric analysis. As it was 

mentioned before, this parameter has a direct influence on the explosion behaviour. Results are also 

listed in Table 2. Because the analysis involves drying, it was not possible to determine the moisture 

content of the iron samples due to the decomposition and burning presented during the test, which 

resulted in an erroneous measurement. The highest value was determined for aluminium 40-60 nm 

with a water content of 2.1 %. It is expected that the experimental results are not much influenced by 

moisture content, since all samples showed values around or below 2%.  
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3. Experimental 

Within the framework of the experimental work, the minimum ignition temperature and flame 

propagation of the metallic nanomaterials mentioned above were investigated. In the following, the 

respective experimental setups and the investigation procedures are briefly described. 

3.1 Minimum ignition temperature 

The MIT of a dust cloud in a hot furnace is defined as “the lowest temperature of a hot surface on 

which the most ignitable mixture of the dust with air is ignited under specified test conditions” 
(ISO/IEC 80079-20-2, 2016). At this temperature, the heat produced by a chemical reaction exceeds 

the loss of heat to the surroundings. The MIT is a useful tool to assess the risk of ignition of a dust 

cloud from different sources especially like hot surfaces. An overview of the experimental setup is 

illustrated in Figure 1. 

 

Fig. 1. GG oven experimental setup 

The determination of the MIT for metallic nano powders was performed in the standardised Godbert-

Greenwald (GG) oven. The furnace consists of a vertical silica tube of 23 cm long and 3,6 cm internal 

diameter. Beneath the furnace, a mirror is located for observation of ignition inside the tube. 

According to the standardised test method the sample is placed into the storage container and then 

dispersed into the oven by an air blast through the heated vertical tube and the ignition is detected 

visually, when a flame is observed (outside the oven). For high-density materials, such as metals, the 

dust quantity is varied from 1 g to 5 g, and the dust is dispersed with air at different overpressures 

between 0.1 barg and 0.7 barg (10 kPa to 70 kPa). The MIT is the lowest temperature of the wall 

furnace at which ignition was observed by the above procedure minus a safety margin of 20 K for 

temperatures above 300 °C and minus 10 K for temperatures at or below 300 °C. A more detailed 

description of the test procedure can be found in ISO/IEC 80079-20-2 (2016). 

3.2 Vertical tube apparatus 

The flame propagation of metallic nano powders was studied in the experimental setup shown in 

Figure 2. The equipment consists of a vertical tube made of acrylic glass with an inner diameter of 

60 mm, an outer diameter of 70 mm and a length of 1 m. The tube is placed on a metallic base that 

provides support and at the same time it contains the dust sample and allows the air supply into the 

tube. A porous plate is located inside of the metallic base to reduce the turbulence in the air flow. The 

ignition source is provided by a high-voltage spark from two electrodes located at one-third of the 

length of the tube (from the bottom).  

The dust concentration is measured optically (by light attenuation) with two concentration probes 

which are positioned beneath the electrodes (lower) and above them (upper). The distance between 

the two measurement probes is equal to 10 cm. A pressure reducer connected to a flow meter and a 
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solenoid valve allow the air-flow control. It is worth to mention that the pressurized air is fed into a 

dryer before to get into the tube. Flame propagation behaviour is observed by the high-speed camera 

FASTCAM APX RS of 17500 frames per second (FPS). A more detailed description of the 

experimental setup is presented in Reyes Rodriguez (2019). 

 

1: Vertical tube  3: Electrodes  5: Pressure reducer  7: Solenoid valve  

2: Metallic base  4: Concentration probes  6: Flow meter  

Fig. 2. Vertical tube experimental setup 

Dust concentration has a major impact on the evaluation of the explosion characteristics. Therefore, 

to analyse the flame propagation, it is crucial to know the concentration of the dust-air mixture at the 

moment of the ignition. For this reason, two concentration probes (placed above and below the 

ignition source) were used. The measurement principle is based on the Beer-Lambert law (Eq. 1), 

which states that the absorbance of the light in a sample is proportional to the concentration of the 

attenuating species existing. 

I = I0 ∙ e-klc
      (1) 

Where I is the intensity reduced, I0 is the initial intensity, k is the extinction coefficient of the material, 

l is the measurement distance and c is the dust concentration. For the calibration of the concentration 

probes, a container filled with water is used. Calibration is performed by adding portions of dust to 

the liquid and mixing with a magnetic stirrer. Since the volume of the liquid and the mass of the dust 

are known, the concentration can be determined. Each measurement from the concentration 

probes [mV] is assigned to a specific concentration, then an extinction curve is created for each 

sample. In order to calculate the concentration at the ignition time, the measurement from the 

concentration probes is recorded. To make a comparison between each test, it is necessary to linearise 

the extinction curve using the natural logarithm and expressing it as the proportional change in the 

light attenuation [%] versus the dust concentration [g/m³]. Figure 3 shows the calibration line and 

equation for aluminium 90-110 nm. 

1 
6 

3 

2 

5 

4 
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Fig. 3. Calibration result (lower concentration probe) with aluminium 90-110 nm 

The test procedure starts with the weighing of the sample. Because of the difference in the density 

between samples, different quantities of dust were required. For instance, aluminium samples 

required 2–3 g to have an ignition, contrary to iron samples where 5 g were needed. Once the flow 

rate has been adjusted at the desired value, the sample is placed in the metallic base. After this, the 

tube is locked onto the base. The concentration probes must remain in the same place and distance 

for all tests. The test starts with the input of the uniform air flow, whereby the particles are dispersed 

slowly. For most of the samples, a flow rate of 3000 l/h is sufficient to create a homogenous cloud 

within the tube. Before the dust cloud reaches the top of the tube (after a few seconds), the flow is 

stopped and almost simultaneously the ignition source is triggered. Due to the lack of air flow, the 

particles no longer rise in the tube. At the same time, the sinking process has not yet begun. Ignition 

therefore occurs at a moment when the particle velocity or turbulence within the tube is almost zero. 

At the same moment, the camera is started. For a correct concentration record, the values from the 

concentration probes are monitored. By doing this, the change in the light attenuation can be analysed 

after each test. 

Figure 4 shows the dispersion of a dust cloud of one of the aluminium samples, the moment of the 

ignition and the flame expansion. 

 

Fig. 4. Experimental observation of the flame propagation of an aluminium sample 
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3.3 Determination of quasi laminar (unstretched) flame velocities 

The flame velocity Sfl is calculated from the video recording. After each test, the high-speed camera 

creates a file with 7000 pictures. Therefore, a computer program is needed in order to determine the 

flame front propagation. In this study, a self-created program was used. This program is able to scan 

the pixels from the pictures and recognise the “flame front”. 
Figure 5 shows the distance in pixels of the image, which goes from 0 to 1022 pixels. In the picture, 

the flame is recognised at the x-value of 207 pixels. 

 

Fig. 5. Determination of the flame front at a specific time 

The flame velocity Sfl is then determined as the distance travelled by the flame in a certain time 

interval. It is worth to mention that the flame velocity of every test performed varies depending on 

the concentration. It is also not constant along the tube (see Figure 6). By knowing the change in the 

distance travelled by the flame front every millisecond, Sfl can be monitored and the highest value of 

Sfl during one test can be determined. 

 

Fig. 6. Flame propagation during a test with iron 90-110 nm 

As it can be noticed from Figure 6, there is a “jump” of the flame front after about 115 ms. This can 

be explained with the presence of combustion gases in the middle of the tube which thrust the flame 

upwards and therefore increase the flame speed. Therefore, it is important to determine the maximum 

flame speed of every test before the combustion gases are notably present in the system and 

consequently the flame lifts off. Figure 6 illustrates that the highest flame velocity during this single 

test (mean concentration of 324 g/m³) was found after 108 ms. 

Since the flame velocity is known, the laminar flame velocity could be determined. However, it 

should be noted that the propagation of the flame upwards within the tube causes turbulence, cooling 

effects etc. at its walls. The flame only propagates quasi laminar the first milliseconds from time of 

ignition at the center until the flame hits the tube wall. Therefore, the term unstretched flame velocity 

would be more appropriate in this case. For a better comparison, however, the term laminar flame 
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velocity is used in the following. To determine the laminar flame velocity (SL), the model of Andrews 

and Bradley (1972) is used. They calculate the laminar burning velocity SL by using Equation 2: 𝑆𝐿 = 𝐴′𝐴𝑓𝑙 (𝑆𝑓𝑙 − 𝑢)      (2) 

Where Sfl is the flame velocity selected at the maximum value reached by the flame front during the 

test, A´ is the flame section at the bottom of the flame zone, Afl is the surface of the flame zone and u 

is the flow velocity. In this study u is considered as zero because the air flow stops just before ignition, 

so that the particle velocity is almost zero. The flame velocity Sfl in Equation 2 is valid for states 

where Sfl > SL and Sfl > u. When the flame is completely developed along the tube, A´ should 

correspond to the cross-sectional area of the tube. On the contrary, when the flame does not occupy 

the entire section, the dead space near to the tube walls should be taken into account. The surface of 

the flame zone Afl can be considered as a paraboloid of revolution. Figure 7 illustrates the geometry 

of the flame shape (Di Benedetto, et al., 2011). 

 

Fig. 7. Geometry of the flame 

The surface area of the flame can be calculated by Equation 3 (Perry & Green, 2007) 𝐴𝑓𝑙 = 2𝜋 ∙ (𝑟𝑓2 + 𝑟𝑓∙ℎ𝑓∙𝑎𝑒 )     (3) 

Where rf is the flame radius and hf is the flame height, a=arccos(rfhf) and e=sin(a). 

For the estimation of the height and the radius of the flame, the program ImageJ was used. Once the 

scale has been established, just by selecting both the diameter and the height on the image, the value 

in distance scale (m or cm) can be found.  

It is assumed that SL is constant over the entire cross section of the tube and at any time for one specific 

concentration. In order to verify this, the laminar burning velocity was calculated for time steps of 

20 ms during a test with one of the iron samples. Table 3 shows the variation of the SL within a single 

test. Contrary to the original assumption, the values are not constant, since the values vary between 

0.11 m/s and 0.17 m/s. 
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Table 3: Calculation of laminar flame velocity during a single test with one of the Iron samples 

Time 

[ms] 

Diameter 

[cm] 

Height 

[cm] 

A` 

[cm²] 

Afl 

[cm²] 

SL 

[m/s] 

60  2.52  7.17  4.99  90.36  0.13  

80  3.51  11.68  9.68  204.34  0.11  

100  4.35  19.84  14.86  428.24  0.13  

120  4.81  30.76  18.17  732.22  0.17  

140  4.2  44.27  13.85  918.54  0.12  

 

4. Results and discussion 

In addition to the investigations on MIT and flame propagation, the lower explosion limit (LEL) of 

the nano powders was also determined in the 20 L-sphere (Siwek Chamber) according to EN 14034 

part 3 (2006). It is equivalent to the Minimum Explosive Concentration (MEC). The LEL is taken as 

the highest concentration of the dust at which no ignition occurs in three consecutive tests. Table 4 

shows the results of the determination. Notice that copper has a value above 1000 g/m³, which makes 

it difficult to ignite in the vertical tube.  

Table 4: LEL, explosion behaviour at lower concentrations and MIT 

Sample 
LEL 

[g/cm³] 

Concentration 

[g/m³] 

pex 

[barg] 

(dp/dt)ex 

[barg/s] 

MIT 

[°C] 

Aluminium 18 nm 60 
125 

250 

1 

3.3 

11 

53 
440 

Aluminium 40–60 nm 20 
125 

250 

3.7 

4.9 

106 

190 
470 

Aluminium 50–70 nm 30 
125 

250 

4 

5.7 

102 

304 
540 

Aluminium 90-110 nm 30 - - - 510 

Aluminium 130 nm 30 
125 

250 

3.9 

5.5 

126 

286 
580 

Aluminium 200 nm 30 
125 

250 

4.7 

7 

141 

555 
310 

Iron 50–70nm 60 
125 

250 

0.4 

2.4 

9 

74 
pyrophoric 

Iron 90-110 nm 60 
125 

250 

3.9 

5.3 

89 

238 
pyrophoric 

Copper 50–70 nm above 1000 - - - 250 

Zinc 40–60 nm 60 
125 

250 

0.1 

1.2 

0 

27 
300 

 

The overpressure (pex) occurring during the explosion of the metallic nano powders and the rate of 

the explosion pressure rise (dp/dt)ex were also determined in the 20 L-sphere. The determination was 

made for two main concentrations similar to those existing during the study of flame propagation in 

the vertical tube. It should be noted that the determination was made for reference purposes, using 

two chemical igniters of 1 kJ each (2x1 kJ in total). This is different to the standard procedure for 

determining the maximum overpressure (pmax), for which two chemical igniters of 5 kJ each are used, 

and tests are conducted over a wide range of concentrations. The idea was to keep the overdriving of 
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the ignition source low and thus possibly better recognize connections between the experiments in 

the 20 L-sphere (explosion severity) and the vertical tube (flame velocity). Results are shown in Table 

4. Copper is excluded from this determination, since its LEL is higher than 1000 g/m³. For nano iron 

and nano aluminium, it can be observed that pex and (dp/dt)ex increase as the primary particle size 

increases from smaller to bigger fractions. In general, aluminium samples created higher pressures, 

followed by iron. 

4.1 Results of the MIT determination 

In this research aluminium, copper and zinc nano powders were tested in the GG oven, following the 

standardised method from ISO/IEC 80079-20-2:2016. The Iron samples sometimes ignited 

spontaneously at air without any ignition source and have thus not been tested in the GG oven. 

The values obtained with nano powders are within the range of lowest values or lower than those for 

micrometre powders reported in databases. The German GSBL database (GSBL 2019) reports MIT 

of micrometre aluminium samples from 440-850 °C. The highest MIT value for nano aluminium 

samples is 580°C (aluminium 130 nm). With decreasing particle size, MIT of nano aluminium is 

further decreasing. Aluminium 18 nm has a MIT (440 °C) which is equal to the lowest values reported 

in the database for micrometre aluminium. However, for aluminium 200 nm the MIT is 330 °C and 

thus the lowest value of all aluminium samples and even lower than all database values for aluminium. 

The copper sample has a MIT equal to 250 °C, which seems to be quite low, considering that there is 

not a single reported MIT for copper (some samples with no ignition up to 850 °C). The reported 

values for zinc powder with particle size <10 μm is 570 °C and 830 °C for 160 μm. These values are 

also above the MIT value determined for zinc 40-60 nm (300°C). In the case of the iron powders, the 

MIT reported in the literature (BIA 1997) for a particle size equal to 12 μm is 580 °C. As mentioned 
before, in this research the iron powders in the nanometre range showed a pyrophoric behaviour. For 

this reason, it was not necessary to determine their MIT. 

Investigated nano powders clearly show that the ignitability increases further from the micrometre 

range to the nanometre range as the particle size decreases. Particularly noteworthy, however, are the 

results obtained with aluminium 200 nm. Both the explosion pressure, pressure rise and MIT are most 

critical in comparison to the other aluminium samples. A glance at the characterisation of particle 

sizes (Table 1) shows that this sample has a very large particle size distribution. This might favour 

such a behaviour. 

4.2 Results of the flame propagation tests 

Since one of the aims of the study was to compare the influence of the particle size on the burning 

characteristics, samples with different particle size were chosen for aluminium. The comparison 

between different metallic nano powders was also of research interest, therefore nano powders of iron, 

copper and zinc were tested in the vertical tube apparatus. In the case of the copper sample, the LEL 

is higher than 1000 g/m³, since ignition was not achieved in the vertical tube. For aluminium 18 nm, 

the ignition of the dust cloud was also not achieved. Even though the particle size distribution is not 

that wide (see Table 1). The tendency to form big agglomerations while lifting the particles caused 

that an adequate cloud not be formed within the LEL. In addition, the smaller particles are attracted 

to the wall due of the tube immediately after switching on the air flow. Thus, ignition could not be 

realised. 

The dust concentration is a key parameter in the determination of the burning characteristics of a dust 

sample. Therefore, achieving similar concentrations for all samples was one of the first aims. 

However, neither changing the amount of dust nor adjusting the air flow had a major impact on the 

concentration of the cloud at the time of ignition. This may be due to measurement errors but 

moreover due to the wide particle size distribution of all samples, which is one of the characteristics 

of nano powders. After a lot of failed tests, when ignition was not achieved with all samples at the 

same concentration, tests were continued with trying to realise at least comparable concentrations for 

each sample. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

601



 

 

The flame velocities were determined using the procedure described in chapter 3.3. As a result of the 

data analysis, a velocity profile specific for each test was created. As it can be seen in Figure 8, there 

are “peaks” in the velocity profile that do not correspond to such a drastic velocity increase. There 

are jumps where the program is not able to correctly detect the flame front in a series of images. 

 

Fig. 8. Flame velocity profile of one test with iron 90-110 nm 

In order to determine which velocities were abnormal peaks and which were the highest flame 

velocities, a graphical analysis of the data was performed to rule out the irregular values. A boxplot 

is a graphical tool that shows the distribution of the data within a sample. By using the median and 

the range between the first quartile and the third quartile, the boxplot creates an upper and lower 

whisker. If a normal distribution is considered, 99.3% of the data should be within the whiskers. Thus, 

any value below or above the whiskers is considered an outlier, meaning, it is not a representable 

value of the sample. The boxplot in Figure 9 shows that the outlier values correspond to the peaks in 

the graph of Figure 8. 

 

Fig. 9. Boxplot of the one test with iron sample 90-110 

This procedure was performed for all successful experiments. The boxplot results were summarised, 

the resulting Sfl evaluated and then the SL calculated according the described procedure. Table 5 shows 

the results of all successful tests performed with aluminium 200 nm. The highest SL (Test 16, 0.52 

m/s) is twice the lowest value (Test 5, 0.26 m/s). However, this behaviour is not related to the 

concentration since other tests have a higher concentration and a lower SL. 
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Table 5: Flame velocities of aluminium 200 nm 

Sample 
Concentration 

[g/cm³] 

Sflmax 

[m/s] 

SL 

[m/s] 

Test 2  123.9  11.45  0.29  

Test 3  146.5  15.26  0.40  

Test 5  151.5  11.45  0.26  

Test 7  145.6  12.97  0.46  

Test 8  162.6  13.74  0.38  

Test 9  191.7  7.63  0.27  

Test 11  194.8  12.21  0.33  

Test 16  141  20.61  0.52  

Test 18  142.6  12.21  0.30  

 

The listing of all tables of the values determined with all dusts would go beyond the scope of this 

article. For this reason, all calculated SL of the respective successful tests are shown in Figure 10. It 
displays a comparison of all samples between the laminar burning velocities determined and the 

corresponding concentration. The zinc sample has higher concentrations, due to the higher density. 

Therefore, it was necessary to use more material in order to observe the flame propagation in the vertical 

tube. Despite this, the laminar burning velocity is still in the same range as the other samples. 

 

Fig. 10. Comparison of the quasi laminar flame velocity for different metallic nano powders 

Data dispersion may be caused by the difficulties experienced in obtaining repeatability in 

experiments and to the accuracy of dust concentration measurement. Aluminium sample 40-60 nm 

shows the highest variation as well as the highest value for the SL. This sample also has the largest 

specific surface area equal to 24 m2/g and the lowest LEL of 20 g/m3. 
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The results of this study can be compared with the data reported in the literature on the combustion 

of aluminium clouds. Figure 11 shows the results reported by Escot Bocanegra et al. (2010). 

Experimental results show faster flame propagation in nanoparticle clouds compared to microparticle 

clouds. The experimental set up was also a vertical tube, with the difference that the cloud was ignited 

at the top and the flame propagation was observed from top to bottom. 

 

Fig. 11. Laminar flame velocity versus aluminium concentration (Escot Bocanegra, et al., 2010) 

 

5. Conclusions 

The aim of this work was to study the influence of the particle size of metallic nano powders on 

ignition temperatures and the flame propagation. Samples of aluminium with different particle sizes 

were analysed as well as nano powders of iron, copper and zinc. In total 10 samples were investigated. 

The particle size is an important parameter for the combustion mechanism. The influence of the heat 

and mass transfer becomes relevant when the combustion reaction takes place on the particle surface. 

For nanoparticles in a dust cloud, previous studies (e.g. Huang et al. 2007) have shown that the 

combustion behaves as kinetic-controlled whereas micrometric particles show diffusion-controlled 

combustion. This can be directly correlated with the results obtained for the flame propagation test in 

the vertical tube. Aluminium nanoparticles present higher laminar burning velocities in comparison 

with micrometric particles reported in the available literature like Escot Bocanegra et al. (2010). 

The particle size distribution is one of the main parameters to evaluate and compare the results of the 

flame propagation tests. Two methods were used, a dry dispersion and a wet dispersion. As a result, 

all samples showed larger particle sizes than the primary particle sizes given by the manufacturer. In 

addition, the measurements showed a wide particle size distribution, which hindered the 

homogeneous dispersion in the vertical tube. The determination of the specific surface area yielded 

lower values than one would theoretically expect for nanoscale particles. This is due to the much 

larger agglomerates and aggregates. 

Furthermore, most of the aluminium samples showed true density values close to the data reported 

for pure aluminium, which indicates that the samples did not show a high degree of passivation, 

except for the 18 nm aluminium sample. This feature contributed to the fact that the 18 nm aluminium 

sample could not be ignited and analysed for the flame propagation test. As a result of the 
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determination of the minimum ignition temperature (MIT), it was observed that the ignition 

temperature decreases for particles smaller than one micrometre. Results of the measurements in the 

GG oven were compared with data reported for the same method. The tests show that all nano samples 

studied can have lower MIT than micrometric samples. 

The flame propagation of metallic nano powders was observed in a vertical tube. More than one 

hundred tests were carried out in order to be able to analyse and compare the results. A high-speed 

camera was used to record the progress of the flame over time. The flame velocity was obtained from 

the video recordings, as a measure of the distance travelled by the flame front in a time interval of 

one millisecond. The quasi laminar (unstretched) burning velocity 𝑆𝐿 was then calculated. It was 

found that the values of 𝑆𝐿 obtained for nano powders were higher than the values reported in the 

literature for larger particles (micrometric). The 𝑆𝐿 might be an alternative to assess the explosion 

severity instead of the so-called dust explosion constant KSt, which is strongly influenced by turbulent 

conditions. 
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Abstract 

The determination of explosion severity should be made from intrinsic properties of the fuel-air 

mixture in order to avoid the influence of external parameters, such as the vessel volume or the initial 

turbulence. To overcome such limitations, the flame propagation of gaseous mixtures is often studied 

in order to estimate their laminar burning velocity, which is independent of external factors and is a 

useful input for CFD simulation and for the sizing of protective devices. Experimentally, this 

parameter is difficult to evaluate when it comes to dust explosion due to the inherent turbulence during 

the dispersion of the cloud. However, the low inertia of nanoparticles allows performing tests at very 

low turbulence without sedimentation. Knowledge on flame propagation concerning nanoparticles 

may then be modelled and, under certain conditions, extrapolated to microparticles, for which an 

experimental measurement is a delicate task. This work then focused a nanocellulose with primary 

fiber dimensions of 3 nm width and 70 nm length. A one-dimensional model was developed to 

estimate the flame velocity of a nanocellulose explosion, based on an existing model already validated 

for hybrid mixtures of gas and carbonaceous nanopowders similar to soot. Due to the fast 

devolatilization of organic powders, the chemical reactions considered are limited to the combustion 

of the pyrolysis gases. The finite volume method was used to solve the mass and energy balances 

equations and mass reactions rates constituting the numerical system. Finally, the radiative heat 

transfer was also considered, highlighting the influence of the total surface area of the particles on 

the thermal radiation. Flame velocities of nanocellulose from 17.5 to 20.8 cm.s-1 were obtained 

numerically depending on the radiative heat transfer, which proves a good agreement with the values 

around 21 cm.s-1 measured experimentally by flame visualization and allows the validation of the 

model for nanoparticles. 

Keywords: dust explosion, flame propagation, nanoparticles, modeling 

  

1. Introduction 

To mitigate dust explosions, safety barriers such as explosion venting need to be designed by 

considering the experimental characteristics of the dust explosibility. Such characteristics are 

routinely determined in a 20 L sphere (Zalosh, 2019) according to well established standards like EN 

14034-1 (2004) and EN 14034-2 (2006). This approach only holds by assuming that dust explosibility 

can be represented by the maximum explosion overpressure value and the Kst. However, such an 

approach needs to be further questioned as the measurement of dust explosion severity is actually 

influenced by several parameters such as the initial turbulence (Amyotte et al., 1988; Zhen and 

Leuckel, 1997), the ignition energy (Zhen and Leuckel, 1997), the moisture content of the powder 

(Traoré et al., 2009) and the type of nozzle (Dahoe et al., 2001; Murillo et al., 2018; Yao et al., 2020). 

Beyond these main influential factors, the validity of the so-called ‘cubic law’ (Dahoe et al., 2001) 

commonly used to extrapolate results obtained in a confined volume to another volume  (Eckhoff, 

2003) is also questioned.  
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Standard conditions were initially defined to evaluate the explosion severity of microparticles, but 

when it comes to nanoparticles, potential discrepancies can arise. Indeed, their small size induces a 

high specific area and new properties, which can lead to modifications in the combustion kinetics 

(Bouillard et al., 2010; Dufaud et al., 2011) along with extremely high ignition sensitivity, especially 

for metallic nanopowders that can spontaneously ignite when exposed to air (Boilard et al., 2013; 

Krietsch et al., 2015). An evaluation of the adequacy of the current standards for the evaluation of the 

explosion severity of nanoparticles is then necessary (Santandrea et al., 2019b). 

To overcome the identified limitations, direct investigation of the flame propagation could be useful 

so as to provide fundamental inputs in advanced simulations (CFD or phenomenological approach). 

The essential parameter is then the laminar burning velocity, which is an intrinsic property of the fuel-

air mixture (Belerrajoul, 2019; Dahoe et al., 2002) that can be used in such simulations to evaluate 

the consequences of an explosion scenario in specific conditions (Skjold, 2003). The existence of a 

laminar burning velocity of dusts is difficult to define due to the inherent turbulence related to the 

dispersion of the powder but such an approach was already proposed 30 years ago by Bradley and 

Lee (1984) though it proved itself challenging when it comes to dusts. Nevertheless, the low inertia 

and sedimentation rate of nanoparticles enable to investigate flame propagation in very low turbulent 

conditions (Santandrea et al., 2020).  

In this paper, a one-dimensional model initially conceived and validated for hybrid mixtures (Torrado 

et al., 2018) has been adapted to predict the laminar flame velocity of nanocellulose. Results of 

simulations are then compared to the experimental values measured on nanocellulose using a flame 

propagation tube and a vented explosion sphere (Santandrea et al., 2020). The consistency of a 

correlation established by Silvestrini et al. (2008) to predict laminar flame velocity of micropowders 

based on the knowledge of their explosion severity was also analyzed for nanocellulose.  

2. Material and experimental method 

2.1 Flame propagation observation 

Nanocellulose powder, or more precisely a cellulose nanocrystals powder NCC (CelluForce), is 

composed of primary fibers, whose dimensions are 70 nm length and 3 nm width. The flame 

propagation of nanocellulose was studied at low turbulence by Santandrea et al. (2020) in a flame 

propagation tube and in a vented visualization 20 L sphere, as summarized in Fig. 1. Due to a difficult 

visualization of the flame kernel at high concentration, a concentration of 500 g.m-3 was chosen, as it 

is higher than the minimum explosible concentration, i.e. 125 g.m-3, to ensure an ignition at low 

ignition energy, and rather close to the experimental optimal concentration, i.e. 750 g.m-3. The particle 

size distribution of nanocellulose dispersed in both setups was determined using a laser diffraction 

sensor (Helos - Sympatec). It appears that agglomerates ranging from a few micrometers up to 60 µm 

are formed in the powder. Explosion were recorded using a high-speed video camera, and the flame 

kernel growth was analysed in terms of flame front position and surface area using a model developed 

by Cuervo (2015) in Matlab’s Simulink. The equations initially established for gases were then 

applied to the obtained values, considering that the devolatilization of organic powders is fast and 

that, under certain concentration and turbulence conditions, the reaction is then limited by the 

combustion of the pyrolysis gases (Cuervo, 2015; Di Benedetto and Russo, 2007; Dufaud et al., 

2012a). Thus, the burning velocity was calculated using the spatial velocity Su, the estimated cross-

section As and the flame surface Af according to Andrews and Bradley (1972), along with the flame 

stretching factor K, called Karlovitz factor (Karlovitz et al.,1951). Those parameters were then 

combined to apply a linear relation linking the burning velocity and the Karlovitz factor K to the 

laminar burning velocity Su0 and the Markstein length δM, which is a parameter characterizing the 

stability of the flame (Clavin, 1985; Markstein, 1964).  
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Fig. 1. Simplified scheme of the experimental determination of the laminar burning velocity by flame 

visualization used by Santandrea et al. (2020) 

 

2.2 Pressure-time evolution interpretation 

In order to take advantage of the standard explosion tests realized in the 20L sphere, some authors 

such as Silvestrini et al. (2008) developed a correlation between the laminar burning velocity and the 

parameters Pmax and KSt. Explosions tests were conducted on nanocellulose in the standard 20 L 

sphere according to international standards (EN 14034-1, 2004; EN 14034-2, 2006), but using 

chemical igniters of 100 J to avoid an overdriving phenomenon, knowing the minimum ignition 

energy of the dried nanocellulose is 5 mJ (Santandrea et al., 2019b). Since the values of laminar 

burning velocity obtained by flame propagation observation are available only at 500 g.m-3, only the 

results obtained for this concentration are discussed in this work. Nevertheless, tests were performed 

over a wide range of dust concentration (up to 1250 g.m-3), and the influence of the dust concentration 

on the laminar burning velocity is discussed by Santandrea et al. (2020). The laminar burning velocity 

Su0 of starch was then calculated from the knowledge of the explosion overpressure Pm and rate of 

pressure rise (dP/dt)m, using the correlation established by Silvestrini et al. (2008): 𝑆𝑢0 = 0.11 (𝑑𝑃𝑑𝑡 )𝑚 𝑉1/3
𝑃𝑚(𝑃𝑚𝑃0 )0.14(𝑃𝑚𝑃0 )(1𝛾)                    (1) 

where V is the vessel volume, P0 the atmospheric pressure and  the ratio of specific heats. This 

correlation is based on several assumptions, such as the spherical expansion of the flame, the 

neglecting of the turbulent length scales and the fact that the burnt gases are trapped behind the 

expanding flame front (Silvestrini et al., 2008). 

3. One-dimensional modelling of flame propagation 

Complementary to experiments relying on the flame visualization and the pressure-time evolution, 

the laminar flame velocity was approached using a one-dimension flame propagation model 

developed by Torrado et al. (2018) and initially designed to describe gas and hybrid mixtures 

explosions. The model was then adapted to nanocellulose using the same hypothesis than for flame 

visualization experiments, i.e. considering a fast devolatilization of the dust and a flame propagation 

kinetically limited by the combustion of the pyrolysis gases. Moreover, since cellulose and starch are 

both polymers formed of glucose chains, both compounds are assumed to produce the same pyrolysis 

gases when tested in the same conditions. Thus, pyrolysis experiments were conducted on wheat 

starch in a Godbert-Greenwald oven modified according to Dufaud et al. (2012b) to collect the post-

pyrolysis gases. The composition obtained for a concentration of approximately 500 g.m-3 and a 

temperature of 973K was then used as the initial composition of the fuel (Fig. 2) in the model for a 

numerical determination of the laminar flame velocity of nanocellulose. 
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Fig. 2. Initial composition of the nanocellulose pyrolysis gases/air mixture considered in the flame 

propagation model for 500 g.m3 of nanocellulose 

The simulation domain is constituted of a horizontal tube with a numerical length of 5 cm involving 

two parallels walls divided into three distinct zones: preheat, reaction and post-flame, knowing that 

the flame propagates from the post-flame zone to the preheat zone. Mass, species and energy balances, 

notably based on the properties of the considered chemical species, were then expressed in the 

simulation domain. Since the main chemical species constituting the pyrolysis gases of nanocellulose 

are the same than the species initially considered in the model for the flame propagation of a 

methane/air flame (Torrado et al., 2018), the same reaction mechanisms were used. However, since 

the pyrolysis step mainly produced carbon monoxide, a reversible oxidation reaction of this gas to 

produce carbon dioxide was added (Table 1, reactions 7 and -7). 

 

Table 1: Reaction mechanisms considered for the combustion of the pyrolysis gases  

(Units cal, mol, m, s) 

# Reaction Ai β Ei Reaction order Reference 

1 CH4 + 0.5O2 → CO + 2H2 2.45 x 109 0 3 x 104 [CH4]0.5 [O2]1.25 
(Jones and 

Lindstedt, 1988) 

2 CH4 + H2O → CO + 3H2 3 x 105 0 3 x 104 [CH4] [H2O] 
(Jones and 

Lindstedt, 1988) 

3 CO + H2O → CO2 + H2 2.75 x 106 0 2 x 104 [CO] [H2O] 
(Jones and 

Lindstedt, 1988) 

-3 CO2 + H2 → CO + H2O 9 x 107 0 2.8 x 104 [CO2] [H2] 
(Torrado et al., 

2018) 

4 H2 + 0.5O2 → H2O 3.85 x 1013 -1 4 x 104 [H2]0.25 [O2]1.50 
(Jones and 

Lindstedt, 1988) 

-4 H2O → H2 + 0.5O2 9.27 x 1018 0.88 9.8 x 104 
[H2O] [H2]-0.75 

[O2] 

(Andersen et al., 

2009) 

5 O2 → 2O∙ 1.5 x 109 0 1.13 x 105 [O2] 
(Frassoldati et 

al., 2009) 

6 H2O → H∙ + OH∙ 2.3 x 1022 -3 1.2 x 105 [H2O] 
(Frassoldati et 

al., 2009) 
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7 CO + 0.5O2 → CO2 1.26 x 104 0 10 x 103 
[CO] [O2]0.25 

[H2O]0.5 

(Andersen et al., 

2009) 

-7 CO2 → CO + 0.5O2 1.95 x 1012 -0.97 78.4 x 103 
[CO2] [H2O]0.5 

[O2]-0.25 

(Andersen et al., 

2009) 

 

The calculation of the flame velocity then relies on the numerical integration of the differential 

equations of mass, species and energy. The space derivatives were discretized using the finite volume 

method with 160 control volumes to obtain a system of ordinary differential equations, which was 

solved using the integration functions ODE in Matlab. The expression of the mass and species 

balance, the mass diffusion fluxes and the energy balance, along with the numerical resolution, are 

properly described by Torrado et al. (2018). 

The resolution of the ordinary differential equations requires an initial value of the temperature and 

mass fractions of all the considered species in every numerical domain. The composition in the 

preheat zone, which represents 25% of the numerical domain, is defined by the mass fractions of the 

considered mixture in laboratory conditions. As a first approximation, the mass fractions and 

temperature are assumed to evolve linearly in the reaction zone, implying those values are known if 

the initial and final conditions are fixed. To estimate the conditions in the post-flame zone (70% of 

the considered distance), the adiabatic temperature and mass fraction of the burnt gases for a steady 

flame were calculated using PREMIX program (Kee et al., 1993). This approach, represented in Fig. 

3, was used to reduce the calculation time and to improve the convergence of the program, by 

initializing all the conditions close to a stable solution. Since this numerical model aims at considering 

the radiative heat transfer induced by the presence of nanoparticles in the mixture, which is not the 

case of the PREMIX program, this latter was not considered as a suitable method to determine the 

laminar burning velocity of nanopowders. 

 

 

Fig. 3. Schema of the initial conditions of the temperature and fuel fraction in each zone of the flame 

(adapted from Torrado et al. (2018)) 

 

The system previously defined was then analyzed considering a distance L of 5 cm and an integration 

time of 50 ms. The evolution of the temperature with time is presented in Fig. 4 at different positions 

to describe each zone, knowing that the preheat zone initially spreads up to 1.25 cm and that the post-

flame zone starts at 1.5 cm. It appears that, in the post-flame zone (2.5 and 5 cm), the temperature is 

constant with time, since the reaction already occurred. Then, a fast increase of the temperature after 

a few milliseconds is visible in the reaction zone, and progressively shifts toward the preheat zone 

with time, describing the propagation of the flame.  
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Fig. 4. Evolution of the temperature with time for different control volumes when modelling the flame 

propagation of nanocellulose (quiescent conditions, 500 g.m-3) 

 

4. Results and discussion 

4.1 Combustion of the pyrolysis gases 

The position of the flame front, assimilated to the position of the highest temperature, was recorded 

for each integration time and is presented in Fig. 5. It should be reminded that the reaction zone was 

initially located between 1.25 cm and 1.5 cm. However, before 1 ms, a very fast displacement of the 

flame is observed, preventing a clear determination of the flame front position between 1.4 and 1.5 

cm. Nevertheless, a linear evolution of the flame position with time can be observed from 1 ms to 50 

ms. A laminar flame velocity of 17.5 cm.s-1, represented by the slope of the linear regression, was 

then obtained for the combustion of nanocellulose. It should be stressed that this value should be 

viewed with caution as the pyrolysis step has been considered as very fast with regard to the 

combustion of the pyrolysis gases, which is a strong assumption. 

The flame velocity calculated using the flame propagation model was then compared to the values 

experimentally obtained by Santandrea et al. (2020) (Table 2). The value determined numerically 

appears to be of the same order of magnitude than the experimental ones, with a maximum difference 

of 22% with regard to the laminar flame velocity measured in the flame propagation tube. This value 

is also consistent with laminar flame velocity of “wood gas” at the stoichiometry mentioned in the 

literature by Mollenhauer and Tschöke (2010) and Przybyla et al. (2008), reaching around 14 cm.s-1 

and 20 cm.s-1 respectively. Nevertheless, this difference between experimental and numerical values 

can come from experimental uncertainties, but can also be due to the neglecting of the contribution 

of the radiative heat transfer to the flame propagation. Indeed, if the pyrolysis step can decrease the 

flame velocity due to a kinetic limitation, the fresh or unburnt remaining particles can also improve 

the flame propagation through a heat transfer modification in the preheat zone. To evaluate this 

influence, the contribution of the radiative heat transfer, added to the flame propagation model by 

Torrado et al. (2018) and based on the work of Haghiri and Bidabadi (2010), is now considered during 

the combustion of the pyrolysis gases of nanocellulose. 
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Fig. 5. Evolution of the flame front position with time during the combustion of nanocellulose 

pyrolysis gases 

 

 

Table 2: Numerical and experimental values of laminar flame velocity of nanocellulose 

Determination method Laminar flame velocity (cm.s-1) 

Flame propagation model 17.5  

Flame visualization: propagation tube 21.4 ± 1 

Flame visualization: vented sphere  20.5 ± 3 

Pressure-time evolution: application of Silvestrini et al. (2008) correlation 19.9 ± 3 

 

4.2 Influence of the radiative heat transfer 

Since the pyrolysis of nanocellulose particles and the combustion of the pyrolysis gases happen 

simultaneously, the unburnt particles can impact the flame propagation by variations of the heat 

transfer. However, the remaining dust can hardly be quantified and characterized for each integration 

time without taking the pyrolysis kinetics into account. Thus, several dust concentrations, assumed 

constant with time, were tested. The dust clouds were supposed to be homogeneous over the 

simulation domain and constituted of monodispersed spherical particles. Moreover, due to the 

agglomeration of the nanoparticles, the particle size after dispersion must be considered (Santandrea 

et al., 2019a). Particle size distribution measurements after dispersion of nanocellulose in the 20L 

sphere led to a mean value of 10 µm (Santandrea et al., 2020). This value was then chosen as a 

reference for the calculation, along with 100 nm, to represent the primary particles, and 60 µm, which 

is the mean diameter of nanocellulose agglomerates before dispersion, i.e. the agglomerates not 

broken by the dispersion process. In this model, Mie scattering, valid for micron particles, was then 

used to define the radiative heat transfer. It should be noted that Rayleigh scattering, encountered for 

particles smaller than 100 nm, do not contribute significantly to the flame expansion due to the 

emission in every direction (Hong and Winter, 2006). Thus, decreasing the particle size below this 

size would only decrease the radiative heat transfer contributing to the flame propagation, and so the 

flame velocity. The concentration of dust that did not react during the combustion of the 500 g.m-3 of 

nanocellulose was varied from 2.5 g.m-3 to 100 g.m-3, to represent the radiative heat transfer at the 
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beginning and at the end of the reaction. The radiative heat transfer was then added to the energy 

balance, and the heat capacity of the dust was then taken into account during the calculation of the 

mean heat capacity of the mixture. Due to the assumption of a fast pyrolysis, the reactions involving 

the solid particles were not considered in the model. However, it should be noted that Torrado et al. 

(2018) evidenced that the contribution of the chemical reactions of the powder is negligible with 

regard to the contribution of the radiative heat transfer at low concentrations (2.5 g.m-3). 

 

 

Fig. 6. Influence of the a) primary diameter and b) of the dust concentration considered for the 

radiative heat transfer on the laminar flame velocity of nanocellulose (500 g.m-3) 

 

In Figure 6a, it appears that small particles contribute more to the radiative heat transfer than bigger 

particles in the micro-range. Indeed, particles of 60 µm bring similar contribution to the flame 

acceleration, i.e. around 0.5 cm.s-1, at 2.5 g.m-3 and 100 g.m-3, whereas 100 g.m-3 of particles of 5 µm 

lead to a flame velocity of 20 cm.s-1, i.e. 14% higher than the flame velocity of the pyrolysis gases. It 

should be underlined that the contribution of particles of 100 nm to the radiative heat transfer may be 

overestimated since Mie scattering was considered for the calculation whereas Rayleigh scattering is 

more representative of the heat transfer of nanoparticles. In Figure 6b, it appears that a dust 

concentration of 2.5 g.m-3 leads to a mean flame velocity of around 17.8 cm.s-1 for particles between 

5 and 60 µm. Increasing the concentration then also increases the contribution of the radiative heat 

transfer to the flame propagation, reaching 20.0 cm.s-1 when considering 100 g.m-3 of particles of 5 

µm.  

Therefore, both the dust concentration and the particle size are of great importance when considering 

the radiative heat transfer. Indeed, the absorption coefficient Ka and the scattering coefficient Ks 

directly depend on the dust concentration, the dust density and the particle size, as follows (Haghiri 

and Bidabadi, 2010): 𝐾𝑎 =  32 𝐶𝜌𝑝 𝑑𝑝  𝑄𝑎𝑏𝑠       (2) 𝐾𝑠 =  32 𝐶𝜌𝑝 𝑑𝑝  𝑄𝑠𝑐𝑎       (3) 

where C is the dust concentration, ρp the particle density, dp the particle diameter and Qabs and Qsca 

respectively the absorption and scattering efficiency. 

The absorption and scattering coefficients are then directly proportional to the total surface area 

(TSA) developed by the particles in the cloud, which can be expressed as follows for spherical 

particles: 
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𝑇𝑆𝐴 =  6 𝐶𝜌𝑝 𝑑𝑝       (4) 

A linear evolution of the calculated flame velocity with the total surface area developed by the 

particles considered in the radiative heat transfer appears in Fig. . Then, it can be observed that the 

radiative heat transfer generated by particles developing a total surface area lower than 10 m2.m-3 

does not lead to a significant increase of the flame velocity, with values between 17.5 and 18 cm.s-1. 

However, when considering a total surface area of 100 m2.m-3, a flame velocity of 20.8 cm.s-1 is 

reached, thus proving the importance of considering the surface area when analysing dust explosions, 

instead of focusing only on mass concentration. It should also be noted that increasing the 

concentration too much would lead to an important increase of absorption, which would limit the heat 

radiation in the preheat zone. 

 

 

Fig. 7. Influence of the total surface area of the particles implied in the radiative heat transfer on 

the flame velocity 

 

5. Conclusions 

The laminar burning velocity of nanocellulose has been determined using a one-dimensional flame 

propagation model adapted from a model already validated for hybrid mixtures. The numerical 

system, composed of mass and energy balances equations and of mass reaction rates adapted to the 

combustion reactions, was solved by the finite volume method. Since the devolatilization of organic 

powders is fast, the chemical reactions were considered limited to the combustion of the pyrolysis 

gases. A first value of laminar flame velocity of 17.5 cm.s-1 was obtained for 500 g.m-3 of 

nanocellulose, which is close to values experimentally measured in a flame propagation tube or a 20 

L sphere, around 21 cm.s-1, thus showing a good consistency between the numerical and experimental 

approaches.  

However, since, in practice, the devolatilization of the particles is not instantaneous, the remaining 

particles can contribute to the radiative heat transfer, which was added to energy balance. Due to the 

tendency of nanoparticles to agglomerate, different particle diameters and dust concentrations were 

tested. Thus, although the heat transfer of nanoparticles tends to be neglected due to Rayleigh 

scattering, which does not contribute to the flame propagation, the contribution of the remaining 

micro-agglomerates after dispersion must be considered. Indeed, the existence of a linear relation 
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between the laminar flame velocity and the total surface area developed by the particles implied in 

the radiative heat transfer was highlighted. A flame velocity reaching 20.8 cm.s-1 for a total surface 

area of 100 m2.m-3 considered for the radiative heat transfer was then obtained, showing a strong 

impact of the heat radiation on the flame propagation.  
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Abstract 

Currently, safety relevant characterization of combustible dusts strongly depends on testing methods. 

Therefore, the direct scale up of results and the applicability to larger vessels is discussable. Research 

in the field of gas explosions shows that one alternative to safety parameters is the use of the laminar 

flame velocity for the layout of relief systems (NFPA Standard 68 and 69). For dust explosions this 

might also be more suitable but still has severe flaws. Currently flame velocities are determined 

through tube methods, which can still not guarantee an adequately low level of turbulence for the 

measurements. Aim of this paper is to describe the construction of a 4 m long and 800 mm diameter 

testing tube to be used to investigate the ignition behaviour and the flame propagation in large 

volumes through a combustible dust/air mixture under conditions of low initial turbulence. After 

previous investigations on the flame velocity in an explosion tube with a length of 2 m, the motivation 

for the work on a larger scale was to gain further understanding of flame propagation in larger 

volumes. Compared to the smaller 2 m combustion tube wall effects and other influencing factors on 

flame propagation are significantly reduced in the larger setup. Therefore, not only the length, but 

also the cross-section was extended. The size of the tube and moreover the innovative dust feed enable 

a state at the bottom of the combustion tube with very low initial turbulence. The movement of the 

dust particles, inserted into the tube through a specially designed dust feeding device, was simulated 

using computational fluid dynamics (CFD) models in the open-source software OpenFOAM®. An 

Euler-Lagrangian approach was chosen to calculate the particle-laden flow regime of the gaseous 

phase. For measurement purposes photooptical sensors and thermocouples were installed along the 

length of the tube. Analysis of these sensors give an impression of flame propagation in the 

investigated dust/air mixture. At the bottom of the tube a continuous spark igniter is used as ignition 

source.  This paper focuses on the construction and start up of the described large scale test rig.  

 

Keywords: flame propagation, tube method, scale up, CFD simulation 

 

1. Introduction 

Safety relevant characterisation of combustible dust, as well as gas, is done by standardized methods 

in specially designed and standardized apparatus like the 20-Liter-Siwek chamber. The resulting 

values are strongly dependent on the testing method. In the field of gas explosions researchers use as 

one alternative to the KG value the laminar flame velocity for the layout of relief systems. This method 

is described in the NFPA Standard 68 and 69 and is a new approach compared to European standards. 

In the field of dust explosions this approach could also be a way to succeed. But for this purpose, an 

experimental setup to determine the laminar flame velocity of dust/air mixtures is still missing. 

Currently, experimental determination of flame velocities in dust/air mixtures is done by the help of 
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the so-called tube method, invented by Mallard and Le Chatelier. The explosion chamber is a tube 

and the dust/air cloud ignites at one end and propagates to the other. Studies conducted by various 

authors (Palmer & Tonkin, 1971; Proust & Veyssiére, 1988; Han, 2000; Krause, 2002; Kern, 2013) 

follow different approaches to achieve low turbulence levels, essential to reach laminar combustion 

conditions. Aim of these research efforts is to obtain the laminar flame velocity as a parameter for 

safety equipment layout independent from the testing method. Moreover, the use for calculation 

purposes in explosion simulation would be a step nearer to tailor-made safety systems. Other 

possibilities for testing methods can be found in literature, however, often turbulent conditions are 

produced by these setups (cf. Cao et al. 2014, Skjold et al. 2014). Flame propagation in vertical ducts 

shows a significant increase in speed along the length of the tube (Krause, 2002). Besides other effects 

turbulence caused by wall effects is one of the influencing factors leading to this behaviour. A scale 

up would possibly lead to a reduction of these wall effects especially directly after ignition. Therefore, 

a 4 m long and 800 mm diameter testing rig was constructed to gain further understanding of the 

flame propagation. Large-scale tests done by other research teams (cf. Eckhoff et al., 1987; Skjold et 

al., 2014; Taveau, 2017) often use pressure difference for dust insertion and turbulent conditions are 

produced for dispersion purposes. To be able to carry out studies on combustion under low turbulence 

conditions, a new the dust feeding system had to be designed in a way that allows particle feed and 

dispersion without adding further turbulence during the dust input procedure.  

 

2. Investigations on flame propagation 

Flame propagation in a combustible dust/air mixture can be investigated with different measurement 

devices, depending on the experimental setup. To cover the flame front various methods are known. 

One possibility is photooptical detection of the emitted light of the front. Another option could be the 

measurement of the flame temperature. Electrical resistance measurement is also used and for the 

detection of the burning zone other researchers install ionisation probes in their apparatus.  

In the sections below the current experimental setup for investigations on flame propagation is 

described. It works as a basis and test ground for the development of the larger test rig described in 

the introduction. 

 

2.1 Combustion tube 

Basis for the construction of a larger experimental rig is a smaller explosion tube introduced by Kern 

(Kern, 2013). This vertical tube with a length of 2,000 mm has an inner diameter of 140 mm and is 

made of transparent PMMA. With this setup it is possible to determine flame behaviour and flame 

speed in dust/air mixtures. The bottom section of the apparatus is the closed end and contains a spark 

ignition system. The middle section consists of the main explosion tube (PMMA) with a photooptical 

measurement system, the feeding device (screw-conveyor) is arranged at the top section which also 

holds an explosion flap and a flame arrester. The particle flow is gravity driven and leads to a good 

dispersion of the dust in the tube after around 500 mm from the feed point. The advantage of this 

arrangement is to be able to create repeatable conditions of the turbulence and dust dispersion in the 

combustion chamber (Hüttenbrenner et al., 2016). To be able to compare results with former studies 

Lycopódium (spore of club moss) and a modified maize starch were used as combustible dusts. 

Computational fluid dynamics (CFD) simulations of the described apparatus were done by other 

authors (Spijker, 2015) to receive an idea of the particle flow regime during experimental tests (cf. 

Fig. 1).  
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Fig. 1. Scheme of the explosion tube, introduced by Kern (Kern, 2013)  

 

2.2 Photooptical measurement device 

The flame front propagates along the length of the explosion tube and can be detected with 

photooptical measurement devices which are mounted along the vertical axis. The flame speed can 

be calculated (Eq. 2-1) out of the time interval between the offset points of the first and the second 

signal (∆t) and the distance between the two detection points (∆s). 𝑠𝑓 = ∆𝑠∆𝑡       (2-1) 

Photodiodes, which are mounted along the tube, help to detect the flame front and transform the 

incident light of the flame in an electrical signal, which can be process further. The used photodiode 

absorbs emitted light between 450 and 1,100 nm, nearly the whole visible light spectrum and parts of 

the infrared spectrum. Therefore, the photodiodes IF-D91 fit very well to the requirements. The setup 

is chosen in a way to prevent detection of scattered light. Just the impingement of orthogonal light on 

the device is detected. The response time is set to 15 ns. The light impulse produces a photocurrent 

at the photodiode, which gets processed with the help of a transimpedance amplifier. To get an idea 

of the resulted signal, Fig. 2 can be consulted. To detect the flame front and not scattered light the 

signal is overdriven for interpretation purpose.  
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Fig. 2. Results of flame detection between two measurement points in the explosion tube 

 

2.3 Flame temperature 

For characterisation purpose of the flame front the temperature can be measured at any location in 

the explosion chamber of the test rig. Therefore, thermocouples with a diameter of 80 µm and a very 

fast reaction time are installed. The sampling rate is set at 100 Hz.  

Experimental studies done by other authors (Smoot et al. 1977, Cashdollar et al. 1983, Veyssiére 

1992) show that the displayed values of the thermocouples are lower than theoretical calculated 

values, caused by heat losses due to thermal radiation. Smoot et al. assume that besides radiative 

losses, char and ash layers on thermocouples could indicate measurement failures. Cashdollar and 

Hertzberg suggested a radiation correction factor up to 800 °K and Veyssiére stated that values of 

thermocouples are 500 to 600 °K lower than by other measuring devices, e.g. infrared pyrometers. 

Comparison studies done by Cashdollar and Hertzberg between thermocouples and pyrometers show 

particle temperatures at low dust concentrations 200 °K cooler. They assumed the continuous 

accretion of endothermically pyrolyzing particles on the thermocouples as explanation for lower 

values. A graphic of the used software for analysis can be seen in Fig. 3. However, an alternative of 

temperature values is the use for measuring the flame speed, which can be calculated in the same way 

as the photooptical method (cf. Eq. 2-1), whereas the time step of the temperature rise has to be 

detected.  
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Fig. 3. Graphic of the measured flame temperature during an experimental test 

 

 

3. Scale up and test rig construction 

Motivation for the work on a larger scale of the experimental apparatus was to gain further 

understanding of flame propagation in a larger space with less disturbance by wall effects and other 

influencing parameters. Therefore, the cross-section of the test setup was extended from 140 mm 

(laboratory rig) to a diameter of 800 mm. With an ignition source in the middle of the cross-section 

at the bottom of the tube, the flame front has more time to spread without impacts until it reaches the 

tube wall. Based on the results obtained from CFD modelling the length of the explosion tube was 

chosen 4,000 mm, to generate adequate dust particle dispersion with low turbulence conditions. 

Within this length the dust particle flow from the top has enough time to disperse driven by gravity. 

The test rig itself is built of steel with several flange connections along the length to be able to insert 

various sensors for further research purposes. The bottom section of the tube is closed and holds an 

ignition source 530 mm above the bottom. The middle section of the test rig consists of the main 

explosion chamber with a volume of about 2.2 m³ and various detection devices, depending on the 

experimental setup. A balanced explosion flap on the top of the tube prevents impacts of the 

surrounding conditions during experiments on the one hand and releases the necessary cross-section 

when the flame front approaches on the other hand. Due to the fine balance of the flap system, a 

significant pressure increase within the tube can be avoided. A graphic of the test rig can be seen in 

Fig. 4. 
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Fig. 4. CAD graphic of the constructed explosion tube 

 

As mentioned above, the ignition source is located at the bottom of the explosion tube. The used 

ignition spark has an energy level high enough to ignite the dust/air cloud, however, as low as possible 

to prevent further impact on the flame propagation. For spark generation steel electrodes with a 

distance of 6 mm are used. Prior to testing the minimum ignition energy and the minimum ignition 

temperature of the used dust is determined to ensure ignition. As ignition source for the proof of 

concept a spark with an electrical power amount of 30 W was used. Further experiments with 

Lycopodium and maize starch will be done with the same ignition spark, because a temperature of 

1,200 °C is reached in the spark area. 

 

3.1 Dust feeding device 

At the top section of the explosion tube the feeding system is installed to create a dust dispersion in 

the explosion chamber with very low turbulence condition due to gravity driven flow. Four concentric 

inlet points were taken to reach an equal distribution of the whole cross-section (cf. Fig. 5). Next to 

a continuous feed rate to achieve a homogeneous distribution of the dust concentration along the 

height of fall, a reproduceable feed rate is necessary to ensure the same mass flow at all inlet points 

(cf. Fig. 6 and Fig. 7). The design of the device is alterable, therefore various dust samples with 

different particle sizes can be conveyed. Solution for this requirement was a specially designed dust 
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feeding device (cf. Fig. 5), based on a stirrer with soft bristles attached and a changeable sieve in the 

bottom cap. The dust is transported with this stirrer through the sieve to prevent agglomeration of the 

dust particles. Due to this design various dust samples can be investigated and brought into the system 

with very low turbulence. A brushless bipolar hybrid stepper motor is used as actuator. A claw 

coupling connects the motor with the stirrer and a motor driver board was constructed to control the 

motor. 

 

Fig. 5. Graphic of the designed dust feeding device for the explosion tube (a) and location of the 

four devices in the cross-section at the top section of the tube (b) 

 

Fig. 6. Results from preliminary tests of the feed rate in relation to the feed time of the feeding 

devices (mesh 200 µm) 

 

Fig. 7. Results from preliminary tests of the production rate in relation to the mesh size of the 

designed feeding devices (30 rpm) 
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3.2 Particle flow in the explosion tube 

In order to get more information about particle movement of the inserted dust particles through the 

dust feeding device, the particle flow was calculated with the help of computational fluid dynamics 

(CFD) simulations in the open source software OpenFOAM® (Field Operation and Manipulation). 

Aim of the numerical model was the description of the particle distribution in a gravity driven two-

phase-flow. Lycopódium Clavátum was modeled to be able to compare with former studies. Caused 

by the feeding method no considerable pressure gradient exists in the system, therefore the transient 

incompressible solver pimpleFOAM was used. For the calculation of the gas phase in a three 

dimensional solution space the finite-volume method was applied to solve the conservation equations 

for momentum and mass. (The OpenFOAM Foundation, 2015) To describe the particles an Euler-

Lagrangian approach was adapted to calculate the particle-laden flow regime of the gaseous phase. 

In this method the gas phase is modelled a continuum in whose framework dispersed solid particles 

are tracked. Momentum between the phases were considered through two-way coupling. Caused by 

the low turbulence conditions the k-ε Launder Sharma turbulence model was suited (Davidson, 2015), 

a two-equation model which uses an approach that expresses the Reynolds stress with the help of the 

Boussinesq approximation. The model provides two conservation equations, one for the turbulent 

kinetic energy k and one for the dissipation energy ε from which the value can be deduced. To depict 

the influence of the turbulent fluid on the particles the Discrete Random Walk was used (Dehbi, 2006). 

A reduction of solution time of the Lagrangian phase could be achieved through Particle Clustering, 

an opportunity to transfer properties of one calculated particle to a user specified number of particles 

that are aggregated in a group defined as one parcel, which has the same properties as the particle 

itself. Generation of the finite-volume-mesh was done with the commercial software ICEM CFD 

through extrusion of a 2D O-mesh. Simulation results of the dust particle concentration in the vertical 

explosion tube during 15 sec with a continuous dust feed over 10 sec can be seen in Fig. 8.  

 

Fig. 8. Simulation results of the particle concentration [kg/m³] in the vertical test rig 

(Hüttenbrenner et al, 2019) 

 

3.3 Proof of concept and start up 

The first tests with the new experimental rig have already been done to find out if the experimental 

setup fulfills the requirements. The dust feed device operated for about 20 seconds (steady state 

according to simulation results), afterwards the dust layer at the bottom was investigated. The bottom 

plate of the combustion tube was covered evenly with Lycopodium dust. The dust concentration 

measurement device did not work at this time, however, the dust at the bottom might indicate that a 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

625



 

 

similar distribution over the cross-section could be achieved by the selected dust feeding system. The 

second run was for testing purposes on the ignition system. After reaching steady state conditions, 

the ignition source was activated and the spark ignited the dust/air mixture and a flame was formed. 

The flame front propagated relatively slow from the ignition point upwards to the top of the test rig. 

However, after ignition the flame front showed serious wrinkling after some seconds and became 

unsteady. The flame propagated along the explosion tube and at the top end of the tube the explosion 

flap opened as designed for. No significant pressure rise could be observed. The explosion flap and 

relief system were tested successfully. Regarding flame wrinkling several influencing factors might 

be causing this effect. Besides effects originating in the combustion process itself, there might be also 

effects related to the dust input or the ignition system. Further investigations are necessary to obtain 

more knowledge about the causing factors.  

 

4. Conclusions 

The basis for the design and construction of the described test rig was a smaller combustion tube, that 

allowed to conduct research on flame propagation in dust/air mixtures. Main advantage of the smaller 

tube was the dust feed system, which allowed low turbulence dust insertion into the combustion 

chamber. During the construction of the larger (4 m) test rig, a new dust feed system was designed 

and tested. Results obtained from CFD simulations indicated that the chosen dust feed system allows 

to create low turbulence conditions around the ignition spot and within the combustion area. Although 

accurate dust concentration measurements are still missing, the settling pattern indicates a very 

homogeneous and even dust distribution within the lower section of the combustion chamber. First 

ignition tests indicate that the electrical layout and position of the ignition source is adequate to meet 

the experimental requirements. The visual observation of the combustion process indicates a very low 

turbulence combustion with very limited pressure build up. In contrary to the smaller combustion 

tube, flame speed measurements in the larger combustion chamber have to follow a different 

approach. Whilst the measurement of flame speed by photooptical devices or thermocouples along 

the tube wall are an adequate choice for the smaller tube, sensor positions have to be redesigned in 

the larger test tube due to intensive flame wrinkling.  

Although measurements on flame speed can be conducted easier in the smaller test rig, the larger 

setup allows studies on flame propagation in larger volumes and with less influence of wall effects. 

Future work will focus on dust concentration measurement and the design of adequate sensor systems 

to measure flame propagation.  
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Abstract 

The self-similar propagation of expanding spherical flames in lean hydrogen-air mixtures at elevated 

pressure were experimentally investigated using the dual-chamber apparatus with the quartz windows 

enabled to a flame radius with up to 110 mm. The flame images of more the fully developed cellular 

structure were captured, and the large values of r/rc and Pe for the dual-chamber apparatus were 

measured. The acceleration exponent, α, corresponding to the fractal dimension in lean hydrogen-air 

mixtures at elevated pressure were evaluated by plotting the experimental flame radius as a function 

of time. In the present study, the experimental values of α are α = 1.25–1.43 within a wide range of 

r/rc = 2–15. The increasing trends of α with a decrease in  and with an increase in initial pressure, 

Pi, were observed owing to the effects of the diffusional-thermal as well as Darrieus-Landau 

instabilities. The value of α increased with an increase in r/rc and it saturated to α = 1.43 at r/rc > 10, 

and the saturated values of hydrogen-air flame are within α = 1.4–1.5. The results demonstrated that 

the flame acceleration was classified as laminar (r/rc < 1), acceleration (r/rc > 1), transition (1< 

r/rc<10), and self-similar regimes (r/rc > 10). Consequently, the practical three-dimensional fractal 

dimensions for accidental hydrogen-air explosions are D3 = 2.29–2.33.   

Keywords: hydrogen, flame acceleration, self-similarity, gas explosions  

1. Introduction 

Self-acceleration of the hydrogen-air flame caused by the cellular instabilities such as Darrieus-

Landau instability and diffusional-thermal instability leads to serious damage by the dramatically 

increasing blast wave during the accidental hydrogen-air explosions. The development of cellularity 

on the flame surface at small radius is controlled by the stretch effect. As the flame expands, the flame 

self-accelerates due to Darrieus-Landau as well as diffusional-thermal instabilities. It is known that 

the self-accelerating flame reach the self-similar regime, as the flame radius becomes much larger 

(Gostinsev et al., 1988; Molkov et al., 2007; Kim et al., 2015). Gostinsev et al (Gostinsev et al., 1988) 

demonstrated that the critical flame radius associated with the onset of self-similar propagation of 

stoichiometric hydrogen-air flame in the large atmospheric explosions was r = 1.0–1.2 m 

corresponding to r/rc = 8.6–10.3, where rc is a critical flame radius for the onset of flame acceleration. 

The critical flame radius for the onset of flame acceleration of the stoichiometric hydrogen-air flame 

was rc = 0.116 m (Kim et al., 2015). The similar value, r = 1.0 m for the onset of self-similarity is 

also confirmed in the large-scale near stoichiometric hydrogen-air flame (Molkov et al., 2007). In the 

previous large-scale experiments, the transition to self-similarity of expanding spherical hydrogen-

air flame of equivalence ratio  = 0.7 observed at r/rc = 7–9 (Kim et al., 2015). It is indicated that the 

onset of self-similarity of hydrogen-air flame occurred at r/rc > 7-10. Although such onset of the 

instabilities (Kwon et al., 2001; Jomaas et al., 2007; Bradley et al., 2000; Matalon et al., 2003), self-

accelerating flame (Kim et al., 2015; Wu et al., 2013; Yang et al., 2016; Sun et al., 2012; Liu et al., 

2012; Hu et al., 2009) have been extensively studied, the critical condition on transition to self-
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similarity is still inconclusive. Therefore, further studies on the transition to self-similarity of 

hydrogen-air flame are merited.  

Another important issue for the self-similar propagation is the acceleration exponent, α, 

corresponding to the fractal excess, d = (α-1)/α, estimated by the power-law expression, r ~ tα, where 

rc is neglibile for r >> rc. Formerly, Gostinsev et al (Gostinsev et al., 1988) have suggested a value of 

α for a free turbulent flame in premixed mixtures is α = 1.5. However, the smaller values of the 

exponent in the range of α = 1.2–1.4 were found by small-scale high-pressure (Wu et al., 2013; Kim 

et al., 2018) as well as large-scale filed experiments (Kim et al., 2015; Bauwens et al., 2017). 

According to the previous study, we found that the value of α increased with an increase in the flame 

radius and it saturated the limited value corresponding to the fractal dimension. In other words, the 

transition regime to self-turbulization for large-scale expanding spherical flame existed. The question 

on the saturated value associated with the fractal dimension still remains. The further studies on this 

issue are required to estimate the accidental hydrogen-air explosions.  

According to substantial earlier studies (Kwon et al., 2001 Wu et al., 2013; Kim et al., 2018; Bauwens 

et al., 2017), the lean hydrogen-air flames were cellularly unstable, and the values of rc decreased 

with a decrease in  owing to Darrieus-Landau instability and diffusional-thermal instability. The 

lean hydrogen-air flames are Le <1 mixture, where Le is Lewis number defined as the ratio of the 

thermal diffusivity to mass diffusivity. In addition, the hydrogen-air flames were wrinkled, and the 

values of rc decreased with an increase in initial pressure Pi, because of the decrease in the flame 

thickness, enhancing Darrieus-Landau and diffusional-thermal instabilities. Therefore, the lean 

hydrogen-air flames at high-pressure enable to extend the range of r/rc. In view of the above 

considerations, the objectives of the present study are to investigate experimentally the self-similarity 

of lean hydrogen-air flames for a wide range of r/rc, and to estimate the fractal dimension for 

accidental hydrogen-air explosions.  

 

N2

860 mm

Electrode

Quartz
window

195 L 27.4 L

 

Fig. 1. The dual-chamber apparatus. 

 

2. Experiments 

In order to investigate the self-similar propagation of expanding spherical flames in lean hydrogen-

air mixtures, we have developed a dual-chamber apparatus enabled to observe a high-pressure 

spherical flame diameter with up to 220 mm. This apparatus referenced the high-pressure combustion 

apparatus developed in Princeton University (Tse et al., 2004) and extended the scale of the vessels. 

Figure 1 shows the two-dimensional schematic drawings of the dual-chamber apparatus. It consists 
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of two cylindrical chambers with three quartz windows. The size of two quartz windows in inner 

vessel is 260 mm diameter, 70 mm thickness, and the diameter of quartz window in outer vessel is 

260 mm with 35 mm thickness. The volume of inner vessel is 27.4 L with 381.5 mm inner diameter, 

406.9 mm outer diameter and 462 mm length including three flanges. The volume of outer vessel is 

195.5 L with 590.6 mm inner diameter, 609.6 mm outer diameter and 860 mm length including two 

flanges. The holes with 10 mm diameter in the lateral walls of the inner vessel are pierced. In order 

to reduce the effect of increasing pressure in the vessel on the propagation behaviors, a thin 

polyethylene plastic film of 50 μm thickness covered the lateral walls of the inner vessel and ripped 
by pressure increase.   

The lean hydrogen-air mixture initially filled in the inner, and nitrogen supplied to outer vessels at 

the same pressure. The hydrogen-air mixture at the center of the inner vessel is ignited by two 

electrodes of 0.5 mm diameter. In the present experiments, the hydrogen-air mixtures with 

equivalence ratio  = 0.5–1.0 at initial pressure Pi = 0.1, 0.2 and 0.5 MPa were used. The behaviors 

of flame propagation were imaged with schlieren photography and recorded using a high-speed 

camera (Photron, FASTCAM Mini AX 50 and UX100) at 5000 frames per second. In this study, the 

edge of flame front was detected by a canny edge method using MATLAB. The flame radius is 

defined as 𝑟 = √𝐴 ⁄ , where A is the flame area. Details of the image analysis are in (Kim et al., 2018). 

In this study, the values of laminar burning velocity, SL, the expansion ratio, σ, the laminar flame 

thickness, δ = (Tf-Ti)/(dT/dx)max, where Tf, Ti, and (dT/dx)max are the flame temperature, unburned gas 

temperature, and maximum temperature gradient, respectively, were calculated by using Chemkin-

Pro software with the GRI Mech 3.0 reaction model. 

 

3. Results and discussion 

3.1 Cellular flame developments 

The Schlieren images of outwardly propagating spherical flames for lean hydrogen-air mixture at Pi 

= 0.2, 0.5 MPa are shown in Fig. 2. In this experiment, the evaluated maximum flame radius was rmax 

= approximately 100 mm, because the quartz window diameter is 220 mm. In the present study, a 

fully developed cellular structure of lean hydrogen-air flame that in turn leads to the flame 

acceleration was observed at the small flame radii. As the flame radius became larger, the flame was 

more wrinkled owing to the enhancement of the Darrieus-Landau instability. The flame was wrinkled 

with a decrease in  and Pi due to Darrieus-Landau and diffusional-thermal instabilities. These trends 

agreed well with previous work (Kim et al., 2018).  

The relatively large-scale flames from the present tests (27.4 L) was observed than those from the 

previous works with the 70 mm diameter quartz window (0.79 L) (Kim et al., 2018), as shown in Fig. 

3. The flame images of more and more the fully developed cellular structure in this test were captured. 

In addition, the values of r/rc and Péclet number Pe = r/δ for dual-chamber apparatus were 3–4 times 

larger than those for small chamber apparatus (Kim et al., 2018). The value of r/rc for hydrogen-air 

flame of  = 0.7 at Pi = 0.2 was r/rc = 9.8, and that of r/rc for hydrogen-air flame of  = 0.5 at Pi = 0.5 

was r/rc = 10.5. The value of r = 102 mm at Pi = 0.2 and 0.5 was similar to r = 1.0–1.2 m corresponding 

to r/rc = 8.6–10.3 corresponding to the onset of self-similarity of large-scale near stoichiometric 

hydrogen-air flame. The flame images of  = 0.7 at Pi = 0.2 and  = 0.5 at Pi = 0.5 indicated the self-

similar flame structure.  
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Fig. 2. Schlieren images of outwardly propagating spherical flames for lean hydrogen-air mixture 

at Pi = 0.2, 0.5 MPa. 
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Fig. 3. Cellular flame at different scale experiments at elevated initial pressure: (a) Small chamber 

(0.79 L), (b) Small chamber (27.4 L). 

 

3.2 Onset of flame acceleration  

Figure 4 shows the measured flame speed as a function of the flame stretch rate, K = (2/r) dr/dt, at Pi 

= 0.5 MPa,  = 1.0. In the early stage, the positive stretch influences on the flame propagation, and 

thereby the flame propagates with a constant speed, dr/dt = σSL. As the flame expands, the stretch 

effect progressively decreased, and the flame wrinkled with the enhancement of influence of the 

cellular instabilities, and consequently the flame speed increased. Because the development of a 

cellular flame structure owing to the instabilities is suppressed by the flame stretching, in this study, 

the critical flame radii for the onset of flame acceleration were estimated through the relation between 

the values of K and dr/dt, as shown in Fig. 4. Figure 5 shows the critical Péclet number for the onset 

of flame acceleration, Pec = rc/δ, as a function of . The values of Pec increased with  owing to the 

diffusional-thermal instability. The values compared with the previous results at small-scale chamber 

(Kim et al., 2018) and the increasing tendency of Pec with  agreed well with the previous works.  

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

632



 

0 1000 2000 3000 4000
5

10

15

20

25

30

d
r/

d
t 
[m

/s
]

 K [1/s]

StableUnstable

Unstretched flame speed

rc 

 

Fig. 4. Measured flame speed at different flame stretch rate at Pi = 0.5 MPa,  = 1.0. 
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Fig. 5. Critical Péclet number as a function of  . 

 

3.3 Acceleration exponent and self-similarity 

The experimental acceleration exponent, α, for the flame acceleration was evaluated by plotting the 

flame radius with time r ~ tα. For instance, the logarithmic plot of the experimental flame radius as a 

function of time at Pi = 0.5 MPa,  = 1.0 is shown in Fig. 6. The slope is the value of α within rc < r 

< rmax = approximately 100 mm. Figure 7 shows the experimental values of α for hydrogen-air at 

various initial pressures as a function of  with the references (Kim et al, 2018; Wu et al, 2013). The 

data taken from references was estimated in the range between rc and rmax = 20 mm (Wu et al, 2013), 

and the range between rc and rmax = 30 mm (Kim et al, 2018). The value of rmax evaluated through the 

present test is 3-5 times as large as the previous works (Kim et al, 2018; Wu et al, 2013). In the present 

test, the experimental values of α for lean hydrogen-air flame are α = 1.25–1.43 at Pi = 0.2, 0.5 MPa, 

as seen in Fig. 7. The value of α increased with an increase in Pi owing to the reduction in δ. The 

increasing trends of α with a decrease in  owing to the effect of diffusional-thermal instability. The 

values of α in the present experiments were larger than those in the previous works (Kim et al, 2018; 

Wu et al, 2013), because the present tests further cover the self-acceleration regime. Such result 

demonstrated that the values of α increased as the flame expand, and the values of α were within the 

intermediate stage i.e, the transition regime to self-similarity. Therefore, the values of α cannot be 

expressed as a fractal dimension, because the evaluated values of α have yet to reach the self-similar 

regime.  
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Fig. 6. Time history of hydrogen-air flame radius at Pi = 0.5 MPa,  = 1.0. 
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Fig. 7. Experimental acceleration exponent for hydrogen-air at various initial pressures as a 

function of  with data from the small-chamber experiments. 

 

The values of rc decreased, and thereby the value of r/rc also increased with an increase in initial 

pressure, because of the decrease in the flame thickness, enhancing Darrieus-Landau and diffusional-

thermal instabilities. The estimated range in the present work was extended to r/rc = 2–15. The values 

of α as a function of r/rc are shown in Fig. 8. The results demonstrated that the value of α increased 

with an increase in r/rc, and it saturated at r/rc > 6–10. The saturated maximum value of α = 1.43 

agreed well with the experimental value α = 1.42 at r/rc > 103 estimated from large-scale near 

stoichiometric hydrogen-air flame (Molkov et al., 2007), although it is smaller than the critical value 

α = 1.5 for self-turbulization suggested by Gonstinsev (Gostinsev et al., 1988).  The results showed 

that the flame acceleration was classified as laminar, acceleration, transition, and self-similar regimes. 

The flame propagates smoothly with a constant speed at r/rc < 1, and the flame accelerates with an 

increase in flame speed at r/rc > 1 as the flame expand. As the flame radius becomes larger, its 

acceleration transits to self-similar regime, and consequently the values reached the self-similar 

regime at r/rc > 10. Such results demonstrated that the saturated values of hydrogen-air flame are 

within α = 1.4–1.5. Therefore, the experimental three-dimensional fractal dimensions, D3 = 2+d, are 

found to be D3 = 2.29–2.33. Mukaiyama et al., (Mukaiyama et al., 2013) numerically investigated the 

dependences of expansion ratio on the fractal structure using the Sivashinsky equation which derived 

the asymptotic nonlinear integrodifferential equation for cellular flame front due to the instability 

(Sivashinsky, 1977). The numerical results indicated that the fractal dimensions increased with an 

increase in the expansion ratio, σ and the fractal dimensions of hydrogen-air flames were D3 = 2.30–
2.38 at σ = 4–8, as seen in Fig. 9. The practical three-dimensional fractal dimensions for accidental 
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hydrogen-air explosions are D3 = 2.29–2.33, although the numerical data are slightly larger than those 

from the present experiments.  
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Fig. 9. Fractal dimension as a function of σ (Solid line: numerical vales).  

 

4. Conclusions 

In the present study, the self-similarity of expanding spherical flames in hydrogen-air mixtures were 

experimentally investigated. In particular, the lean hydrogen-air flames for Le <1 mixtures at initial 

pressure Pi = 0.1, 0.2 and 0.5 MPa were tested using the dual-chamber apparatus. The dual-chamber 

experiments enable to measure the fully developed cellular flame. It is indicated that the present tests 

further cover the transition regime to self-similarity. The value of α increased with an increase in r/rc 

and it saturated to α = 1.43 at r/rc > 10, and saturated values of hydrogen-air flame are within α = 

1.4–1.5. The results demonstrated that the flame acceleration was classified as laminar (r/rc < 1), 

acceleration (r/rc > 1), transition (1< r/rc<10), and self-similar regimes (r/rc > 10). The practical three-

dimensional fractal dimensions for accidental hydrogen-air explosions are D3 = 2.29–2.33.   
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Abstract 
The research activities in the project Assessing the Influence of Real Releases on Explosions (AIRRE) 
included a unique series of large-scale explosion experiments with ignited high-momentum jet 
releases directed into congested geometries. The primary objective for the AIRRE project was to gain 
improved understanding of the effect realistic releases and turbulent flow conditions have on the 
consequences of accidental gas explosions in the petroleum industry, to develop methodology that 
can facilitate safe and optimal design of process facilities. This paper presents selected results from 
experiments involving ignition of a highly turbulent gas cloud, generated by a large-scale, pressurised 
release of natural gas. The paper gives an overview of the effect on maximum explosion overpressures 
of varying the ignition position relative to the release point of the jet and a congested region placed 
inside the flammable cloud, with either a high or medium level of congestion. For two of the tests 
involving a jet release and the medium congestion rig, the maximum overpressures significantly 
exceeded those obtained in a quiescent reference test. The paper presents detailed results for selected 
tests in the campaign. The effects on the relevant explosion phenomena from introducing initial 
turbulence, initial flow momentum and concentration gradients, as generated by the realistic release, 
are discussed. 
Keywords: realistic releases, large-scale experiments, gas explosions 

1. Introduction 
According to Marsh (2018), a majority of the 100 largest property losses in the hydrocarbon industries 
from 1974 to 2017 involved fires and explosions. In order to assess the potential consequences of 
such events, and implement effective risk-reducing measures, the industry requires knowledge about 
the underlying physical phenomena. Accidental gas explosions will typically include loss of 
containment of gaseous or liquid fuel, dispersion, mixing to form a flammable fuel-air cloud, ignition, 
turbulent combustion, pressure build-up, and propagation of blast waves in the surroundings (CCPS, 
1994). Furthermore, recent incidents such as the vapour cloud explosions in Jaipur in 2009 and Skikda 
in 2004, as well as the extensive research conducted after the Buncefield incident in 2005, highlight 
the importance of considering deflagration-to-detonation transition (DDT) in risk assessments 
(Johnson et al. 2015; Oran et al., 2020). 
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Gas explosions are inherently complex, as they involve physical phenomena on a wide range of spatial 
and temporal scales. The pressure loads from accidental gas explosions depend strongly on the rate 
of combustion, which is determined by factors such as degree of congestion, degree of confinement, 
the reactivity of the fuel-air mixture, and properties of the reactive flow. The primary mechanism for 
flame acceleration in congested geometries is the positive feedback between expansion of combustion 
products, turbulence generated in the unreacted mixture, especially in shear and boundary layers from 
flow past obstacles and walls, and enhanced combustion rates (Schelkin, 1940; Moen et al., 1980; 
Hjertager, 1984; Bjerketvedt et al., 1997). In a flammable fuel-air cloud generated by a high-pressure 
release, a certain degree of pre-ignition turbulence will normally be present. Initial turbulence can 
significantly enhance the rate of flame acceleration in gas explosions (Skjold et al., 2018). 
Furthermore, if ignition happens while the release is still on-going, the initial mean flow speed can 
be relatively high. This affects how the flame front propagates in different regions (with or against 
the flow) as well as the properties of the wakes generated downstream of obstructions prior to ignition. 
Significant concentration gradients may be present in the cloud, and regions of reduced reactivity of 
the flammable mixture can produce oscillatory pressure pulses as the flame repeatedly speeds up and 
slows down (Johnson et al., 2015). Finally, it is likely that pre-ignition turbulence will reduce the run-
up distance to DDT (Davis et al., 2016; Davis et al., 2018), and hence increase the likelihood of 
detonation of a flammable cloud generated by a high-pressure release. It may not be straightforward 
to assess the combined effect of these factors.  
Skjold et al. (2018) provided a detailed review of previous experimental work on the effect of realistic 
releases on explosions from the open literature. For example, as part of the project Blast and Fire 
Engineering for Topside Structures (BFETS), a range of gas explosion experiments were performed 
in full-scale or medium-scale offshore modules (Johnson & Cleaver, 2002; Johnson et al., 2002). The 
campaigns included tests with gas clouds resulting from realistic, high-pressure releases of natural 
gas. In most tests, the releases generated clouds that were less reactive and/or had a less “optimal” 
distribution (with respect to explosion pressure generation after ignition) throughout the rigs than 
near-stoichiometric, homogeneous clouds. However, a few of the realistic release tests produced 
overpressures that were comparable to or even locally exceeded the pressures recorded in the 
corresponding reference experiments with homogeneous and quiescent clouds.  
Probabilistic explosion studies frequently apply computational fluid dynamics (CFD) simulations 
where non-homogenous fuel-air clouds, generated by pressurised gaseous releases, are represented 
by so-called equivalent clouds (Hansen et al., 2013; Skjold et al., 2018; Stewart & Gant, 2019). By 
replacing inhomogeneous and turbulent gas clouds with equivalent homogeneous fuel-air mixtures, 
that can be moved around and ignited in various positions, risk analysts can investigate numerous 
explosion scenarios (with comparatively short simulations) based on a relatively limited number of 
time-consuming release and dispersion simulations. Stewart & Gant (2019) reviewed previous work 
and the scientific basis for the equivalent cloud concept. GDF SUEZ (currently GRTgaz) compared 
explosion pressures predicted with FLACS v10.2 in geometries with a medium or high level of 
congestion for scenarios involving jet releases of methane at flow rates of 1, 10 or 100 kg/s and the 
corresponding homogeneous and quiescent clouds defined according to the Q9 equivalent-cloud 
concept (Skjold et al., 2018). When applying the Q9 approach for the scenarios with a medium level 
of congestion, the maximum overpressures were approximately a factor two lower than the maximum 
overpressures obtained when igniting the clouds from the realistic releases. 
Motivated by these results, the goal of the project Assessing the Influence of Real Releases on 
Explosions (AIRRE) was to gain improved understanding of the effect realistic releases and turbulent 
flow conditions have on the consequences of accidental gas explosions in the petroleum industry. 
From the open literature, there is limited data available that show the combined effects on gas 
explosion severity from pre-ignition turbulence generated by jet releases and explosion-generation 
turbulence. Furthermore, the spatial scales and flow rates for which previous experiments with 
delayed ignition of pressurised releases have been performed, are rather limited (Skjold et al., 2018). 
The AIRRE project included an experimental campaign with delayed ignition of natural gas jets with 
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a mass flow in excess of 100 kg/s, either directed into congested regions with two different congestion 
levels or into an open area. The present paper discusses selected results from this campaign. 

2. Experiments 
2.1 Experimental setup 
DNV GL Spadeadam Research and Testing conducted the large-scale experimental campaign in 
AIRRE at the Spadeadam test site in the UK. As part of the campaign, transient releases of natural 
gas were directed into obstructed regions that were placed at various distances from the release. The 
ignition point was varied relative to the position of the congested regions and the point of release. 
The releases in the AIRRE project were fed from a storage reservoir containing approximately 22 
metric tonnes of inventory when charged to its operating pressure of 150 barg with natural gas. The 
storage reservoir is in a nominally flat area of the site measuring approximately 70 m wide by 320 m 
long.  Fig. 1 shows an aerial view of the test site, with the release (blue) directed into two congested 
regions (red squares).  

 
Fig. 1. Overview of test area. 

The storage reservoir was connected to the 100 mm nozzle at the release point by a pipeline with 
initial diameter 0.3 m (12-inch), later reduced to 0.2 m (8-inch). The flow rate was calculated from 
the differential pressure over an orifice plate that was installed in the 8-inch pipework. In each test, a 
transient flow was driven by a reservoir pressure starting at approximately 132 barg and reducing to 
70 barg, and ignition was initiated when the outlet pressure was around 75 barg. Using outlet pressure 
for timing ignition provided repeatable mass release rates that could be checked by the independent 
flow measurement.  Ignition was accomplished by one of a set of three chemical fuses located in 
various positions. A backup igniter consisting of an incendiary firework was also installed, to be used 
if none of the other fuses were able to ignite the cloud. Shutdown of the release was initiated as soon 
as ignition occurred, however the actuated release valve took around 16 seconds to close, so a jet fire 
continued through this period. 
Two different obstructed regions were used in the AIRRE project, one with a high level of congestion 
(denoted as “rig 7”), and one with a medium level of congestion (denoted as “rig 8”). Each obstructed 
region is constructed from pipes arranged in a three-dimensional mesh. Both rigs have dimensions of 
approximately 10.0 m × 5.0 m × 2.5 m. The high congestion rig is made from 32 by 16 by 8 pipes 
with a diameter of approximately 76 mm, while the medium congestion rig is made from 16 by 8 by 
4 pipes with a diameter of approximately 168 mm. The volume blockage of the high congestion rig 
is around 12 %, while the volume blockage for the medium congested rig is around 17 %. Fig. 2 
illustrates the congestion level of the two rigs. 
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One of the tests in the AIRRE project involved a homogeneous, nominally quiescent and near-
stoichiometric natural gas-air cloud (i.e. not generated by a jet release). The flammable mixture was 
contained by a polythene sheet fastened to a 26 m × 6.5 m × 3 m steel angle frame. To achieve a 
homogenous gas concentration, a system of 600 mm diameter flap valves, a fan and polythene tubing 
was used to circulate the gas through the test rig. The medium congestion rig was placed inside the 
flammable cloud during the test. A spark igniter was installed within the test rig at ground level, 
positioned centrally at the edge of the congestion. 

  

Fig. 2. The test rigs, with high (left) and medium (right) level of congestion, denoted as rig 7 and 
rig 8, respectively. 

The composition of the natural gas used in the campaign varied between 91-93 vol.% methane, 5-7 
vol.% ethane, 0.6-0.7 vol.% propane, 0.1-0.2 vol.% I-butane, 0.1-0.2 vol.% N-butane, and 0-0.4 vol.% 
nitrogen. 

2.2 Instrumentation 
The pressure of the gas in the reservoir and pipework was monitored at four locations: one transducer 
was placed in the reservoir, one upstream of the metering orifice, one downstream of the metering 
orifice and one close to the exit orifice. The fluid temperature in the pipework was measured at three 
locations: one thermocouple in the reservoir, one in the pipe bore near to the metering orifice and one 
near to the release orifice. The mass flow rate of the gas through the orifice was determined using 
measurement of static wall fluid pressure, temperature and differential pressure across the orifice 
plate placed in the outlet pipework, following the method described in ISO 5167-1 (2003) and ISO 
5167-2 (2003). 
Sensors were installed to measure the fuel concentration, the explosion overpressure and the flame 
arrival time at several locations distributed throughout the gas plume in every test. The gas 
concentration in the plume was derived from measurements of oxygen depletion using City 
Technology AO2 (City Technology, 2017) (or equivalent) electro-chemical sensors. To minimise the 
effects of pressure and temperature fluctuations, the sensors were mounted in steel enclosures with a 
pressure-snubbing orifice. The concentration sensors were mounted on steel stands to enable 
measurement at different elevations from ground level. Section 3 includes further discussion on the 
concentration measurements. 
Explosion overpressure was measured by a total of 20 PCB type M113B26 ICP pressure transducers 
(PCB Piezotronics, 2020), mounted at ground level in steel boxes. The faces of the pressure 
transducers were covered with a layer of silicone grease and silver foil in order to reduce thermal 
effects on the transducer. Measurement of flame arrival time was attempted by using an array of up 
to 28 ionisation probes. However, in the high-pressure jet release tests, the reliability of the sensors 
was limited due to the turbulent nature of the flow, the water vapour and the debris that was drawn 
up from the ground and into the jet release prior to ignition. Therefore, flame speed was instead 
estimated from high-speed video recordings of each experiment, as explained in Section 3. In one 
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large-scale release test, thermal radiation after ignition was measured in 15 locations, using 
MEDTHERM® radiometers with a measuring range of 0-200 kW/m2. The wind speed and direction 
were measured at 5 and 10 m above the local ground level, at a single location approximately 30 m 
behind the release point. The relative humidity was also measured 30 m behind the release point. 
Finally, in selected tests, up to 20 sensors were installed to measure turbulence in the flow prior to 
flame arrival (Jamois et al., 2020). 

Signals from the dynamic pressure sensors, ionisation probes and turbulence sensors in each 
experiment were recorded at a sample frequency of 500 kHz. In jet release tests the gas concentration, 
pipework conditions, thermal radiation and ambient conditions were recorded at a rate of 10 Hz. In 
the quiescent test, the gas concentration and rig conditions prior to ignition was recorded at a rate of 
1 Hz. Section 3 includes further details on the setups and measurements for a selection of the large-
scale tests performed as part of the AIRRE project. 

3. Results and discussion 

3.1 Overview of results 
The AIRRE campaign included in total 16 tests: three tests with an un-obstructed jet, 8 tests with the 
medium congestion rig (including the quiescent reference test) and 5 tests with the high congestion 
rig. Fig. 3 shows the maximum overpressures that were measured in all 16 tests of the AIRRE 
campaign. The pressure-time traces used to obtain the maximum values in Fig. 3 have been filtered 
with a 0.1 ms moving average filter. 

 
Fig. 3. Maximum explosion overpressures from all tests in the AIRRE campaign. 

The significant spread in results for a given level of congestion and ignition annotation in Fig. 3 is 
partly caused by the fact that the ignition point relative to the release was varied between tests (for 
example at several different positions upstream of rig 8). Furthermore, in three of the tests with rig 8, 
the congested region was placed at a distance from the point of release where the resulting fuel-air 
cloud was found to be fuel-rich. For all other tests, the congested regions were positioned 55 m from 
the release, where the average fuel-air concentration in the plume was expected to be near-
stoichiometric. The presence of the jet release leads to inherent variability in the initial conditions at 
the time of ignition, due to fluctuations in the concentration and velocity fields. 
Regardless of the variations in initial conditions between experiments, certain trends can be discerned 
from Fig. 3. The overall highest overpressures of the campaign were obtained with the high 
congestion rig in a test where ignition was initiated upstream of the congested region (the un-filtered 
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peak value exceeded 30 bar). This maximum overpressure value is similar to overpressures obtained 
in a corresponding test with a homogeneous cloud from a previous campaign. Fig. 3 also shows that 
for the medium congestion level, the initial conditions generated by the realistic release can cause an 
explosion event that is significantly more severe than in the corresponding quiescent configuration. 
For example, this was the case for test 8 of the AIRRE campaign, which involved rig 8 positioned 
55 m from the release point. Ignition was initiated upstream of the rig, 100 mm from ground level at 
the centre of the congested region’s edge. The equivalent quiescent, near-stoichiometric natural gas-
air experiment, test 16, had the same ignition location relative to the congestion as in test 8.  
It may be reasonable to assume that ignition upstream of the congested region would enhance 
explosion severity compared to the tests with downstream ignition, as the flame front in this situation 
is pushed towards the obstructions by the mean flow. The flame speed and the shape of the flame 
front at entry into the congestion can have a significant effect on the explosion severity, cf. the 
observations by for example Cronin & Wickens (1986), Tomlin & Johnson (2013) and Davis in the 
RPSEA II project (S. Davis, private communication, 2019). This effect seems to be present in the 
tests with medium congestion in Fig. 3, while it is less pronounced for the high congestion rigs. 
In the following, further results are presented for two of the tests performed as part of the AIRRE 
project: test 8 (medium congestion rig, ignition at the upstream edge of the congestion, 55 m from 
the point of release) and test 16 (reference test with a quiescent, homogeneous cloud enclosed in 
polythene tent, ignition at edge of congestion). Reference is also made to results from test 15 (“free” 
jet, i.e. without congested regions, ignition at 55 m from the release point). 

3.2 Concentration measurements 
In each of the large-scale jet release tests, pressurised natural gas was released horizontally, at 
approximately 1.4 m above ground level, from the 100 mm diameter nozzle. The release rate at 
ignition time varied between approximately 100 and 120 kg/s between the different tests. Since the 
outflow of natural gas was not terminated immediately after ignition of the jet, a jet fire developed in 
the final stage of the experiment. Fig. 4 illustrates the different phases for one of the un-obstructed 
high-pressure release tests. Radiation measurements from one of the jet fires will be reported 
elsewhere. 
Concentration sensors were placed along the release direction at 10 m intervals from 20 m to 80 m 
and at 100 m, measured from the release point. The sensors were mounted 1.4 m above the ground 
on instrumentation stands. Additional sensors were positioned at selected distances from the release 
point (depending on each test), symmetrically around the centre line along the direction of the release, 
at 5 m and 10 m from the centre line. At certain distances, the concentration was measured at three 
different elevations, 0.7 m, 1.4 m and 2.1 m from the ground. In the tests with congested regions, a 
different layout of sensors was used in the rig area with positions relative to the rig. On the same 
stands, depending on the position, the instrumentation also included pressure transducers, turbulence 
sensors and ionisation probes. Fig. 5 shows the layout of the instrumentation for test 8, which had a 
medium congestion rig placed 55 m from the release point. 
The concentration measurements were recorded by sensors that apply the oxygen-depletion principle, 
i.e. in the large-scale release experiments it is assumed that air is displaced by natural gas (cf. Section 
2.2). The time response of the sensors to an oxygen concentration change from 20.9 vol% to 2.1 vol% 
is quoted by the manufacturer as being below 5 seconds. Since partial pressure diffusion is required 
to transfer oxygen to the sensing elements, the concentration sensors are sensitive to pressure and 
temperature fluctuations. In high-velocity flows, this effect results in a reduction in the apparent gas 
concentration, as the signal from the sensor is directly proportional to the pressure of the fluid. To 
evaluate the impact of such effects on the results, a set of small-scale commissioning tests were 
performed prior to the large-scale tests. Based on these results, it is assumed the dynamic pressure 
generated by flow velocities higher than 25 m/s may underestimate the actual concentration. This can 
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be seen in some of the concentration-time traces (measured close to the release point) as short term 
‘dips’ in measured gas concentration. 
 

 
Fig. 4. Snapshots from different phases of a “free” jet release experiment: unignited jet release phase 
(top), flame propagation after ignition (middle) and jet fire phase (bottom). 

 
Fig. 5. Instrumentation layout for test 8. The legend explains the plotting style for each sensor type 
(OC – Oxygen Cell, IP – Ionisation Probe, T- Turbulence Probe). The square markers denote 
different types and configurations of turbulence probes. 

In the full-scale experiments, post-processing of turbulence measurements performed by Ineris 
(Jamois et al., 2020) showed that the jet centreline velocity at 40 m from the point of release was 
around 50 m/s, thus, concentration measurements at this distance and upstream may be significantly 
affected by dynamic pressure effects. In the following, concentration measurements upstream of 40 
m from the release are therefore not included in the analysis. When interpreting the results for gas 
concentration at the time of ignition for the remaining sensors, the period maximum value recorded 
in a certain period before ignition is used. Inside the congested regions, post-processing of the 
turbulence measurements suggests that flow velocities were reduced to less than 20 m/s. The dynamic 
pressure effect on these sensors is therefore likely negligible.  
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Fig. 6 shows the estimated mass flow rate across the orifice plate for tests 15 and 8. The differential 
pressure signal, from which the rate is calculated, was aligned to zero at the time corresponding to 
the closure of the valve. The mass flow rates are similar from around 30 s prior to ignition – at this 
point the jet was likely quasi-steady. Minor variations in the initial pressure and temperature in the 
reservoir lead to variations of the mass flow rate of less than +/- 10 % between tests. 
 

 
Fig. 6. Mass flow rate across orifice plate for tests 15 and 8. 

The wind speed and direction were measured before and during each test, at approximately 30 m 
behind the release point, at both 5 and 10 m above the local ground level. The average wind speed 
during the last 30 s before ignition, measured at an elevation of 5 m above the ground, varied between 
approximately 2 and 8 m/s between tests. The effect of wind is likely limited close to the release and 
in the congested region but may affect the far-field concentrations where flow speeds are low. 
Humidity and condensation of water may have influenced the temperature of the plume. Similarly, 
atmospheric stability can change the relative buoyancy of the cloud and the background turbulence 
level. However, considering the high velocities generated by the jet, it is reasonable to assume that 
both humidity and atmospheric stability had a minor influence on concentrations above the lower 
flammability limit. 
Fig. 7 shows the period maximum concentration (over 5 s before ignition) measured by selected 
sensors that were placed at 1.4 m above ground level in test 8. Concentrations measured upstream of 
40 m have been excluded, as already described, together with measurements from certain sensors that 
appeared to be erroneous. Similarly, Fig. 8 shows the maximum concentration measured (over a 5 s 
period before ignition) on the release centre line (y=0) at different elevations from ground level. The 
black rectangle marks the position of the rig in both Fig. 7 and Fig. 8.  
Fig. 9 shows selected concentration measurements in time from sensors located 1.4 m from the ground 
level, along the centreline of the release, at various distances from the release orifice. The profile for 
the 50 m location show that there are still some effects due to the dynamic pressure from the jet on 
the measurements at this point; there are fewer oscillations and less noise on the traces that were 
recorded further away from the point of release and within the congested region. The increase in 
concentration at 62.5 m from the release was measured either slightly before or at the same time as 
that measured by the three sensors positioned at 60 m from the release (Fig. 9 only shows the sensors 
at an elevation of 1.4 m). This is likely due to different positioning of the sensors relative to the pipes 
in the congested region (the same effect was also observed in a test with a similar layout). As the 
focus in the present work is mainly on the quasi-steady concentrations at ignition time, the time of 
arrival of the flammable cloud is not considered further here. 
At the time of ignition in test 8, Fig. 7 - Fig. 9 show that the measured period maximum concentrations 
in at least ¾ of the rig length are between 10 – 11.5 vol% natural gas in air. The concentrations are 
increasing slightly along the centreline up to 62.5 m from the point of release.  At the rear end of the 
rig, in the wake of the jet, concentrations are lower (around 7 vol%). The jet velocity decreases 
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significantly inside the congestion – measurements from the turbulence probes indicate that the mean 
flow velocity is less than 10 m/s at 60 m from the release (i.e. halfway through the congested region). 
The velocity was likely further reduced in the region from 60 m to 65 m. Due to low flow velocities, 
changes in gas concentration require a longer time to propagate through the congestion compared to 
the “free jet” conditions. 

 
Fig. 7. Measured mole fractions 1.4 m from ground level in test 8, period maximum over 5 s before 
ignition. Here, x and y are zero at the release point. The red circle marks the ignition location. 

 
Fig. 8. Measured mole fractions at release centre line (y=0) at different elevations from ground 
level in test 8, period maximum over 5 s before ignition. Here, x and y are zero at the release point. 
The red circle marks the ignition position. 

Fig. 7 indicates that the fuel concentration is near uniform across the jet 100 m downstream of the 
release point, with slightly higher concentrations on the positive side of the y-axis. Since flow speeds 
in the jet are low here, this asymmetry may be caused by the ambient wind. 
Fig. 10 shows the measured concentrations (maximum over 5 s period before ignition) at the release 
centreline at different elevations from ground level in the “free jet” test 15 (it is important to note that 
the location of sensors differ somewhat between test 8 and test 15). In test 15, the concentrations 
appear to uniformly decrease with increasing distance from the point of release. Mass release rates 
and atmospheric conditions were similar for test 15 and test 8, however, the measured concentrations 
upstream of 60 m were somewhat higher in test 8 than in test 15. 
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Fig. 9. Measured mole fractions at release centre line (y=0) at different distances from the release 
point in test 8. The sensors are placed 1.4 m from the ground. Ignition occurred at 0 s. 

 
Fig. 10. Measured mole fractions at release centre line (y=0) at different elevations from ground 
level in test 15, period maximum over 5 s before ignition. The red circle marks the ignition position. 

Fig. 8 and Fig. 10 indicate that the period maximum concentrations (over 5 s before ignition) are 
relatively uniform in the vertical direction in the region between 55 m and 65 m from the release – 
stratification is not observed in either test. 
3.3 Turbulence measurements 
In some of the large-scale tests in the AIRRE project, up to 20 differential pressure sensors were 
installed to measure turbulence in the flow. The demanding conditions under which the sensors 
operated during the tests, i.e. high-velocity flows with excess debris present and instrumentation 
masts that occasionally fell, caused several sensors to malfunction or the recorded data to be invalid. 
In addition, the high explosion pressures generated in several of the tests damaged many of the 
turbulence sensors. It was therefore necessary to replace several sensors after these tests. This 
effectively limited the number of tests where turbulence measurements could be performed. It was 
also challenging to obtain reliable recordings for a sufficiently long period to enable the extraction of 
turbulence velocities. Ineris performed the analysis of the turbulence measurements (Jamois et al., 
2020), and retained signals from 14 pressure time series from the unobstructed tests and 50 from the 
tests with congested regions to evaluate the turbulence fields. Most of the measurements were taken 
at an elevation of 1.4 m, while a limited number of sensors were placed either at 0.7 m or 2.1 m.  
The measured dynamic pressure was used to estimate the velocity in the direction of the jet axis. The 
integral time scale of turbulent fluctuations was obtained from the autocorrelation function, while the 
integral length scale was obtained by multiplying the latter by the average velocity at the same point. 
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In the tests without obstructed regions, the jet mean velocity along the release direction (at y = 0) was 
around 70-90 m/s at 30 m from the release point, 50-60 m/s at 40 m, 40-60 m/s at 50 m, around 30 
m/s at 80 m, and approximately 20 m/s at 100 m. Downstream of 40 m from the release point, the 
relative turbulence intensity was estimated to vary between 20-40 % along the release centreline. The 
average turbulent velocity in the region between 40 m to 60 m was estimated to be approximately 
12 m/s. 
In the tests with rigs installed, the mean velocity was significantly reduced (to below 20 m/s) inside 
and just downstream of the congested region. Very few probes gave reliable data inside the rig, but 
the few available results indicated maximum turbulence intensities of around 40 % inside the 
congestion. Upstream of 5 m from the rig, and downstream of 15 m from the congestion, results seemed 
to follow the same trend as in the tests with un-obstructed jets. The estimated values for the integral 
length scale for the tests without obstructed regions were (in line with the free jet theory) between 
1 m and 2.5 m up to 60 m from the release point. Further downstream, the integral length scales were 
reduced to around 1 m or less and appeared to be approximately constant with increasing distance 
from the release point. Jamois et al. (2020) discuss the turbulence measurements in the AIRRE 
experiments in more detail. 

3.4 Pressure-time recordings and flame speeds 
Up to 20 pressure sensors were distributed throughout the region of interest in the high-pressure 
release experiments. During the tests, the transducers were subject to significant mechanical vibration, 
debris throw and heat post-ignition. Different levels of noise due to electrostatic and mechanical 
variations in the mounting, cabling and signal conditioning arrangement of each transducer were 
present, to varying degrees, in many of the pressure-time traces. Where possible, traces were 
corrected for these effects to leave only the relevant pressure event. To account for velocity head and 
temperature effects pre-ignition (from the cold jet), the traces were balanced for zero-pressure at the 
time of ignition. 
Due to the highly turbulent, high-velocity nature of the releases, debris from the ground was entrained 
in the jet. Furthermore, the release produced condensed water droplets that were entrained and 
transported by the jet flow, significantly affecting the visibility of the region downstream of the 
release point, see Fig. 4 (top). Debris, water vapour and mechanical vibration can lead to a spurious 
trigger of the circuitry in the ionisation probes used for flame detection. These issues complicated the 
analysis of the ionisation probe measurements.  
However, the high-speed video recordings provided useful information on the flame speeds. A tailor-
made, in-house computer program was used by DNV GL to evaluate the changes in pixel intensities 
along three lines (at different heights) with respect to time. Fig. 11 illustrates results from the video 
analysis performed by DNV GL at two flame positions for test 8. The change in pixel intensity for 
each frame (relative to the initial frame) along the three straight lines (blue, green and red) was 
evaluated automatically, to produce a flame position and a corresponding time relative to the start of 
the analysis. This information was used to estimate a flame speed along each of these three lines, 
using a linear regression fit based on a user-defined set of frames over which to fit. The speed was 
only recorded if the linear regression showed a maximum error of 10 % or less. However, as the 
presence of water vapour reduced the visibility of the flame in most tests, the interpretation of this 
data was not straightforward, as shown in Fig. 11. Where it was not possible to determine a flame 
speed, it was set to zero in the analysis. Flame speeds were therefore also estimated using manual 
definition of the flame position on each video frame (illustrated by the magenta line in Fig. 11). This 
manual approach was found to be more effective and is used in the flame speed estimates presented 
here. It should be noted that though there are significant uncertainties in measuring flame speeds from 
frame to frame, the overall view is still useful to consider together with the measurements of explosion 
pressure. 
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In Fig. 11 (top), the flame had propagated around 5 m from the edge of the congestion, and the flame 
speed was still below the speed of sound in the mixture. Fig. 11 (bottom) shows the flame position at 
the maximum observed flame speed of 821 m/s. At this point, the flame had propagated 
approximately 9.3 m from the ignition point and had entered the fast deflagration regime (Oran et al., 
2020). 
Fig. 12 shows the calculated flame speed as a function of distance from the release point, estimated 
from high-speed video recordings of test 8. The flame speeds in test 8 are plotted together with those 
from test 16. Due to the presence of excessive water vapour in test 8, the visibility of the flame was 
poor. Furthermore, the high explosion overpressures that were generated in the test lead to loss of the 
ionisation probe data. Therefore, significant uncertainty is associated with the flame speed estimates, 
in particular for the flame propagation through the first 5 m of the rig. 

 

Fig. 11. Estimated speed of flame front as the flame enters the second half of the congested region 
(estimated to 287 m/s at 60 m from the release along the manually defined flame path, marked with 
a magenta line) (top) and as the flame propagates towards the end of the congested region (similarly 
estimated to 821 m/s at 64.3 m from the release, 10.7 ms later) (bottom) in test 8. 
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Fig. 12. Flame speed extracted from high-speed video recordings for tests 8 and 16. Test 16 is 
plotted for comparison with test 8, so the rig and ignition positions are aligned. The “distance from 
release” is not applicable to test 16. 

The measurements from the turbulence sensors in the AIRRE tests with rig 8 suggest that the relative 
turbulence intensities were around 40 % inside the congestion, while the mean flow speeds were 
strongly reduced when compared to the un-obstructed cases. After the onset of the release, the flow 
would have generated turbulent wakes downstream of the pipes in the congested region, including 
turbulent shear layers that would co-exist with more energetic, coherent structures. The wakes likely 
interacted throughout the rig and formed a complex flow pattern prior to flame arrival. However, 
from the limited number of turbulence measurements (due to the challenges discussed in Section 3.3) 
it is not straightforward to obtain a detailed picture of the flow field internal to the rig. 
In order to assess the combined effect of pre-ignition turbulence, non-zero mean flows and 
concentration gradients generated by the high-pressure releases, it is relevant to compare the results 
from test 8 to those from test 16. Fig. 13 (left) shows the peak pressure values from test 8 as a function 
of distance from the release point, while Fig. 13 (right) shows the pressure-time traces that were 
recorded inside the rig during the explosion event. A 0.1 ms moving average filter has been applied 
to the pressure signals to remove high-frequency noise. 
Fig. 13 shows that the highest overpressures in test 8 were recorded at the edge of the congested 
region, 10 m downstream of the ignition point. The dominating explosion pressure-generating event 
in test 8 was flame acceleration through the congested region, with the highest flame acceleration 
occurring in the second half of the congested rig (between 60 m and 65 m from the release point). 

 
Fig. 13. Measured peak overpressures (left) and pressure-time traces from selected sensors located 
inside the rig in test 8 (right). 
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For the flammable gas mixture used in the AIRRE experiments, the stoichiometric concentration is 
approximately 8.9 vol.% natural gas in air, while the top reactivity is expected to occur around 9.7 
vol.% natural gas in air (Nilsson et al., 2019). If the concentration measurements prior to ignition are 
representative of the actual concentrations around the sensors at the time of flame arrival, the 
concentration measurements in Fig. 7, Fig. 8 and Fig. 9 suggest that the flammable cloud inside of 
the rig was overall fuel-rich in the upstream ¾ of the rig. Towards the downstream edge of the 
congested region, the concentrations were reduced quite significantly, i.e. approximately 7 vol.%. It 
is possible that fuel concentrations in the final ¼ of the rig, where the most significant flame 
acceleration occurred, were closer to the “optimal” reactivity. 
Test 16 was a reference test for the experiments with high-pressure jet releases and the medium 
congestion level in the AIRRE project. The test was performed with a quiescent mixture with a 
nominally homogeneous concentration of approximately 9.2 vol.% natural gas in air, and ignition 
occurred at the edge of the congestion, close to the ground (corresponding to the ignition position in 
test 8). Fig. 14 illustrates the position of the ignition source and the pressure transducers that were 
placed inside the rig in test 16, along the rig centreline. Fig. 15 (left) presents the maximum 
overpressures measured inside the rig, while Fig. 15 (right) shows selected pressure-time traces 
(corresponding to the same distance from ignition as the sensors plotted in Fig. 13 (right) for test 8). 
The flame speeds in both tests are shown in Fig. 12. In test 16, reduced visibility of the flame and 
lack of ionisation probe data in the first ¼ of the rig lead to difficulties in extracting a reliable flame 
speed. However, in the first 5 m of the rig, the flame acceleration and generation of overpressure 
seem to have been modest, with regions where the flame speed was almost constant or even 
decelerating at times. Significant flame acceleration was observed as the flame propagated into the 
final ¼ of the rig, at 7-8 m from the ignition point. Flame acceleration seemed to persist after the 
flame front exited the rig, approximately 10 m downstream of the ignition point, as the region of 
highly reactive mixture extended past the rig. Despite the differences in initial conditions of the flow, 
the explosion event in test 16 and test 8 appears to have been qualitatively similar, cf. Fig. 12 and Fig. 
15. However, in test 8, the pre-ignition turbulence most likely enhanced the flame acceleration 
throughout the rig, resulting in a maximum overpressure that is approximately a factor 2.7 higher than 
that obtained in the quiescent reference.  It is worth noting  that if it is assumed that the pressure is 
proportional to the square of flame speed,  this equates to an increase in peak flame speed by a factor 
of approximately 1.6, which corresponds very closely to the ratio of peak flame speeds between tests 
8 and 16 (800 m/s and 500 m/s).  This suggests that the estimation of peak flame speeds is relatively 
accurate, despite the issues already described. 

 
Fig. 14. Positions of pressure transducers and ignition point in test 16. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

650



 

  

Fig. 15. Measured peak overpressures in test 16 and test 8 (left) and pressure-time traces from 
sensors located inside the rig in test 16 (right). 

4. Conclusions 
The primary objective for the AIRRE project was to gain improved understanding of the effect of 
realistic releases on the consequences of accidental gas explosions in the petroleum industry and 
evaluate the current state-of-the-art methodologies for quantitative risk assessment (QRA) 
considering the new results. The research activities in the project included a unique series of large-
scale explosion experiments with ignited high-momentum jet releases directed into geometries with 
varying levels of congestion. Selected results from these large-scale experiments are reported in this 
paper. 
The summary of maximum overpressures from the AIRRE campaign shows that explosion severity 
significantly depends on the congestion level present in each test, the position of the congested region, 
and the ignition location relative to both the release outlet and the congested rig. The results 
demonstrated that an explosion propagating through a homogeneous, quiescent and near-
stoichiometric (most reactive) cloud that encloses a congested region does not necessarily represent 
the “worst-case scenario” in terms of generated explosion overpressures. The pre-ignition turbulence 
generated by the high-pressure release produced higher explosions pressures than the corresponding 
quiescent reference test in two of the experiments with the medium congestion rig. However, in the 
present campaign, this only occurred when ignition happened upstream of the medium congestion 
rig, and the flame front accelerated with the mean flow induced by the release. In the high congestion 
configurations, the maximum generated overpressure seemed to be less sensitive to the position of 
the ignition point. However, the limited number of sensors and the variations in initial conditions 
complicates the analysis. Tests with corresponding configurations typically exhibited variations in 
period averaged concentrations of ±1-2 vol.%, measured in the same positions. These variations will 
affect the reactivity of the fuel-air cloud and must be considered when results from different tests are 
compared. 
The large-scale experiments in AIRRE also included measurements of flow velocities, turbulence 
levels, explosion overpressures and flame arrival times throughout the flammable gas plume. Due to 
the intense conditions inside the plume caused by the high-velocity jet release (as well as the high 
explosion pressures generated in several tests) it was challenging to obtain enough measurements to 
determine the properties of the flammable cloud and the ensuing flame propagation. It would 
therefore be beneficial to complement the results from the large-scale AIRRE campaign with smaller-
scale studies where more extensive measurements of turbulence, concentrations and flame speeds 
may be feasible, and a higher number of tests can be performed. If possible, experimental work should 
be combined with CFD simulations using models that are both capable of resolving part of the 
turbulence spectrum and represent the enhancement in flame surface area from various physical 
phenomena.  
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Finally, the modelling work performed as part of the AIRRE project suggests that scenarios that entail 
flame propagation past obstacles in established, turbulent flow fields, may not be straightforward to 
represent with the commonly used consequence models. However, to assess whether the present 
results should affect the current state-of-the-art QRA methodologies requires a thorough treatment – 
work on modelling and methodology will therefore be reported in subsequent publications. 
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Abstract

Particle size is one of the important factors influencing the dust dispersion when dust explosion exper-

iments are carried out. To observe the influence of particle size on coal dust propagation behaviors,

the dispersion experiments were conducted in MIKE 3 apparatus from Kuehner AG. Seven different

size classes of coal dust were prepared using a sieve shaker. High-speed photography was used to

record the propagation. The videos were processed by MATLAB to track the dust front locations in

MIKE 3. By separating and filtering the red, green and blue color components in each frame of the

video, the threshold values of the start and end points of dust dispersion can be defined. The result of

the video analysis shows that the particles which are smaller than 250 µm move upwards with similar

velocities, whereas if they are larger than the critical size, the movement becomes much slower. For a

detailed investigation of the fluid flow, OpenFOAM was used to simulate the dispersion of coal dust.

A compressible fluid solver rhoPimpleFoam from the package was modified for calculating the move-

ment of Lagrangian particles inside of the flow. Source terms of energy and species for particles were

implemented into Eulerian gas phase. Standard k-ε model was used for turbulence modelling. The

inlet of continuous air inlet resulted in nearly constant velocity of the coal dust due to high momentum

from the continuous pressurized air inlet. Another injection system which has a compressed air tank

showed that pressure and velocity field have smaller values in overall than the previous system at the

same time.

Keywords: MIKE 3, dust dispersion, particle size, CFD simulation

1 Introduction

Dust explosion hazard is an important issue for most industrialized countries due to its disastrous

consequences. Although it has been studied for more than 200 years (Eckhoff, 2003), the fundamental

aspects concerning to the dust itself are still unknown especially for the new products in process lines.

As one of the most important characters of dust samples, particle size influences not only the dust

explosion itself, but also the preparation of the dust samples in laboratory research. Experiments

that are conducted for the effects of particle sizes are already available (Eckhoff, 1996). Most of the

studies about particle sizes are focusing on the flame characters and propagation patterns (Yuzuriha

et al., 2017, Zhang et al., 2017, Cloney et al., 2020). Studies on turbulence of dust clouds in the

content of flame propagation and dust explosion still need attention.

Dust dispersion depends highly on the actual conditions of each test, such as air humidity, ambi-

ent pressure and each dust sample. Researchers tried to create homogeneous and reproducible dust

cloud in the experiments to control the dispersion effects (Klippel et al., 2014). Computational Fluid

Dynamic (CFD) tools are a good solution that are able to create same test conditions. Pollhammer

(Pollhammer et al., 2016) simulated dust dispersion in a 20 L vessel and found out that at the time

of ignition, the dust concentration near wall increased from around 200 g/m3 to 2000 g/m3 within 10

mm distance.

The aim of this work is to study the particles dispersion in MIKE 3 apparatus. Simulations have been

carried out, in order to assess the ability of the CFD model. The model developed in the current

work is based on the openly available OpenFOAM CFD toolkit. The reults of this study provide an

assessment of the strengths and limitations of this model to simulate multiphase propagation in dust

clouds.
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2 Experimental study on dust dispersion.

2.1 Experiment set up

In this study, coal dust dispersion in MIKE 3 apparatus was investigated. In the preparation of the

sample, raw coal was firstly smashed and ground in a crusher. Then the coal dust was put into a drying

oven with 120 degree for 12 hours. After that, a sieve shaker was used to separate the dusts into seven

different classes. The size classes includes: 20-32 µm, 32-45 µm, 45-63 µm, 63-71 µm, 71-125 µm,

125-250 µm, 250-500 µm.

Experimental apparatus is shown in Fig. 1. MIKE 3 apparatus consists of the dispersion tube, dis-

persion system (nozzle), pneumatic system, measurement and detection system. An additional video

camera was set to record the whole experiment. For each class of the dusts, tests were repeated five

times to assure consistency of the measurement results. 900 mg of each dust sample was put inside of

the dispersion nozzle for testing. All the tests are carried out under ambient pressure and temperature

condition. The aim of the study is to investigate the influence of particle size on dust dispersion.

Therefore, the spark of the electrodes was turned off to prevent ignition of dust.

Fig. 1: MIKE 3-apparatus from Kuehner AG (Cesana and Siwek, 2010).

2.2 Experimental results

Two example pictures from the recorded video is shown in Fig. 2. They illustrate the development of

dust dispersion in MIKE 3. As the study focuses on filling up process, the dusts were not ignited as it

is designed. The filling up process is very rapid and form a dust cloud inside quickly. When the dust

moves inside of the tube, the wall effect from the tube slows down the velocity of near-wall particles

and thus distorts the dust front shape. The shape of the dust cloud font starts to form a parabolic shape

after it passes the electrodes. The dust front is not a clear curve but blurring because of part of high

velocity particles.
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Fig. 2: Coal dispersion at different times. Fig. 3: Post-processing using MATLAB.

To track the dust front positions, MATLAB has been used to post-process the videos. By separating

and filtering the red, green, and blue color components in each frame of the video, the threshold

values of the start and end points of dust dispersion can be defined. Fig. 3 is the comparison of

filtered dispersion picture (right) and the experiment picture at the same time. The edges of the dust

front in two pictures are the same. Therefore, the reference value can be used to define the dust front

positions. The dust front position data over time is shown in Fig. 4. The movement of each cloud class

has similar pattern for all size of particle. Except the 250-500 µm particles, the other dust samples

which are under the critical size of 250 µm, have very close time history curves. This could be the

reason of particle agglomeration. Especially, the smallest sample does not have the highest velocity

and the velocity of 71-125 µm sample prevails a little in the later time of dispersion.

Fig. 4: Coal dust front positions over time in different size classes.
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3 Simulation study on inlet air condition

3.1 Simulation cases

The flow domain of MIKE3 was modelled for further investigation. Two air injection methods were

considered when the simulation geometries were created. As shown in Fig.5, a simplified inlet system,

system 1 has a air inlet where continuous high compressed air was injected into the small pipe until

the particle reaches the outlet. System 2 was set with a compressed air tank which would undergo a

pressure release when the simulation started. In MIKE 3, the pneumatic system also has a compressed

air tank like system 2. Thereby, system 1 has a boundary condition of inlet and the compressed air

tank is set as wall. Except inlet and outlet, all other boundaries are considered as wall. Except the

inlet, other parts of two systems have same geometry. Both of them consist of dispersion nozzles,

dispersion tube and the outlet. There are eight nozzles around the mushroom shape dispersion nozzle.

They are designed to spread equally on the rim of the circle. The electrodes were also added to the

simulation geometry for the consistency with the experiment tube. System 1 mesh is composed of

509,942 cells, which have been defined with mostly hexahedral cells.

Two simulation cases were carried out using these two systems. System 1 was used to simulate the

dispersion of 25 µm coal dust. The result will be compared with the experiment to test the injection

system. System 2 was used to simulate the flow field to compare the difference from two inlet systems.

Fig. 5: Flow domain of two simulation systems.

In the simulation of dust dispersion, 900 mg coal dust was injected within first time step using manu-

alInjection model. Particle size distribution was set as uni f ormDistribution, which means the size of

each particle is the same. The dispersionModel is stochasticDispersionRANS for the turbulent flow.

To set up initial positions of the representative particles (parcels), a MATLAB program was devel-

oped to generate the coordinates. As shown in Fig. 6, 2,831 coordinates which are close to the bottom

were generated for 25 µm dust cloud. The initial velocity of particles are 0 m/s. The density of

coal particles is measured as 1,007 kg/m3. Sphere drag and gravity of particles are considered in the

simulation. Standard sphereDrag model was used.
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Fig. 6: Initial positions for particles in simulation.

3.2 Solver description

This section describes the models used in this work. To investigate the particle size effect, the La-

grangian approach must be used to discrete the coal particles. The computational methods are based

on the rhoPimpleFoam solver from the OpenFOAM toolkit version 5. The solver was modified to

include Lagrangian particles. Transport equations for mass and momentum were solved for gas phase

and particles. The Eulerian approach was used for the continuous gas phase, and the Lagrangian ap-

proach was used for discrete particle phase. In gas transport, standard k-ε model was used to model

the turbulence effects. The transport equation for overall mass, momentum are as follow:

∂ρ

∂ t
+∇ ·φ = S

p
ρ

∂ρ~u

∂ t
+∇ · (φ~u)−∇

2(µe f f ·~u)+∇ · p = S
p

ρ~u

where ρ is the fluid density (kg/m3), ~u is the fluid velocity (m/s), φ is mass flux (kg/(m2
·s)), and is

defined as φ = ρ~u. µe f f is effective viscosity (Pa · s). p is fluid pressure (Pa). S
p
ρ and SP

ρ~u describes

the source term interacting with the Lagrangian phase.

For Lagrangian term, forces from fluid phase act on particles change their momentum. Particle ve-

locity and position are calculated from Newton’s second law:

mp

∂ 2xp

∂ t2
= Σ~Fp

where mp is the mass of a single particle (kg), xp is the particle position (m), and ~Fp is the sum of the

forces which include drag force and gravity force (N).

In the simulation of Lagrangian particles, Discrete Particle Model (DPM) was used since the large

amount of coal particles to reduce computing effort. This method uses representative particles (i.e.

Parcels), which is a group of particles that has same physical properties, to simulate the particles. The

particle-particle interaction is neglected in this work as the particle movement direction is toward one

direction.

PIMPLE (Pressure-Implicit Method for Pressure Linked Equations) algorithm was set up for the pres-

sure/velocity coupling. It is a combination of SIMPLE (Semi-Implicit Method for Pressure Linked

Equations) algorithm and PISO (Pressure-Implicit with Splitting of Operators) algorithm. In each

time step,SIMPLE algorithm is used as the fluid field is considered as a steady state. PIMPLE solver

was set up with 22 outer correctors. It was preferred since the time step can be adjusted based on the

CFL (Courant-Friedrichs-Lewy) number.

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

658



3.3 Simulation results

3.3.1 Particle movement in system 1

Dust dispersion was simulated with the continuous compressed air inlet. Fig. 7 shows the velocity

of gas field and position of 25 µm particle at different times. At 0.01 s, the particles are raised up

when the velocity field builds up. The highest velocity is at the bottom close to the round wall and

the outer rim of the nozzle. Therefore, there are more particles on the two side of the tube than

that in the center. The velocity magnitude in the upper part also increases and shows a corrugated

appearance because of the turbulence. From 0.02 s to 0.03 s, velocity field near wall changes along

the time. High pressure field region near wall increases. Particles scatter evenly over the tube when

they surpass the high velocity near wall region. Particles in that region are pushed away at first and

result in a distribution of particles along the whole tube. The front of the particles has a round shape

from 0.03 s. At 0.05 s, the velocity field is built up fully when most particles leave the bottom part.

At the time of 0.06 s, particles have reached the outlet of the tube, while most particles are distributed

above the electrodes.

Fig. 7: Velocity field of coal dust cloud development at different times (25 µm).

The particle front positions of 25 µm particles from system 1 simulation is plotted in Fig.8. The data

is compared with the experimental results. Due to the strong upward flow near the wall, the top of the

particle cloud of the 25 µm particles moves upwards in the geometry with nearly constant velocity,

which is contradictory to the experiments. In system 1, the 8 bar compressed air inlet created too

much fluid momentum. This simplified inlet caused the inaccuracy of the particle movement. Thus

the system 2 which was designed like MIKE3 was tested on the inlet fluid flow.
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Fig. 8: Coal dust front positions over time: comparison between system 1 result and experimental

result.

3.3.2 Influence of inlet air from two systems

The initial pressure field of system 2 is shown in Fig. 9. The inlet was replaced with a 50 ml air tank

which was initialized with compressed air (8 bar). When the simulation starts, the pressurized air will

be released. Therefore, the pressure and velocity field near the dispersion nozzles would be unsteady.
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4.5e+5

6.25e+5

1.000e+05

8.000e+05

p

Fig. 9: Initial pressure field of system 2.

Fig.10 illustrates the cloud picture of two geometries at 0.003 s around the inlet pipe. Both systems
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have pressure drop when air is injected into the pipe. The system 1 has overall larger pressure field

than the compressed system due to the high inlet pressure. The pressure in nozzles of system 1 is

also larger at the same time. In the velocity field, as shown in Fig. 11, the flow of both systems

reach the nozzles at 0.003 s. In the nozzles, the velocity reaches 600 m/s. When the air is released

to the dispersion tube, the velocity of the fluid field reduces because of the expansion of the air and

the momentum transfer between continuous and discrete phases. At 0.003 s, the velocity around the

particles is around 200 m/s in system 1, which is also faster than that in system 2.

Fig. 10: Comparison of pressure field near the nozzle between two simulation systems at 0.003 s.

Fig. 11: Comparison of velocity field near the nozzle between two simulation systems at 0.003 s.

4 Conclusion

In this study, experiments using the high-speed photography and image processing by MATLAB

allowed a detailed and accurate tracking of the dust front. The dispersion system shows similar results

for a large variation in particle size. For detail investigation of the dispersion, such as turbulence flow

patterns and particle distribution a simulation model is necessary. Two simulation systems was set

up to study the inlet flow effect. System 1 which has a continuous compressed inlet which resulted

in a nearly constant velocity for the particles. System 2 which replaced the continuous inlet with a

50 ml compressed air tank showed lower pressure value in the inlet pipe. At 0.003 s, the pressure

and velocity field near the dispersion nozzles of system 1 are higher. The Lagrangian approach for

discrete phase required very large computation effort. Further work will be continued on the particle

size effect.
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Abstract
Overdriving in the 20-L chamber has been attributed to the relatively high igniter energy-to-volume

ratio compared to the ISO one cubic-meter vessel. However, the many aspects associated with the

use of 10-kJ igniters to which overdriving can be attributed (e.g., distributed ignition, temperature

increase, pressure increase, etc.) have not been systematically investigated. Numerical modelling

using OpenFOAM was used to gain insight into the mechanism by which overdriving in the 20-L

chamber occurs. A model of an initially quiescent methane deflagration was developed and validated

against literature data. The model was then adapted to simulate coal dust combustion. The results

of the investigation show that the approximate 450 K temperature increase caused by a 10-kJ ignition

may be a key factor that influences overdriving. The higher initial temperature caused by the igniters

result in lower values for Pmax and higher values for KSt for some dust cloud concentrations.

Keywords: dust explosion, 20-L Siwek chamber, overdriving, OpenFOAM, numerical modelling

1 Introduction

Several studies have been undertaken to investigate dusts considered to be “marginally explosible”

in terms of their explosion behaviour. These materials pose a unique challenge when designing dust

explosion prevention and mitigation measures; while they may appear to explode during laboratory-

scale tests, their explosion characteristics in industrial-size facilities can be less certain. For example,

uncertainties have been found in the results for some materials as determined in different-size vessels

and in accordance with standardized test protocols (Cashdollar and Chatrathi, 1993, Proust et al.,

2007, Cloney et al., 2013, Thomas et al., 2013). In particular, Proust et al. (2007) surmised that a dust

having a value of KSt < 45barms−1 measured in a standard 20-L sphere might not be explosible in a

1-m3 chamber. Most studies have attributed this behavior largely to the phenomenon of over-driving

leading to false positives in smaller explosion chambers (Cashdollar and Chatrathi, 1993, Going et al.,

2000, Rodgers and Ural, 2011, Kuai et al., 2011, 2013, Thomas et al., 2013).

Variables that affect overdriving have not been explored (i.e., temperature rise, increase in initial

pressure, distributed ignition, radiation, turbulence, etc.). The research described in this paper inves-

tigates whether the explosion behaviour of marginally explosible dusts observed in the 20-L Siwek

chamber can mostly be attributed to over-driving, that is, increase in temperature caused by the pow-

erful igniters used in the sphere. The tested hypothesis is that temperature increase plays the greatest

role in overdriving in the 20-L Siwek chamber. A methane flame model, using the OpenFOAM CFD

Toolkit, was developed and validated by experimental data from the literature. Afterwards, similar

simulations and validation were performed for coal dust. This work is built on previous CFD mod-

elling work at Dalhousie University, and it is hoped that it would provide a viable starting point for

future intermediate-scale modelling. The research described in this paper is part of a larger body of

work aimed at enabling safer operation of industrial enterprises worldwide with respect to the pro-

cessing and handling of combustible particulate. Clouthier et al. (2016) have given a comprehensive

review of “marginally explosible” dusts.

The model developed in the current work is based on the coalChemistryFoam solver in the freely

available OpenFOAM CFD toolkit. The results of this study provide an assessment of the strengths
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and limitations of this model to simulate multiphase, laminar flame propagation in monodisperse,

homogeneously suspended dust clouds. The results also provide a baseline, which is missing in the

literature, that more comprehensive modeling approaches can be compared to moving forward.

2 Methodology

This section describes the computational domain, case set up, multiphase discretization, and numeri-

cal solution methods used in the simulations.

2.1 Model description

The computational methods used in this study are based on the coalChemistryFoam solver from the

OpenFOAM toolkit version 5.0.1. The rectilinear geometry of the “Siwek chamber” tutorial that

came prepackaged with the coalChemistryFoam solver was replaced with a sphere to better replicate

the actual 20-L sphere. The 20-L sphere (Siwek chamber) is typically used to determine the maximum

explosion pressure (Pmax), maximum rate of pressure rise (dP/dt)max (from which the deflagration

index, KSt or KG, can be computed), lower explosion limit (LEL) and limiting oxygen concentration

(LOC). Measurements are performed in accordance with ASTM E1515 and E1226. The 20-L sphere

consists of a hollow sphere made of stainless steel with an internal volume of 20 litres (Fig. 1). It

is equipped with a jacketed cooling system, a vacuum pump for evacuating the chamber, distribution

systems for gases and dusts, an ignition source at the center of the sphere, a pressure measurement

device, and a data recording system (Kuhner KSEP-Software). An ignition source is placed at the

center of the sphere through a flange located on the top of the combustion chamber. International

standards require ignition energies of 10 kJ (2 x 5 kJ) for testing dusts, 10 J for gases and 2 kJ (2

x 1 kJ) for hybrid mixtures. The electrical spark electrodes are two round tungsten rods with ends

ground to a point whose tips are spaced 6 mm apart. They are supplied with power from a high

voltage transformer (KSEP 320) and produce a permanent spark (15 kV, 30 mA).

Dispersion nozzle

Solenoid
valve

Line to
vacuum pump

Ball Valve

Exhaust line

Ball valve

Piezoelectric
pressure
transducers

DAS

Water cooled jacket inlet

Water cooled jacket outlet

Electrode
contacts

Electrode rods

Chemical igniter(s)
Sample chamber

Pressurized
air inlet
(20 bar(g))

Fig. 1: The 20-L Siwek chamber.

The geometry was modelled and meshed using the Salome CAD and meshing software. The radius

of the 20-L sphere is ∼ 0.162 m; however, due to computational resource constraint, a quarter scale

of the sphere geometry was used, reducing the radius of the sphere to 0.042 m. Furthermore, due to

the symmetry of the sphere, one-eighth section of the scaled-down sphere geometry was used for the

simulations. Two sets of simulations were performed: the first set was performed with the sphere

geometry filled with methane gas, while the second set was performed with the sphere filled with a

coal dust-air mixture.

The three-dimensional, multi-species, reactive transport equations for mass, momentum, and en-

thalpy are solved in this work. The fluid viscosity is calculated using Sutherland’s Law. Multicompo-

nent specific heat and enthalpies are calculated based on polynomial fits to the NASA JANAF tables

provided with the GRI-Mech 3.0 reaction mechanism. Similar to Cloney et al. (2018), in the current
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model particle diameter is held constant and density is reduced from devolatilization and surface re-

action. Heat is removed from the particle due to devolatilization, which is described by a single-step

Arrhenius expression. Momentum exchange is calculated based on drag force for a spherical particle.

Gravity is used in the model. Energy exchange is calculated by heating at the particle surface and

heterogeneous surface reactions.

The gas-phase chemistry reaction mechanism used in the current work is the MP1 mechanism

which has five species and one reaction (Table 1). Though there are other more comprehensive chem-

istry reaction mechanisms, the MP1 mechanism was selected for the simulations to further simplify

modelling complexity and reduce computational requirements.

Table 1: Single-step global reaction model parameters.

Name Reaction Ar nr Ea,r/R (K) Reaction Order

MP1 CH4 + 2 O2 CO2 + 2 H2O 3.48×108 0.0 10063.8 [CH4]
1[O2]

0.5

The overall rate of any specific reaction (ω̇r, molm−3 s) is determined based on a general Arrhenius

expression for the forward and backward reaction coefficients:

ω̇r = k f
r

Nk

∏
k=1

η
ν
′

k,r

k − kb
r

Nk

∏
k=1

η
ν
′′

k,r

k

kr = ArT
nre(−

Ea,r
RT )

where Ar is the Arrhenius pre-exponential factor, nr is the temperature coefficient, and Ea,r is the

activation energy (Jkg−1).

Following the work of Bradley et al. (1994) and Cloney et al. (2018), the particle composition is

assumed to be 40% methane and 60% carbon in this work. Heterogeneous combustion is specified

based on a single surface reaction between oxygen molecules and carbon in the coal particle. A

comprehensive model description for the OpenFOAM coalChemistryFoam solver can be found in

Cloney et al. (2018).

2.2 Numerical domain

The simulation domain for the current model is shown schematically in Fig. 2. The three-dimensional

domain represents one-eighth of a quarter-scale 20-L sphere. At the start of the simulation, an initial

flame profile including temperature, velocity, and species distribution, is specified for the geometry.

Fig. 2: Mesh of the one-eighth of a quarter-scale sphere used in the simulations.
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For the methane gas simulations, the gas flame profile used to initialize the simulations was calcu-

lated using the Cantera Package (Goodwin et al., 2009) with the MP1 gas reaction mechanism. This

allowed the initial temperature and species profiles to be determined faster than if determined natively

in OpenFOAM. The Cantera solution was mapped to OpenFOAM using Python scripts. For the coal

dust simulations, ignition was initiated directly in OpenFOAM at 2 ms after start of simulation and

continued throughout the entire simulation period. The boundary conditions of the shell (wall) and the

three symmetric faces of the geometry are given in Table 2. The flame was set to propagate towards

the wall as an initially quiescent gas and particle mixture. Pressure, temperature and velocity were

measured by probes positioned at three locations within the geometry (one at the centre, and one each

at 1 cm and 2 cm from the centre).

Table 2: Boundary conditions for flame simulation.

Variable Shell boundary Side boundaries Value

Pressure zeroGradient symmetry 1×105 Pa

Temperature fixedValue: uniform symmetry 300K, 400K

Velocity fixedValue: uniform symmetry 0 ms−1

Mass fractions zeroGradient symmetry Calculated

For the coal dust simulations, the cellZone Injection model was used to place the dust within the

geometry. A mass parcel basis type and fixed-value particle size distribution of 33 µm were used.

To ensure that all mixtures could actually ignite, the modelled ignition source was set to a value of

1500 K. A summary of the simulation parameters used in the present study is shown in Table 3.

Table 3: Simulation parameters used in the model.

Parameter Value

Fluid (gas simulation) methane

Fluid (particle simulation) air

Solid coal dust

Particle size (µm) 33

Coal volatile content (%) 40

Methane equivalence ratio at 300 K (φ ) 0.6, 0.8, 1.0

Methane equivalence ratio at 400 K (φ ) 0.6, 0.8, 1.0

Dust concentration at 300 K (gm−3) 100, 150, 300, 450, 600

Dust concentration at 400 K (gm−3) 100, 150, 300, 450, 600

Coal particle density (kgm−3) 1300

Ambient pressure (Pa) 100000

Temperature (fluid) (K) 300 & 400 (500 & 600)

Temperature (particles) (K) 300

Ignition temperature (K) 1500

Cell (tets) size (µm) 600

Simulation time (ms) 30 (methane) & 400 (coal dust)

Start of ignition, coal (ms) 2

In this work the coal particles are discretized using the Discrete Particle Model (DPM) Lagrangian

approach. Particle-wall interaction was taken into consideration, but particle–particle interaction was

neglected. Interaction between the gas and particle phase is modelled using a particle-source-in-cell

method (Christ, 2013, Migdal and Agosta, 1967) where the particles act as point sources and sinks

within the cell that their center resides.

The gas phase conservation equations were solved using a segregated approach where each equa-

tion is discretized over all cells with the finite volume method. The convective terms were discretized

using a bounded Gaussian upwind interpolation scheme, the diffusion terms were discretized using

Gaussian linear interpolation, and the time-derivative terms were discretized with an Euler scheme.
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Preconditioned Conjugate Gradient (PCG) was used for symmetric matrices (pressure) and Precon-

ditioned Bi-Conjugate Gradient (PBiCG) for asymmetric matrices (velocity). The Diagonal-based

Incomplete Cholesky (DIC) preconditioner was used with the PCG solver, while the Diagonal-based

Incomplete LU preconditioner (DILU) was used with the PBiCG solver. Pressure-velocity coupling

is achieved using the PIMPLE algorithm, which is a combination of PISO (Pressure Implicit with

Splitting of Operator) and SIMPLE (Semi-Implicit Method for Pressure-Linked Equations). The sim-

ulation was treated as transient but used the SIMPLE (steady-state) treatment to find the steady-state

solution for each time step. An advantage of using the PIMPLE algorithm is that it generally achieves

better stability over PISO algorithm and allows the Courant number to be larger than one; however,

the Courant number was kept at a maximum of 0.75 for all the simulations.

The Lagrange solution method includes a fractional timestep approach as described by Macpherson

et al. (2009). At each timestep, the numerical scheme loops through all Lagrange particles, updates

their properties, calculates new velocities, positions, temperature, and densities, and calculates the

gas phase source terms. If the particle residence time in a cell is smaller than the overall timestep,

all variables are updated using the state in that cell. However, if the particle transfers to an adjacent

cell, it takes a fractional timestep to the cell face, and then a second timestep within the adjacent

cell. This process occurs repeatedly until the overall outer timestep is complete. The Lagrange

momentum and energy exchange equations are integrated analytically. This is completed based on

the fractional timestep, where a semi-implicit Euler formulation is used to solve for velocity and an

explicit exponential Euler scheme is used to solve for temperature. The particle density is updated

explicitly based on the fractional timestep, and the devolatilization and surface reaction models.

The combustion model is a Partially Stirred Reactor (PaSR) model. In the PaSR approach, a com-

putational cell is split into two different zones. In one zone all the reactions occur, while in the other

one there are no reactions. Thus, the composition changes due to mass exchange with the reacting

zone. The reaction zone is treated as a perfectly stirred reactor (PSR), in which all reactants are

assumed to be perfectly mixed with each other. This allows us to neglect any fluctuations when cal-

culating the chemical source terms. A set of ordinary differential equations (ODEs) are constructed

from the species and energy solution vectors, along with the details of the chemistry reaction model.

A robust solver is required to integrate this stiff system of equations, and the Rosenbrock34 algorithm

was used in this work due to the constant failure of the default Seulex algorithm. Coupling between

the gas phase, Lagrange particles, and chemistry solutions is also completed using a segregated ap-

proach. At the start of the timestep the Lagrange position, velocity, temperature, and density are

updated along with the respective gas phase source terms. The fluid velocity is calculated based on

the momentum transport equation, followed by calculation of the combustion reaction source terms.

The species mass fraction and energy transport equations are then solved with the updated source

terms and velocity.

3 Results

This section discusses the results of parametric analyses performed to investigate the effect of con-

centration and initial temperature on explosion overpressure, rate of pressure rise and temperature

profile of methane and coal dust combustion. This also allows comparison to previous experimental

and simulation results from the literature. Prior to that, the section discusses the results of sensitivity

analyses performed to investigate the sensitivity of the simulations to grid cell resolution and ignition

source size.

3.1 Sensitivity analysis

Analyses performed to evaluate the sensitivity of simulation results to the grid cell resolution (grid

independence study) and ignition source size are discussed in this section.
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3.1.1 Grid independence study

As grid dependency is a known problem in computational fluid dynamics, a grid independence study

was performed to ensure the grid size selected for the simulations was fine enough to capture the

parameters of interest. Grid dependency was assessed by repeating simulations with various grid cell

sizes. Three grid cell sizes of 450 µm, 600 µm and 1 mm were used. The results are shown in Fig. 3

for methane gas at an equivalence ratio of 1.0. Although the slope for the 1 mm cell resolution is the

steepest of the cell resolutions used, the difference does not appear to have a significant impact on

the simulated temperature and pressure. For all three resolutions, the general trends of pressure and

temperature rise in a fully enclosed vessel appear to be similar. A computational mesh resolution of

600 µm was used for all methane simulations presented in this work.
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Fig. 3: Pressure and temperature profiles at various grid cell resolutions for methane combustion at

equivalence ratio of 1.0.

A similar grid independence study was performed for the coal dust simulations using three grid cell

sizes of 450 µm, 600 µm and 1 mm. The results are shown in Fig. 4 for a dust cloud concentration of

300 gm−3 and temperature of 300 K. Here, the differences are even less noticeable for the pressure

profiles. Thus, it appears that the coal dust simulations were less sensitive to cell resolution than the

methane simulations. In contrast, the temperature profiles for coal appear to be more sensitive to

cell resolution than the methane simulations. The 1 mm cell resolution appears to underestimate the

temperature relative to the other two resolutions; still, the difference does not appear to be signifi-

cant. For all three resolutions, the general trends of pressure and temperature rise in a fully enclosed

vessel appear to be similar. A computational mesh resolution of 600 µm was used for all coal dust

simulations presented in this work.
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Fig. 4: Pressure and temperature profiles at various grid cell resolutions for coal dust combustion at

a dust cloud concentration of 300 gm−3.
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3.1.2 Effect of ignition sizes

Simulations were performed to determine the impact of varying the number of ignition cells on the

explosibility parameters of interest for coal dust combustion. This is important as many experimental

and theoretical studies assume a point-source ignition. However, for CFD simulations, using too few

ignition cells may not initiate the combustion of the dust cloud as desired. It was, therefore, important

to know whether the choice of ignition size would impact the simulation results. Three ignition sizes

named “original,” “halved,” and “doubled” were used in the simulations for coal dust. The simulation

results are shown in Fig. 5. There was no significant difference in the simulation results due to

doubling or halving the ignition size. Thus, there appears to be some leeway in the choice of ignition

source size to ensure that ignition is initiated. It seems that the ignition temperature is more important

than the size of the ignition source for OpenFOAM CFD simulations.

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
Time (s)

0

1

2

3

4

5

6

7

8

9

Pr
es

su
re

 (B
ar

)

doubled size
halved size
original size

Fig. 5: Pressure profiles at various grid cell resolutions for coal dust combustion.

The combined results for all sensitivity simulations performed in this study are presented in Fig. 6.

The plots demonstrate that there was no significant difference in the simulation results due to changing

the grid cell size or the ignition size.
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Fig. 6: Summary of all grid cell size and ignition size sensitivity analyses performed for methane and

coal combustion.
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3.2 Parametric analysis: methane combustion

This section discusses the results of the parametric analysis performed for methane combustion.

3.2.1 Effect of equivalence ratio

The pressure profiles and rates of pressure rise for methane combustion with equivalence ratios of 0.6,

0.8 and 1.0 at an initial temperature of 300 K are shown in Fig. 7. The unadjusted maximum pressure

(Pex) increases as the equivalence ratio increases. For example, the Pex at the equivalence ratio of 1.0 is

approximately 40% higher than the Pex reported for the equivalence ratio of 0.6. Another observation

from Fig. 7 is that the pressure profiles shift to the left as equivalence ratio increases, indicating that

the time to reach peak pressure decreases as the equivalence ratio increases. For instance, the time to

reach peak pressure decreased from 0.058 ms to 0.018 ms as the equivalence ratio was increased from

0.6 to 1.0. In contrast, the rate of pressure rise increases with equivalence ratio. The rate of pressure

rise increased from 367 bars−1 to 1400 bars−1 when the equivalence ratio was increased from 0.6

to 1.0. The effect of increasing the equivalence ratio on the deflagration index, KG is also shown in

Fig. 7. As expected, KG increases with equivalence ratio.

(a) Pressure profile for simulation at 300 K and equiv-

alence ratio of 0.6.

(b) Pressure profile for simulation at 300 K and equiv-

alence ratio of 0.8.

(c) Pressure profile for simulation at 300 K and equiv-

alence ratio of 1.0.
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(d) KG at 300 K and various equivalence ratios.

Fig. 7: Pressure profiles and KG for simulations at 300 K and various equivalence ratios.
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3.2.2 Effect of initial temperature

As shown in Fig. 8, generally, KG increased as the temperature was increased from 300 K to 400 K.

However, increasing the temperature from 300 K to 400 K did not appear to have a significant impact

on KG until the equivalence ratio reached 1.0. The KG at 400 K is 20% higher than that recorded

at 300 K. A major takeaway from Fig. 8 is that although equivalence ratio is a strong driver of the

increase in the rate of pressure rise, temperature also has a substantial role to play, and its impact be-

comes more prominent as the equivalence ratio increases. Furthermore, temperature has a significant

impact on the time to reach the peak dP/dt. The time to reach peak dP/dt decreases with increasing

temperature.
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Fig. 8: Rate of pressure rise at different equivalence ratios and temperature for methane combustion.

3.2.3 Comparison with experimental data and calculated values

Simulation results for the maximum pressure (Pm) computed at various equivalence ratios and tem-

peratures for pure methane are summarized in Fig. 9. The results comprise experimental data from

Cashdollar (1996) indicated as open squares, data from Nagy (1983) as solid squares, calculated the-

oretical adiabatic pressure at 300 K as a broken line, and the current simulation results are represented

by closed and open circles. Cashdollar (1996) performed his experiments in a 20-L (0.02 m3) vessel,

whereas Nagy (1983) performed his experiments in a 25 m3 vessel.

For the simulations performed at an intial temperature of 400 K, the current model slightly under-

predicted Pm, compared to the experimental data from Cashdollar (1996), except at the equivalence

ratio of 0.6. In contrast, the model slightly overpredicted Pm for simulations performed at an intial

temperature of 300 K. Nagy (1983) reported Pm only at the equivalence ratio of 1.0, for which the

model overpredicted Pm for simulations performed at both 300 K and 400 K. The simulated results at

300 K are in almost perfect agreement with the calculated theoretical curve, except at the equivalence

ratio of 1.0. Overall, the simulated Pm and KG for methane are in good agreement with the literature

data and the calculated theoretical adiabatic pressure.
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Fig. 9: Pm and KG for methane from current study compared with values from the literature and

calculated theoretical adiabatic pressure. The literature data is from Cashdollar (1996) and Nagy

(1983).

3.3 Parametric analysis: coal dust combustion

This section discusses the results of the parametric analysis performed for the simulation of the coal

dust explosion. A typical timeline of coal dust explosion observed for the simulations is shown in

Fig. 10.

(a) 5 ms from start time. (b) 25 ms from start time.

(c) 125 ms from start time (with particles shown). (d) 400 ms from start time.

Fig. 10: Timeline of coal dust explosion simulation.
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3.3.1 Effect of dust cloud concentration

Pressure profiles at different dust cloud concentrations and temperature are shown in Fig. 11. The

unadjusted maximum pressure (Pex) increases as concentration decreases. For example, the Pex at

100 gm−3 is 62% higher than the Pex at 600 gm−3. Thus, it appears that of all the coal dust cloud

concentrations used in the simulations, 100 gm−3 was the optimum concentration. Another observa-

tion from Fig. 11 is that the pressure profiles shift to the right as concentration decreases, indicating

that the time to reach peak pressure increases as the concentration decreases. For instance, at 300 K,

the peak pressure for 600 gm−3 occurred at 210 ms while that of 100 gm−3 occurred at 270 ms.
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Fig. 11: Pressure profiles for coal dust explosions at different dust cloud concentrations.

3.3.2 Effect of initial temperature

Simulated maximum pressure (Pm) recorded for different dust cloud concentrations at the initial tem-

perature of 300 K, 400 K, 500 K and 600 K are shown in Fig. 12.
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Fig. 12: Maximum pressures for coal dust explosions at different dust cloud concentrations and tem-

perature.
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Maximum pressure clearly decreases proportionally with increasing initial temperature in the sys-

tem. Generally, reducing the initial temperature by a factor of two doubled the maximum pressure.

At first, this may appear counter-intuitive; however, it is a reasonable outcome. As the temperature of

the system was increased, the initial energy in the system increased such that the igniters (with fixed

energy) had a lower net effect on the system than when it was at the lower temperature. Consequently,

a lower Pm was observed at the higher temperature.

3.4 Overdriving in the 20-L Sphere

The pressure profiles for all simulations performed for this study are shown in Fig. 13. The steeper

curves at the extreme left of the plot represent the results of the methane combustion, while the curves

to the right represent the coal dust combustion.
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Fig. 13: Pressure profiles for all methane and coal dust combustion simulations.

Though Fig. 13 clearly demonstrates that increase in temperature by 100 K reduced the maximum

pressure, simulation results for KSt were more complicated. KSt increased substantially with increase

in temperature at low dust cloud concentrations; however, at higher concentrations, the trend is not

definitive. Hence, the discussion will focus on the increase in KSt induced by the 100 K rise in tem-

perature at the low dust cloud concentrations.

A 10 kJ ignition source is typically used in the 20-L chamber, which could cause a temperature in-

crease of approximately 450 K. This elevated initial temperature would increase the energy-to-volume

ratio in the 20-L chamber compared to the ISO one cubic-meter vessel; thus, contributing significantly

to the overdriving observed in the 20-L chamber. This does not rule out other potential contributory

factors such as distributed ignition sources and pressure increase. Nonetheless, the simulation results

have demonstrated that, for low dust cloud concentrations, increase in the initial temperature in the

chamber has a significant impact on increasing the KSt and may explain the discrepancy observed in

the so-called “marginally explosible” dust which may be explosible in the 20-L chamber but not in

the ISO one cubic-meter vessel.

4 Conclusion

The current work tested the hypothesis that temperature increase plays a major role in overdriving

in the 20 L Siwek chamber. Methane and coal dust flame models, using OpenFOAM CFD Toolkit,
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were developed and validated by experimental data from the literature. The methane simulations were

performed at various initial temperature and equivalence ratios, while the coal dust simulations were

performed at various initial temperature and dust cloud concentrations. CFD modelling appears to

support the notion that “overdriving” in the 20 L chamber can be attributed (at least in part) to the

temperature rise caused by the igniters. Moreover, the current work has provided a comprehensive set

of simulation data for methane and coal dust explosions which can form a baseline for further research

on the subject matter. Thus, though the preliminary results support the hypothesis that temperature

contributes significantly to the overdriving observed in the 20-L chamber, further studies will be

conducted to explore the trend in KSt as the dust cloud concentration increases.
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Abstract 

The present work is part of a joint project, initiated to develop standardized methods to evaluate the 

safety characteristics of flammable hybrid mixtures. It focuses on the dust/vapour/air systems. The 

safety characteristics to be measured comprise the maximum explosion pressure (pmax), the maximum 

rate of pressure rise (dp/dt)max  and the lower explosion limit (LEL). From previous investigations 

on dust/gas/air mixtures it is known, that these values cannot be evaluated by a simple linear 

combination of the respective values of the pure substances. In some cases, this would lead to an 

underestimation of the explosion risk and severity.  

The standard 20L-sphere for dusts was used for the experiments. Some modifications of the set-up 

were required to allow experiments with dust/vapour/air mixtures. Verification of the modified 

apparatus was done for dust and vapour separately in order to ensure accuracy of the results even for 

the individual components. The different testing procedures used for gases or vapours on the one 

hand and dust on the other hand are quite different. While vapour characteristics are measured in a 

quiescent atmosphere with moderate-energy electrical sparks, turbulence and high-energy chemical 

igniters are intended to determine these values for dust. Prior to performing the hybrid mixture tests, 

the quantitative change in the safety characteristics for turbulent vapour/air mixtures was investigated 

as well as the influence of the ignition source and energy. The concentration related pex, (dp/dt)ex, 

and LEL were quantified for 2-propanol under different states of turbulence. Additionally, the process 

of mixture formation is studied in a numerical simulation and first results presented. These 

investigations serve as the starting point for measurement series on the safety characteristics of hybrid 

dust/vapour/air systems.  

 

Keywords: hybrid mixtures, explosions, safety characteristics, standardization 

1. Introduction 

A hybrid explosive mixture is a multi-phase system consisting of a fuel gas or vapour, air, and 

combustible dust. Such mixtures are encountered regularly in industry, for example in the 

pharmaceutical industries, drying processes or in painting plants. To assess the safety risks when 

running a process, it is necessary to know about the behavior of the flammable substances and their 

safety characteristics. For flammable gases, vapours and dusts, there are already standards that define 

procedures for determining the relevant characteristics such as DIN EN 14034-1 (EN 14034-

1:2004+A1:2011); DIN EN 14034-2 (EN 14034-2:2006+A1:2011); DIN EN 15967 (EN 

15967:2011). Standards ensure the comparability of the measured values between different 

laboratories. However, these standards treat gaseous and solid flammable substances separately due 

to their different explosion properties. For example, the design of the ignition vessels, the ignition 

sources and the test procedure for fuel gases and dusts differ considerably. For hybrid mixtures, 

however, the safety parameters cannot be determined according to the existing standards. The studies 

found in the literature use different experimental procedures and often the results are not comparable. 

This study is part of a joint project (NEX-HYS), in which standardized measurement methods for 

hybrid mixtures are developed. The results will be published in a final report and as a pre-standard of 

the German Institute for Standardization (DIN). This pre-standard enables test institutes and industry 
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to assess explosion hazards when operating technical plants with hybrid mixtures and thus to control 

processes both more safely and more efficiently. Standardization at the international level is supposed 

to be initiated based on this pre-standard.  

While a large body of data on safety characteristics exists both for gases and dusts separately, the 

number of investigations for hybrid mixtures is much smaller. This is true especially for mixtures of 

dusts with the vapour of liquids. It is known from previous research that some of these mixtures are 

more sensitive to ignition, have wider explosion ranges and that the effects of explosions can be more 

severe (Hesener und Beck 2016). The maximum explosion pressure increases when only a small 

amount of vapour or gas is added to the dust (Amyotte P. et al. 2010). In a comparison of mathematical 

models with experimental values it was shown, that the calculated safety characteristics are not 

reliable for all kinds of hybrid mixtures (Addai et al. 2019). An attempt to measure safety 

characteristics of vapour containing hybrid mixtures in the 20L-sphere was already made (Dufaud et 

al. 2009). The influence of vapours was distinct for the maximum rate of pressure rise and the 

maximum explosion pressure of dusts. Therefore, for the purpose of a hazard assessment with hybrid 

mixtures it is not enough to rely on the safety-related characteristic parameters of the individual 

components.  

Furthermore, there is a strong influence of the ignition source on the determination of the individual 

parameters tested. The current standard ignition sources for vapours supply energies < 10 Joule, for 

dusts the energies are higher by three orders of magnitude. The measured safety characteristics could 

be falsified if the ignition source is over initiated. (Amyotte P. et al. 2010). 

The time interval between the entering of the pressure blast to the 20L-sphere and the moment of 

ignition is denoted as the ignition delay time. In the testing of dusts, the ignition delay time is fixed 

in the standard. In finding the optimum ignition delay in testing dusts, the velocities inside the sphere 

play a big role (Dahoe et al. 2001; Bartknecht 1980). If the ignition delay time is to large the dust 

settles down before ignition (Klippel et al. 2015). The Hydraulic conditions before and during the 

ignition have a big influence of the correctness of the safety characteristics (Scheid et al. 2006). For 

this reason, the mixture formation in the test apparatus is investigated in this study and a procedure 

for further tests is developed.  

The present paper has a focus on the verification of the testing equipment after some modifications 

from the commercially available standard set-up were applied. The influence of the time to ignition 

on the safety characteristics of vapours was measured and numerical simulations were compared with 

the experimental results. Over the last years, several studies have been performed on this topic. The 

effect of dust diameters on the dispersion and the effect of the dust concentration on flow patterns in 

the 20-L-sphere was investigated via CFD (DiSarli et al. 2014; Di Sarli et al. 2013) and the effect of 

ignition times on the fluid flow of dust with air in the 20L-sphere was studied.  A CFD simulation 

was done and compared with experimental results of the flow patterns established with a particle 

image velocimetry (PIV). It was found that the local concentration of dusts can vary significantly. In 

this paper the homogeneity of mixing with vapours and the effect of turbulence on the safety 

characteristics was investigated (Vizcaya et al. 2018). 

2. Experiments 

2.1 Explosion testing in the 20L-sphere 

The standard 20L-sphere was used throughout the testing of the different explosive mixtures (Figure 

1). It is described in DIN EN 14034-1 (DIN EN 14034-1:2004+A1:2011) for measuring safety 

characteristics of dusts and fulfills the requirements of DIN EN 15967 (DIN EN 15967:2011)) for 

gases and vapours. It consists of the steel sphere itself, which is kept at a temperature of 20 °C by 

water cooling of the double-walled jacket, a dust container with fast-acting valve at the inlet, and an 

outlet for the reaction products. The dynamic pressure inside the sphere is monitored by two pressure 

transducers at the side of the sphere. The combustible dust sample is turbulently dispersed by a 

rebound nozzle when introduced by a pressure blast. The electrode stands, which carry the igniters, 

are mounted to the removable lid and located at the center of the sphere. At these stands, either 
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electrodes or chemical igniters can be mounted. An additional liquid injection unit was assembled, 

which doses a defined mass of a combustible liquid with a syringe pump inside the evacuated sphere 

before the dust enters. All components of the set-up are remotely controlled by the user via software 

programmed in LabVIEW. Compressed air according to EN12021 (DIN EN 12021:2014-07) is used 

for mixture preparation.  

 

Fig. 1: 20l-sphere with liquid injection (DIN EN 14034) 

 

2.2 Measurement procedure for flammable dusts 

At the beginning of each experiment the sphere was evacuated to 0.2 bar and filled again with air to 

a pressure of 0.4 bar. A defined mass of the dust sample was filled to the dust chamber, the chamber 

was closed and then pressurized to 20 bar. The initial pressures were checked by two static pressure 

sensors, one inside the sphere and one inside the dust container. When the ignition sequence was 

started, the dust was inducted into the sphere by the pressure blast. After an ignition delay time of 60 

ms, during which the dust is distributed inside the sphere, two chemical igniters with 5 kJ each were 

activated for the determination of pmax and (dp/dt)max. The apparatus was verified with Niacin from 

an international round robin (CaRo, 2013) (Cesana-AG 2013). Each concentration was measured 

three times and the result was calculated according to the standard and the testing manual. The results 

were within the tolerance range of the certified reference value from the interlaboratory test and the 

apparatus and method were therefore verified.  

The model dust, which was chosen to test the set-up with hybrid mixtures was corn starch, supplied 

to the project partners by INBUREX. It is well known in the explosion testing of combustible dusts 

that particle size distribution and humidity are of major influence on the result. The median particle 
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size distribution determined by using a laser diffraction analyzer was 41 µm as median with 80,4 % 

with a size distribution of 0-63 µm. The humidity was determined by the standard procedure for 

measuring humidity for starches (DIN EN ISO 1666 (ISO 1666:1998-01)) to be 6 % by mass fraction. 

To be sure that the humidity was constant throughout the testing series, it was checked several times: 

5 g of the cornstarch were dried for 45 minutes at a temperature of 130 °C, cooled down over drying 

resin for 30 minutes and then weighted. The mass loss gives the absolute water content of the starch. 

2.3 Measurement procedure for flammable vapours 

The standard procedure for the measurement of vapour explosion characteristics was adapted to the 

20L-sphere. The sphere was evacuated to 0.01 bar and afterwards a defined mass of the liquid was 

injected by a syringe pump. The sphere was filled with air to 0.4 bar subsequently. As with the dust 

experiments, the empty dust chamber was pressurized with air to 20 bar and the fast-acting valve was 

opened to let the air blast inside the sphere. The final pressure inside the sphere was then at the 

standard condition of 1 bar. The air pressure blast mixes the vapour and air to form a homogeneous 

mixture A two-minute settling time is needed to make sure that the ignition could take place under 

quiescent conditions. All experiments were performed at a temperature of 20°C. 

The flammable liquid chosen for the model system was 2-propanol (99% by mass fraction). The 

development of pressure before, during and after ignition was recorded regarding different 

concentrations. The lower explosion limit (LEL) the maximum explosion pressure (pmax) and the 

maximum rate of pressure rise (dp/dt)max were determined this way. The apparatus was verified by 

comparison with literature values for 2-propanol. 

2.4 Ignition sources 

One of the main objectives of the study it to find a suitable ignition source for hybrid mixtures which 

avoids over-initiation. Chemical igniters supply too much energy and therefore, an exploding wire 

igniter with adjustable energy will be developed as the project proceeds. In the present investigation, 

an electrical spark of 10 W power and 200 ms duration in the centre of the sphere was used as ignition 

source. Its effective spark energy used in the experiments was confirmed to be 2 J by a calorimetric 

method developed by the BAM to be 2 J. This corresponds very well to the 10 W electrical spark 

with a duration of 0.2 s mentioned in the standard. 

2.5 Numerical simulations 

Simulations of the turbulent flow in the vessel were conducted using the open-source toolbox 

OpenFoam (OpenCFD Ltd 2019) . The different geometries were created using the Salome software 

(Salome 2019) considering the dimensions of the sphere from the standard. The geometry was meshed 

through SnappyHexMesh (OpenCFD Ltd 2014) ensuring a high resolution in regions where high 

gradients are expected. The PIMPLE is applied which is a combination of the pressure-implicit split-

operator (PISO) and the semi-implicit method for pressure-linked equations (SIMPLE) algorithms. 

This algorithm is an iterative procedure for coupling equations for momentum and mass conservation. 

The rhoPimpleFOAM solver was selected where density is as a varying quantity. 

Turbulence is modeled via the Large Eddy Simulations (LES) methodology, i.e. large energetic flow 

scaled are resolved on the grid and smaller ones are accounted for by a turbulence model. This model 

is based on the eddy-viscosity concept. Thus, the governing equations are the filtered Navier-Stokes 

equations which comprise mass conservation for compressible flows (equation (1)) and momentum 

conservation (equation (2)). The variables in both equations have the following meaning: �̅�: average 

density, t: time, x: general spatial coordinate with dimension indices i und j, u: velocity, :mean 

shear-rate tensor and �̅�: average pressure. 

 

     (1) 
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3. Results and discussion 

3.1. Data acquisition and evaluation 

Pressure traces we recorded with two piezoelectric pressure transducers with a rise time of < 2µs at a 

sampling rate of 4 kHz to meet the requirements of  (DIN EN 14034-1:2004+A1:2011). The 

commercially available set-up discards a major part of the measured values and proposes for (dp/dt)ex 

a tangent to the pressure curve that can be corrected by the eye of the user. In this study the procedure 

for finding pex and (dp/dt)ex was fully automated.  

The explosion pressure pex could be taken from the maximum of the pressure trace without any further 

treatment because of a low noise of the raw pressure signals. However, to evaluate the rate of pressure 

rise smoothing was necessary. A 3rd degree Savitzky-Golay smoothing with a window of 6 ms was 

found to reduce the noise efficiently without visible distortion of the main signal. For calculation of 

trace curvature, a much stronger smoothing with wider windows had to be used. Here signal distortion 

was of minor importance as only the difference in positions of two peaks had to be used. 

For pex it is necessary to account for the influence of vessel size and of the energy of the igniters. 

Note that for dusts explosion pressures are commonly given as gauge pressure pg. 

For a 20L-sphere the following relations are given in the standard (DIN EN 14034-1 (EN 14034-

1:2004+A1:2011)). With Ei is the meaning of the ignition energy. 

If pg,ex,20l ≥ 5,5 bar:   𝑝𝑔𝑒𝑥 = 0,775 ∙  𝑝𝑔𝑒𝑥,20𝑙1,15
     (3) 

If pg,ex,20l < 5,5 bar: 𝑝𝑔𝑒𝑥 = 5,5 (𝑝𝑔𝑒𝑥,20𝑙−𝑝𝐶𝑖)5,5−𝑝𝐶𝑖  (4) 

where 𝑝𝐶𝑖 = 1,6∙𝐸𝐼10000  
The volume-corrected value of the maximum rate of pressure rise (dp/dt)max is called KD and can be 

calculated from the vessel volume V by the cubic law given in eq. (5): 

     𝐾𝐷 = 𝑉13 ∙ (𝑑𝑝𝑑𝑡)𝑚𝑎𝑥     (5) 

For each experiment the higher of the two values for pex and (dp/dt)ex was reported as the final result. 

For every dust concentration the experiments were repeated three times. For reliable results it is 

necessary to check the correctness of the ignition delay time for every experiment. The ignition delay 

time is defined in this study as the period from the start of valve opening to the pressure rise caused 

by the ignition source. These points were determined by finding the maxima in the curvature of the 

pressure trace. This procedure is shown as the green curve in Figure 2. 
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Fig. 2: Evaluation of a single experiment of ignition of corn starch (751g/m³) and comparison with an ignition of 

two 5 kJ igniters in pure air. The trace of only one of the pressure transducers is shown. 

Figure 2 also shows that the 10 kJ energy released by firing of the igniters leads to a substantial 

increase of the pressure inside the sphere. For weak explosions this must be accounted for, which is 

done by application of eq. (4). Data acquisition for the vapour experiments was basically the same as 

for the dusts. To comply with the vapour standards the sampling rate was increased to 10 kHz. For 

vapours the explosion pressures are given as absolute presures without the index g. 

3.2. Experiments with corn starch 

The measured explosion pressures pex and pressure rise rates (dp/dt)ex
. for the corn starch sample are 

presented in Figure 3. The maximum explosion pressure was found to be pmax =7,9 bar ± 10% and 

the maximum explosion pressure rise rate is (dp/dt)max=520 bar/s ±10%. Application of the cubic law 

leads to a KD-value of 140 bar·m/s ± 10%. These values are in good agreement with the literature 

(Chemikalieninformationssystem des Bundes und der Länder). 
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Fig 3: Measured explosion pressure (pex) and pressure rise rate (dp/dt)ex in dependence on the 

concentration of corn starch in mixture with air  

3.3. Experiments with 2-propanol  

The results of the tests on 2-propanol are shown in Figure 4. The concentration step size was 0.2 % 

by volume fraction. The lowest concentration at which ignition occurred was 2.8 % by volume 

fraction and therefore the highest non-ignition was at 2.6 % by volume fraction. The lower explosion 

limit (LEL) at 2.2 % by volume fraction measured according to DIN EN 1839 which is found in the 

Chemsafe database (PTB). Both values agree because the LEL is given after subtraction of the 

measurement uncertainty as the lowest value found for five non-ignitions. 

With flammable liquids pmax und (dp/dt)max are normally found at a concentration slightly higher than 

the stoichiometric composition. This is just not possible for 2-propanol at 20°C because the vapour 

pressure of 2-propanol at 20°C is 43 mbar (PTB) and the stoichiometric concentration is 4.4 % in 

volume fraction. Nevertheless, the overall intention of this study on hybrid mixtures is to qualify the 

influence of low amounts of solvent vapour on the dust explosion characteristics. For this reason, the 

measurements on 2-propanol were carried out with lower concentrations than stoichiometric as shown 

in Figure 4. The temperature dependence of the maximum explosion pressure is described to be 

(Brandes and Möller 2008): 

 𝑝max(𝑇2) = 𝑝max(𝑇1) ∙ 𝑇1𝑇2 (6) 

where T1 and T2 denote thermodynamic temperatures of state 1 and 2 in Kelvin. A value of 

pmax(50°C)=8.6 bar is found in the Chemsafe database (E. Brandes et al.). The value of pmax(20°C) 

would be 9.5 bar according to equation 4. Explosion pressures up to 8.6 bar were measured with the 

maximum possible concentrations close to the stoichiometric concentration which is in good 

agreement with the calculated value. The measured KG-value is 88 bar·m/s, which is nearly equal to 

the literature value of 80 bar·m/s measured at higher temperatures (M. Mitu und E. Brandes 2013), 

however there is no simple relation for the temperature dependence of KG. 

When the influence of small amounts of flammable solvent vapour on the safety characteristics of 

dust is investigated, it is essential to quantify the influence of turbulence on the less conservative 

safety characteristics of the vapours first. A hybrid mixture explosion cannot be studied under the 

quiescent conditions normally applied for gas and vapour testing as the dust has to be dispersed in 
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the gas phase by a turbulent pressure blast. For this reason, the 2-propanol/air mixtures were not only 

studied at the standard ignition delay time for vapours of 2 minutes but also at the reduced delay times 

used for dust explosions in order to quantify the influence of inhomogeneous mixing and turbulence.  

In Figure 5 the influence of the ignition delay time on the rate of pressure rise nearly the lower 

explosion limit of 2-propanol/air mixture is depicted. Turbulence is known to increase pressure rise 

rates and one would expect the (dp/dt)ex-value to decrease with increasing settling time. However, 

such a decrease is found only for long settling times of more than 1 s while for small settling times 

(dp/dt)ex is nearly constant. This is explained by the way the turbulence is generated within the 

explosion chamber. The pure air is blown into a quiescent fuel/air atmosphere thus generating not 

only turbulence, but also a high degree of inhomogeneity.  

 

Fig. 4: Explosion characteristics of 2-propanol in quiescent mixture 

 

Fig.5: Pressure rise rate of 2-propanol against ignition delay time at 2,8Vol-%. 
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3.4 Numerical simulations  

From the experiments with 2-propanol it was assumed, that pure air blown into a quiescent fuel/air 

atmosphere is generating not only turbulence, but also a high degree of inhomogeneity. To establish 

a numerical simulation a pressure difference of 0.7 bar to 1.0 bar was chosen and the ignition delay 

times were limited to 10 ms. Figure 6 and Figure 7 show the streamlines of the air blast which enters 

at the bottom. A nozzle at the bottom of the sphere causes the entering air and the already present 

vapour/air mixture in the sphere to swirl. The streamlines show, that the swirls are localized, and the 

distribution is not homogeneous after 10 ms, which is also seen in the experiments.  

                    

Fig. 6: Streamline front view after 10 ms         Fig. 7: Streamline side view after 10 ms 

The flow velocities (Figure 8) are highest at the nozzle itself. The introduced air causes a local 

increase in flow velocity at the nozzle blades and in the centre of the nozzle, at the injection holes. 

The flow lines and the flow velocities result in turbulence fields, which are shown in Figure 9. The 

introduced air is first of all accelarated by the nozzles geometry and forms turbulences. The turbulence 

fields are located at the ball wall and in the centre of the ball. It can be assumed that a turbulence 

steam mixture is present in the area around the igniter at the time of ignition. However, the current 

statement is not true for all areas, so the status is very inhomogeneous after 10 ms within the sphere. 

 

            

Fig.8: Velocity Profile after 10 ms                       Fig. 9: Turbulence viscosity after 10 ms 

 

4. Conclusions 

The experimental set-up described in this paper is verified for use with the individual components 

and therefore ready to start measurement series on hybrid mixtures. The flow conditions inside the 

sphere have an enormous influence on the determination of KG and KD for both dusts and vapours.  
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Experiments show that the flow conditions during injection of the dust may influence the results of 

hybrid explosions not only by the generated turbulence but also by the incomplete mixing of the 

injected air with the fuel/air mixture already in the vessel.  

The numerical simulation shows local turbulence fields, which on the one hand could provide a faster 

mixing within the sphere and on the other hand could keep the dust dispersed long enough to form a 

hybrid mixture for the determination of KHYB. The increased flow velocity directly at the nozzle 

ensures that the dust is whirled up, while the turbulence fields distribute the vapour in the sphere. 

They show that after 10 ms the local turbulence fields necessary for distribution of the dust and for 

mixing of the fuel vapour with air have developed only in a part of the volume. It will be necessary 

to extend the simulations to longer dispersion times and to study the flow fields of vapours and hybrid 

mixtures in more detail.  

Further simulations at different pressure steps are useful to characterize the flow fields of vapours 

and later of hybrid mixtures in more detail. In order to validate the fluid mechanic calculations 

measurements of the flow velocities inside the sphere will be done in a next step.  
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The understanding of dust explosion is still incomplete because of the lack of reliable data and 

accurate models accounting for all the physic-chemical aspects. Besides, most of the experimental 

data available in the current literature has been accumulated on the 20-l spherical bomb tests, which 

gives coarse results for the pressure history that cannot be easily converted into fundamental 

combustion parameters. Nevertheless, the large amount of experimental data available in the spherical 

bomb is attractive. 

In this work, the explosion of non-nano iron dust in the standard spherical vessel is analysed, aiming 

at evaluating the burning velocity from the theoretical point of view and from the simple experiments 

performed by the standard explosion tests. The choice of iron is of relevance because its adiabatic 

flame temperature is below the boiling temperature of both the reactants and oxidized gaseous, liquid, 

or solid (intermediate and final) products and for the negligible porosity with respect to organic 

substances. Therefore, a non-nano iron dust explosion can be reconducted to a reduced mechanism 

since heterogeneous (surface) combustion may be considered, exclusively, and the diffusion 

mechanism for oxygen is the only relevant. The laminar burning velocity is strongly dependant on 

the particle diameter and tends asymptotically to about 8 cm/s for larger particle diameters, whereas 

little effects are due to the dust concentration. 

 

Keywords: dust explosions, iron dust, burning velocity, heterogeneous combustion 

 

Introduction 

The prevention and the mitigation of dust explosions are essential for process safety and for the proper 

design of safety barriers. To this aim, several international standards and regulations are established 

worldwide. Most of them refer to data obtained using a spherical or quasi-spherical explosion reactor, 

which is essentially based on a solid injection system, an ignition device (either chemical or electrical) 

and two low-frequency pressure transducers. The reactor is in principle that of 1 m3 volume, but most 

of the standards consider the well-known spherical bomb as well of 20-l.  

The large success of this procedure, which is simple and relatively cheap, is confirmed by the several 

design equations, e.g. suppression systems or venting devices, shown in the literature and in the 

current normative and standards, and by the huge amount of data for organic and metallic dust which 

can be retrieved from literature (Marmo et al., 2017, Clouthier et al., 2019).  

Nowadays, several detailed experimental and modelling study in the spherical bomb include the 

effects of humidity, particle diameter, time delay to ignition and other important physical and 

technical parameters, e.g. suspension system design (Amyotte, 2013, Taveau et al., 2018)  

Besides, the possibility of describing the actual kinetic and thermo-physical processes involved in the 

fast oxidation of solid suspension in air in the standard test is hindered by the contemporary 

occurrence of several complex phenomena at either micro or macro scale. Indeed, the understanding 

of the entire phenomena is still unclear, because the data obtained by the pressure history measured 
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in the 20-l sphere cannot be easily converted into fundamental combustion parameters due to the 

unknown flame temperature to the low-frequency pressure recording, to the inhomogeneous 

combustion caused by the dispersion device (Kalejaiye et al., 2010, Sanchirico et al., 2015), by the 

ignition device (often a detonator, see Proust et al., 2007 and Cloney et al., 2013) and due to the non-

adiabatic conditions (Goroshin et al., 1996).  

Nevertheless, the very large database composed by experimental data obtained in the spherical bomb 

is quite attractive for further insight into the explosion physics. Hence, in our opinion, any effort 

addressed to the use of the 20-l data into more fundamental comprehension is positive and useful 

because the understanding of the mechanisms controlling flame propagation in suspensions of non-

volatile particles is crucial to obtaining efficient combustion of metallized propellants, powdered 

metals as carbon-free chemical energy carriers other than the above-cited safety issues (Soo et al., 

2017). 

In this work, the explosion of non-nano, non-volatile iron dust is studied in the 20lt bomb by running 

standard test using air and by substituting helium instead of nitrogen for the analysis of the oxygen 

diffusion effects, which are prevalent for the chosen dust.  

 

Methodology 

The pre-mixed combustion of micro-sized dust suspension (i.e. dust explosion) can be represented by 

the synergistic phenomena of the heterogeneous combustion over the solid surface and by the 

homogeneous combustion of the gases and vapours formed alternatively or jointly through pyrolysis, 

gasification, and vaporization (or even sublimation) of the condensed phase.  

Reproducing the details of these effects is de facto a very complex issue if also including the particle 

size dependence, the complex fluid-dynamic effects (turbulence) related to the necessity of producing 

the suspension, the ignition modality and the oxidant variability, as the humidity and the presence of 

inert gases as argon and pollutants either in the solid or in the gas phase.  

For the combustion models, quite often a continuum assumption is considered, which underlines the 

fact that the inter-particle spacing ��  is smaller than the flame width ��  (Tang et al., 2012) This 

concept is also expressed in terms of a regime of propagation by using a dimensionless combustion 

time �� defined as: 

 �� =
��∙����  [1] 

 

where �� is the characteristic reaction time of the burning particle and α is the thermal diffusivity of 

the gas mixture. A continuum regime is then observed for �� > 1. In this case, which is typical for 

nano and sub-micron dust, particles react at nearly the same temperature as the surrounding gas in 

the flame zone (Tang et al., 2011) and the chemical kinetic mechanics at the surface become relevant. 

Furthermore, the kinetics of surface reactions are independent of the particle size.  

In the case of non-nano iron dust, the formation of a continuous flame is unlikely because it requires 

the accumulation of a substantial amount of iron vapour in a preheat zone, which is hindered by the 

high boiling temperature (��, �� = 3130 �), and due to the high rate of reaction of iron vapour with 

oxygen. Furthermore, no intermediated gaseous sub-oxides are formed, as demonstrated by 

thermogravimetric analyses which show, at higher temperature, the absence of hematite (�����, �� =1870 �) or magnetite (�����, �� = 2896 � (Lysenko et al., 2014), as only wüstite (���, �� =3687 �) is formed through the reaction (Ogle, 2016):  

 �� + 0.5 ��→ ��� [2] 
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For �� ≪ 1, which is the case here analysed, the flame exhibits a discrete characteristic and the 

propagation of the flame front is dominated by the interactions between neighbouring particles and/or 

by the low thermal diffusion. Also, the heat release becomes dependent on the spatial distribution of 

the particles.  

For micro-scale particles, the rate of the chemical reaction (as described by the kinetic rate constant) 

is much faster than the rate of oxygen diffusion to the particle surface or towards a gas flame zone 

that envelopes each particle close to its surface. Hence the gas-phase diffusion of the oxidant becomes 

the rate-limiting process. This behaviour is already confirmed for aluminium dust flames with a 

diameter as small as 5 μ. Indeed, the burning particles exhibit greater temperatures than the 
surrounding gas, hence consistently with the particles burning in a diffusive regime.  

These effects are described by the Damköhler number Da, i.e., the ratio of the surface reaction rate to 

the rate of oxygen diffusion. For most of the industrial non-nano dust forming suspension (hence 

diameters ranging from few μm to more than 200 μm), the Da number is much larger than unity so 
that the diffusive regime is confirmed. Quite clearly, for the lower values, alternate regions of kinetic 

and diffusion particle combustion modes may co-exist within the same flame. 

In the case of a lean mixture of non-nano iron dust, oxygen is in excess. Hence, the burning rate of 

the dust in the flame front is equivalent to the burning rate �� of a single particle. Following the 

approach of Frank-Kamenetskii (Soo et al., 2017), the overall reaction rate per unit surface area of a 

particle �� in an oxidizing gas, accounting for both kinetic and diffusion resistances can be then 

written as: 

 �� =
��� ����� = � �∙���� ��� [4] 

 

where �� is the mass of the particle, t is the time, � is the stoichiometric coefficient for the oxygen, ��� is the molar fraction of oxygen at the bulk of the oxidant, and � is the overall Arrhenius surface 

reaction rate. The term β is the mass transfer coefficient between the particle and the gas at the given 
temperature, and can be calculated as: 

 � = ��∙��  [4] 

 

where �ℎ is the Sherwood number, � is the particle diameter and � is the diffusion coefficient of the 

oxidant at the particle-gas interface. The term beta can be obtained by Damköhler number ��, which 

is defined as: 

 �� = � ∙ ��� [5] 

 

Hence, by using a normalized ��∗: 
 ��∗ =

������ =
���� [6] 

 

we obtain:  

 �� = � ∙ ��∗ ∙ � ∙ ��� [7] 
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For a purely diffusive regime ��∗ ≈ 1  as � ≫ � . Furthermore, for a spherical particle that is 

stationary relative to the gas, the exact solution to the steady-state spherical diffusion equation yields 

a Sherwood number Sh equal to 2. Hence: 

 �� = 2 ∙ � ∙ �� ∙ ��� [8] 

 

The term �� is related to the unit surface of the particle suspension. Being the concentration of the 

particle ��:  

 �� =  
��� =

����� =
������   [9] 

 

It is then, for the overall volumetric reaction rate ��: 

 �� =
�� ����� =

��� �� =
���� ��� =

���� ��� =
�∙�∙�∙��� ∙����∙��  [10] 

 

which is equivalent, in terms of dependency with the square of the particle diameter, to the equation 

reported by Glassman and Yetter (2008) for particles burning in the diffusion-controlled mode, if 

considering the inverse of the burn time for the single particle as: 

 �� =
�∙�∙�∙�� (��� ∙���)��∙��   [11] 

 

where � is the density of the bulk mixture. Following the classical Mallard-Le Chatelier theory and 

the modifications of Lewis-von Elbe, an apparent laminar burning velocity can be then calculated as 

(Glassman):  

 ��� = � �������������� ���    [12] 

 

where the subscripts f, i and u refer to the adiabatic flame, ignition and initial temperature of the 

mixture, respectively.  

As for gases, the laminar burning velocity increases with the fuel and oxidant concentration. The 

dependency on the concentration is essentially related to the adiabatic flame temperature and ignition 

temperature, which brings some difficulties in the case of dust explosions. To this aim, this work 

assumes that, as for typical dust explosion analysis, the ignition temperature and the adiabatic flame 

temperature follow the same ratio as the pressure in the 20 lt bomb: 

 �������������� =
�������������� [13] 

 

where the ignition temperature (and pressure) are dependent on the pure dust only. 

Finally, the obtained laminar burning velocity can be used for the sake of comparison with the 

classical equation for the rate of pressure rise: 
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���� =
�(�������)������  �1 − ���� ��� ���������������� � ������ �� [14] 

 

where the value of ���� is that recorded in the 20-l sphere (or calculated through thermodynamic), ������ is the flame radius at the instant corresponding to the pressure p. For each dust diameter and 

concentration, considering the maximum pressure, assuming unity for the initial pressure and for �, 

under the simplified assumption that the maximum pressure corresponds to the flame arrival to the 

spherical wall of the reactor (������=�������), the equation can be further reduced to: 

 ��,���� = � ∙ ��������� ∙ ������� [15] 

 

where k is a constant. 

 

Experimental  

In this work, a commercial iron powder (Sigma-Aldrich, FE006020) has been tested following the 

UNI EN 14034:2011 standard to measure Pmax and KSt. The iron dust has a density of 7860 g/m3. The 

granulometric distribution has been obtained by laser diffractometry using a Malvern 

MASTERSIZER E1000. The Particle Size Distribution is given in Figure 1, which shows an average 

volume median diameter of about 45 μ.  
Explosion tests were conducted in the 20-l sphere according to the UNI EN 14034: 2011 standard 

procedure used to measure KSt (hence using 2 x 5 kJ Sobbe chemical igniters and 60 ms delay time 

at ignition). A wide range of concentrations was tested, from 250 g/m3 up to 2000 g/m3. According 

to the UNI EN 14034, the maximum measured explosion pressure Pex must be corrected to a final 

explosion pressure Pm as follows: 

 

Fig. 1. Distributive and cumulative particle size distribution for the analysed iron dust. 

 

Pex > 5.5 bar �� = 0,775 ∙ ����,��
 [16] 

Pex < 5.5 bar �� =
�.�∙�����∆�����������.��∆���������  [17] 

 

where: 
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∆�������� =
�.�∙�������  [18] 

 

where Ei is the ignitor energy [J] and ∆��������  [bar] is the pressure rise caused by the chemical 

igniters. Average Pign is about 1.07 bar (Taveau et al., 2017). 

 

Results and Discussion 

A typical dust-type pressure history for the metallic powder is shown in Fig. 2 (Danzi & Marmo, 

2019). In the plot, several phases can be observed, showing that only a small fraction of the iron dust 

explodes at high rates. The first rise of pressure is due to igniters; hence a steep rate of pressure rise 

is observed, thus showing a fast combustion regime for the smallest particles with full oxygen 

availability. Then the rate of pressure rise decreases possibly indicating that diffusive effects may 

limit the combustion rate. Finally, the presence of non-adiabatic effects is observed after the 

maximum pressure, as the value decreases slowly as some heat losses occurs.  

The experimental maximum pressure Pmax and the maximum rate of pressure rise (dP/dt)max are given 

in Fig. 3. Results show a value of (dP/dt)max = 300 bar/s at 1000 g/m3, hence a KSt = 80 bar m/s. The 

value of Pmax is about 2.1 barg at the same concentration, which indicates that only partial combustion 

of the iron occurs. The value of KSt clearly reflects low reactivity of the dust, which is typical of a 

diffusive flame.  

Figure 4 shows the laminar burning velocity calculated for the equivalent diameter of dust and 

concentration between 500 g/m3 and 1500 g/m3 by the model reported above.  

 

Fig. 2. Explosion pressure measured in the 20lt sphere for dust concentration of 1000 g/m3. 

 

Fig. 3. Experimental Pmax and (dP/dt)max vs iron dust concentration. 
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In the same figure, the average values (no error bars are shown, concentration between 900 and 1200 

g/m3) obtained by Tang et al. (2009; 2012) and Sun et al. (2017) for iron dust suspension are given. 

 

Fig. 4. Laminar burning velocity for the iron dust to the dust diameter, average particle 

concentration of 1000 g/m3. Experimental data from Tang et al. (2009) and Sun et al. (1998).  

 

The quality of the model for the particle size range where the combustion kinetic is controlled by 

diffusion (dust diameter larger than 5 μm) is clearly shown. The laminar burning velocity can be 
obtained from the maximum pressure and maximum rate of pressure rise as measured in the 20-l. 

Quite clearly, non-adiabatic conditions and turbulence effects affect the result. A best-fitting value is 

obtained for k = 7x10-4. The results are in Figure 5. 

 

Conclusions 

A methodology for the prediction of laminar burning velocity in a purely diffusive regime has been 

defined. The maximum pressure and rate of pressure rise of non-nano iron dust in the 20-l explosion 

bomb have been measured, under the purely diffusive regime. The laminar burning velocity 

calculated directly from the experimental rate of pressure rise can be compared to the experimental 

data provided a proportional factor which is likely dependent on the hydrodynamics of the 20-l sphere. 

Further studies are ongoing to clarify its nature by using helium instead of nitrogen as inert. 
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Fig. 5. Comparison of the laminar burning velocity calculated through the theoretical equation 

shown in this work (Eqs. 14,15) by varying the dust concentration and the particle diameter, and 

the experimental value calculated from the measurement of (dP/dt)max in the 20lt sphere. 

 

References 

Amyotte, P., 2013. An Introduction to Dust Explosions-Understanding the Myths and Realities of 

Dust Explosions for a Safer Workplace. Butterworth–Heinemann (Elsevier), Waltham MA, US, 

pp. 9–16. 

Cashdollar, K. L., & Zlochower, I. A. (2007). Explosion temperatures and pressures of metals and 

other elemental dust clouds. Journal of Loss Prevention in the Process Industries. 

https://doi.org/10.1016/j.jlp.2007.04.018 

Cloney, C. T., Ripley, R. C., Amyotte, P. R., & Khan, F. I. (2013). Quantifying the effect of strong 

ignition sources on particle preconditioning and distribution in the 20-L chamber. Journal of Loss 

Prevention in the Process Industries, 26(6), 1574–1582. https://doi.org/10.1016/j.jlp.2013.08.010 

Clouthier, M. P., Taveau, J. R., Dastidar, A. G., Morrison, L. S., Zalosh, R. G., Ripley, R. C., … 

Amyotte, P. R. (2019). Iron and aluminum powder explosibility in 20-L and 1 m3 chambers. 

Journal of Loss Prevention in the Process Industries, 103927.  

Danzi, E., & Marmo, L. (2019). Dust explosion risk in metal workings. Journal of Loss Prevention 

in the Process Industries, 61, 195–205.  

Glassman, I., Yetter, R.A. (2008) Combustion, Elsevier Inc. 

Goroshin, S., Fomenko, I. & Lee, J.H.S., Burning velocities in fuel-rich aluminum dust clouds (1996).  

Proceedings of the Combustion Institute, 1961–1967. 

Julien, P., Whiteley, S., Goroshin, S., Soo, M.J., Frost, D.L., Bergthorson Jeffrey M. (2015) Flame 

structure and particle-combustion regimes in premixed methane–iron–air suspensions, 

Proceedings of the Combustion Institute, 35, 2431-2438. 

Kalejaiye, O., Amyotte, P. R., Pegg, M. J., Pegg, M. J., & Cashdollar, K. L. (2010). Effectiveness of 

dust dispersion in the 20-L Siwek chamber, 23, 46-59.  

Kenneth L. Cashdollar & Kris Chatrathi (1993) Minimum Explosible Dust Concentrations Measured 

in 20-L and 1-M3 Chambers, Combustion Science and Technology, 87:1-6, 157-171, DOI: 

10.1080/00102209208947213 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

695



 

 

Lysenko, E. N., Surzhikov, A. P., Zhuravkov, S. P., Vlasov, V. A., Pustovalov, A. V., & Yavorovsky, 

N. A. (2014). The oxidation kinetics study of ultrafine iron powders by thermogravimetric 

analysis. Journal of Thermal Analysis and Calorimetry, 115, 1447–1452.  

Marmo, L., Riccio, D., & Danzi, E. (2017). Explosibility of metallic waste dusts. Process Safety and 

Environmental Protection, 107. 

Ogle, R.A., (2016) Dust Explosion Dynamics, Elsevier Science. 

Proust, C., Accorsi, A., Dupont, L., 2007. Measuring the violence of dust explosions with the 20-L 

sphere and with the standard ISO 1m3 vessel. J. Loss Prev. Process Ind. 20, 599–606 

Sanchirico, R., Di Sarli, V., Russo, P., & Di Benedetto, A. (2015). Effect of the nozzle type on the 

integrity of dust particles in standard explosion tests. Powder Technology, 279, 203–208.  

Soo, M.J., Kumashiro, K., Goroshin, S., Frost, D.L., Bergthorson J.M., Thermal structure and burning 

velocity of flames in non-volatile fuel suspensions, Proceedings of the Combustion Institute, 36, 

2017, 2351-2358. 

Sun, J.-H., Dobashi, R., Hirano, T. (1998) Structure of flames propagating through metal particle 

clouds and behavior of particles, Proceedings of the Combustion Institute, 27, 2405–2411. 

Tang, F. D., Goroshin, S., Higgins, A., & Lee, J. (2009). Flame propagation and quenching in iron 

dust clouds. Proceedings of the Combustion Institute, 32 (2009) 1905–1912. 

Tang, F.-D., Goroshin, S. & Higgins, A.J. (2011). Modes of particle combustion in iron dust flames, 

Proceedings of the Combustion Institute, 33, 1975-1982. 

Tang, F.-D., Goroshin, S., & Higgins, A.J. (2012). Propagation Regime of Iron Dust Flames. 

Retrieved from https://ntrs.nasa.gov/search.jsp?R=20120015602 

Taveau, J. R., Going, J. E., Hochgreb, S., Lemkowitz, S. M., & Roekaerts, D. J. E. M. (2017). Igniter-

induced hybrids in the 20-l sphere. Journal of Loss Prevention in the Process Industries, 49, 348–

356. 

Taveau, J., Lemkowitz, S., Roekaerts, D. (2018). Scaling up metal dusts deflagrations severity. In: 

Proceedings of the Twelfth International Symposium on Hazards, Prevention, and Mitigation of 

Industrial Explosions, Kansas City, USA, August 12-17. 

Wright, A., Goroshin S., Higgins A. (2015). Combustion Time and Ignition Temperature of Iron 

Particles in Different Oxidizing Environments, 25th ICDERS, Leeds, UK 

 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

696

https://ntrs.nasa.gov/search.jsp?R=20120015602


13th International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions 

Braunschweig, GERMANY – July 27-31, 2020 
 

An investigation of micron and nano scale of aluminium 

dust explosion 
Po-Jul Chang a, Toshio Mogi a & Ritsu Dobashi a  

a Department of Chemical System Engineering (The University of Tokyo, Tokyo, Japan) 

E-mail: changpojul@chemsys.t.u-tokyo.ac.jp  

Abstract 

A series of dust explosion were conducted to compare the flame structure between nano and micron 

aluminium dusts. Two-color pyrometer technique is applied to have qualitative observation of flame 

development. Measurement of temperature indicates that explosion in micron aluminium dust clouds 

start in a single spot at 3000 K, in contrast, explosion in nano aluminium dust clouds start when hot 

powder accumulated to a certain amount at lower temperature of 2600 K. For micron aluminium dust 

clouds, flame at leading edge has the highest temperature and propagates in all directions. On the 

other hand, flame in nano aluminium dust clouds propagate only upward with the hottest part left 

behind at the downside. As flame propagates, the temperature at top edge gradually decreases from 

2600 K to finally 2000 K, but temperature at bottom edge maintains in 3000 K with no significant 

displacement. The unevenness of flame structure is considered as the consequence of different 

particle densities, which suggests that the reaction of nano aluminium particles stays in molten state, 

meanwhile, the high surface area also leads to unignorable heat loss.   

    

Keywords: dust explosion, nano aluminium particle, temperature measurement 

  

1. Introduction 

 

Up to now, the potential risks of dust explosion are generally characterized following standard 

analytical procedures, such as JIS standard (JIS Z 8818, 2002) and ASTM (ASTM E1515, 2006). For 

example, minimum explosible concentration (MEC), minimum ignition energy (MIE), and maximum 

explosion pressure (Pmax) give an immediate idea to the explosion characteristics (Cashdollar and 

Zlochower, 2007). On the other hand, Bazyn et al. (2007) has reported that dominant reaction transits 

from detached diffusional gas reaction to kinetical surface reaction as Al particle decreases from 

micron to nano scale, but reported MECs does not reflected in the fact of mechanism transition 

(Cashdollar and Zlochower, 2007; Wu et al., 2010). The normal way of analytics seems not enough 

for nanomaterials. Therefore, more detailed investigations are necessary for considering the potential 

risks of dust explosion. 

In previous work, to explain the transition process of dominant reaction from diffusional gas reaction 

to kinetical surface reaction, Gao et al. (2015) found that the transition can be categorized by 

Damköhler number. Chang et al. (submitted) proposed a heterogeneous model to describe the 

oxidation of Al particle in the preheating zone for micron and nano scale aluminium. Burning of 

particle was assumed into two extreme conditions: whether the metal oxide film was involved in the 

reaction or not. For micron Al, since it is naturally covered by metal oxide, the reaction rate is 

assumed to be determined by the diffusion rate of oxygen through alumina shell, which is considered 

as diffusion controlled reaction. For nano-Al, the influence of metal oxide on the surface reaction is 

ignored, and it is considered as kinetically controlled reaction. The model provides a way to predict 
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the reacted amount as the particle is heated up from ambient temperature. The results indicate that 

the reacted amount is insignificant for a micron scale aluminium as particle below 2000 K. On the 

other hand, it is completely burned out in case of nano-scale aluminium. Because particle is barely 

left before gasifying, the results suggest that gas phase reaction does not occur in nano-Al and surface 

reaction dominates the combustion. 

So far, the studies were focused on the observation of luminous zone where chemical reaction rates 

are growing fast. For example, Dobashi and Senda (2005) found that leading flame of stearic acid 

dust clouds is close to the behavior of premixed flame as particle gets vaporized. Several evidences 

also indicate that flame temperatures of aluminium are limited to its boiling point. (Bazyn et al., 2007; 

Sundaram et al., 2015). Micron aluminium combustion has been widely accepted as gas phase 

reaction at leading flame due to the emission of gaseous product AlO (Beckstead, 2004). On the other 

hand, the domination of surface reaction on nano Al is still uncertain due to lack of evidence. 

Furthermore, most reports were limited in the discussion of individual isolated particle, which may 

not represent the flame behavior in dust clouds. Therefore, two-color pyrometer technique is applied 

in current work to have a whole picture of flame structure during dust explosion. 

 

2. Experiments  

2.1 Aluminium particles 

Experiments were conducted using three Al particle sizes. Micron size Al (High Purity Chemicals, 

Japan) was sieved to the range between 20~30 µm, and 3 µm Al (High Purity Chemicals, Japan) and 

100 nm Al (uncoated, Alex) were used as received from the makers.   

2.2 Experimental apparatus 

Dust explosions were performed with an open space system as illustrated in Fig. 1. The dispersion 

procedures of powders follow the JIS standard (JIS Z 8818, 2002) as for the procedure of minimum 

explosible concentration (MEC) measurement. Initially, the sample powders were placed on the 

bottom of tube (ϕ=70 mm, length=293 mm), and then a blast of air (from a 0.0013 m3 tank at pressure 

0.07~0.09MPa) dispersed the sample forming a dust cloud in the tube. At first, the movable tube was 

closed to prevent dust cloud from going out. After 0.3 sec delay from blast, the center part of tube 

dropped down, and the dust cloud was exposed to the environment in an open space. After 0.5sec 

delay from blast, a 15kV neon transfer was arcing for 0.2 sec to generate an ignition spark (around 

60J). The advantage of this apparatus is to create a dust cloud with estimable concentration, and the 

open space is easier for observation during dust explosion. The dust clouds were under fuel-rich 

condition at concentration of 840 g/m3 (ϕ=2.7) for all experiments.   
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Fig. 1. Schematic of the experimental apparatus  

 

 

 

2.3 Two-color pyrometer 

A broadband two-color ratio was measured by a high-speed camera (Photron, FASTCAM SA2). 

Bandpass filter 450~690nm (Asahi Spectra VIS 690nm 50x50) and ND filter were set in front of lens 

to prevent signal from saturation. The unprocessed raw data were recorded in 8bits Bayer filter as 

RGGB pattern as shown in Fig 2. Due to relative weak intensity of blue (B) light in the current work, 

red (R) and green (G) were chosen for temperature measurement. The average G/R ratio at each pixel 

was calculated from the surrounding 3x3 matrix. Temperatures were calibrated by Tungsten Halogen 

lamp (Newport, QTH 20w) from 1000~2500 K as shown in Fig. 3. Emissivity is assumed to be 

constant at the detection range of wavelength (Gray body assumption), and temperature can be 

measured as the function of two-color ratio (Goulay et al., 2010; Densmore et al., 2011; Draper et al., 

2012). A computer code (python 3.8) was written to solve for the temperature in 2048x2048 pixel 

pictures.   

 

 

Fig. 2. The Bayer filter of RGGB pattern 
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Fig. 3. Temperature calibration result 

 

3. Results and discussions 

3.1 Ignition of dust clouds 

Typical results for the ignition of three particle sizes are shown in Fig. 4. For micron Al dust clouds, 

the initially stable light emission can be observed after ~20 msec of high voltage arcing, and the 

average starting temperatures are above 3000 K within a small spot. For nano Al dust clouds, the 

powder took ~120 msec to be ignited at average temperature 2600K. Based on the high-speed camera, 

the heated-up nano powder continuously falling downward, and the explosion started as hot powder 

accumulated to a certain amount. Even though nano aluminium particles have much lower minimum 

ignition energy (<1mJ for 100 nm) than micron aluminium (59.7mJ for 40μm) (Wu et al., 2010), the 

results imply that nano aluminium has higher rate of heat loss, which has been suggested by Ballal 

(1983) due to the high surface area. In other words, if the heat loss on nano aluminium can be limited, 

the MIE could be lower. Bazyn et al. (2007) has indicated that the combustion of nano aluminium 

without the “shields” of diffusion flame structure leads to a strong dependence of ambient 
temperature. For higher ambient temperature, nano aluminium shows shorter particle burning time 

and higher flame temperature.          

  

 

Fig. 4. Ignition of aluminium clouds 

 

3.2 Flame temperature developments 

The temperature development of flame through dust clouds are shown in Fig. 5. For micron sizes, the 

shapes of flames show good symmetricity as a spherical fire ball during propagation. The hottest 

regime is at the flame leading edge of ~3000K and observed flame thickness is in the range of 2~5 
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mm with no significant change in all propagating directions as shown in Fig. 6. Bazyn et al. (2007) 

has reported that the flame temperatures of micron aluminium particles are around 3100K by 

pyrometer or by the AlO emission (486 nm) correlation, which is in good agreement with the current 

work. On the other hand, the temperatures within the fire ball are not always clear, because leading 

flame also propagates toward the camera.   

 

 

 

 

Fig. 5. Flame development in micron aluminium dust clouds 

 

 

Fig. 6. Flame structure at leading edge in micron aluminium dust clouds 

 

In contrast, the flame in nano aluminium dust clouds propagated upward with the hottest part left 

behind at the downside. As flame propagates, the temperature at leading edge gradually decreases. 
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Figure 7 shows that the leading edge of temperature ~2500K at 200 msec decreased to ~2000K at 230 

msec. A cross section temperature distribution is shown in Fig. 8. The unevenness of flame structure 

from top to down is considered as the consequence of different particle densities; i.e., ρ=3.99 g/cm3 

for alumina and ρ=2.4 g/cm3 for aluminium. The results suggest that reaction of nano aluminium was 

stayed in molten state, and the bottom part was the suspension of residues. Again, the heat loss is 

significant either at the moment of ignition or during flame propagation.       

 

  

Fig. 7. Flame development in nano aluminium dust clouds 

 

 

Fig. 8. Temperature distribution in nano aluminium dust clouds 

 

3.3 Flame propagating speed 

Flame propagating speeds were calculated by measuring the horizontal displacement of leading flame 

to minimize the influence of buoyancy as shown in Fig. 9. The flame in 3 μm aluminium dust clouds 

show the speed of 3.6 cm/s which is three times faster than that in 20~30 μm aluminium dust clouds 

of 1.2 cm/s. It is interesting to note that the leading edge of flame in micron aluminium dust clouds 

(3 and 20~30 μm) are at the hottest regime. Even though nano aluminium dust clouds have 

comparable flame speed to the 3 μm aluminium in horizontal direction, the bottom edge is under 

highest temperature of 3000 K with no significant displacement.  
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Fig. 9. Flame propagation speed 

4. Conclusions 

Temperature structures in aluminium dust explosion has been obtained by two-color pyrometer. 

Based on the measurement, there are several observations in sharp contrast between micron and nano 

aluminium particles.  

(1) For micron aluminium dust clouds, explosion starts in a single spot at 3000 K. For nano aluminium 

dust clouds, explosion starts when hot powder accumulated to a certain amount with lower 

temperature at 2600 K.  

(2) Flame at leading edge has highest temperature and propagates in all directions in micron 

aluminium dust clouds.   

(3) In contrast, flame in nano aluminium dust clouds propagate upward with the hottest part left 

behind at the downside. As flame propagates, the temperature at top edge gradually decreases, but 

temperature at bottom edge maintains in 3000K with no significant displacement. 

(4) The unevenness of flame in nano aluminium dust clouds is considered as the consequence of 

different particle densities, which suggests that the reaction of nano aluminium stays in molten state, 

meanwhile, the high surface area also leads to unignorable heat loss.        
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Abstract 

MIKE 3 apparatus tests were conducted to investigate the minimum ignition energy (MIE) of coal 

dusts in air and O2/CO2 atmospheres with CH4/H2 below the gas lower explosion limit. Two coal 

dusts: Indonesian Sebuku (IS) coal and South African (SA) coal were tested. The O2 mole fraction in 

the gas mixtures varied from 21% to 50% with the CH4/H2 mole fraction from 0 to 2%. Experimental 

results showed that the dust explosion risk increases significantly with increasing O2 mole fraction 

by dramatically reducing the MIE for the tested coal dust clouds, and the presence of CH4/H2 further 

decreases the MIE, even by three orders of magnitude in mJ. For instance, The MIE of SA coal 

decreased from >1000 mJ in air to 1.7 mJ in the gas mixture of 50% O2 in CO2 with 2% H2. Compared 

with the conventional combustion in air, the inhibiting effect of CO2 was found to be even larger than 

the promoting effect of 2% CH4/H2 on the both coal samples by replacing the N2 in air by CO2. 

However, this inhibiting effect was comparatively small compared with 9% increase of O2 mole 

fraction in oxy-fuel combustion atmosphere. This is the first time to study the ignition behaviour of 

hybrid mixtures in the O2-enriched ambient and the oxy-fuel combustion system, thus helping to 

understand the ignition behaviour and the explosion risk of coal dust clouds in O2/CO2 atmospheres 

with the presence of flammable gases. 

Keywords: Ignition energy; Hybrid mixture; Oxygen rich; O2/CO2 ambient; MIKE 3 apparatus  

 Introduction 

Oxy-fuel combustion as one of the most promising technologies for carbon capture and storage has 

generated noticeable interests for newly built and retrofitted coal-fired power plants [1]. Instead of 

using air as the oxidizer, oxy-fuel combustion uses pure oxygen or a mixture of O2 and recycled flue 

gas (mainly CO2) to generate high-concentration CO2 gas products for carbon capture and storage [1, 

2]. Considering the ignition of combustible dust is of interest in the fields of industrial safety and a 

fundamental issue in combustion science and technology [3-7], attentions on safety concerns have 

also been drawn in this unconventional combustion system, including minimum ignition temperature 

of dust cloud (MITC) [2] and the self-ignition characteristics [8-13]. For instance, Wu et al. [2] 

investigated the ignition temperature of coal dust in oxy-fuel combustion atmospheres via the 

horizontal BAM apparatus and found that the MITC substantially decreases (even by 100 ℃) with 
increasing oxygen mole fraction (

2OX ), but slightly increases by replacing N2 in air with CO2. Self-

ignition and subsequent smouldering combustion behaviours of coal dust in this unconventional 

atmosphere were also systematically conducted by both experimental and numerical studies, 

including dust samples in the hot-oven basket [8-11] and dust layers on the hot-plate [8, 12, 13] 

scenarios. The key conclusions showed that ambient atmosphere has a significant influence on the 

self-ignition and smouldering characteristics of coal dusts, and the smouldering front as a hotspot, as 
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well as some flammable gases or pyrolysis gases (e.g., CH4 and H2) in the smouldering gas may pose 

a higher dust explosion risk in oxy-fuel combustion atmospheres. The gas and dust explosions caused 

by smouldering combustion was also pointed out by Eckhoff [14] and Dufaud et al. [15]. 

The ignition and explosion behaviours of the hybrid mixtures of flammable gas and combustible dust 

have attracted the attentions in the industrial safety community because of its potential fire and 

explosion hazards, i.e., the explosion can still occur when both dust and gas concentrations are lower 

than their own lower explosion limit values. The coupling ignition mechanism of hybrid mixtures has 

not been well studied. Most of the studies focused on the experimental observations of the ignition 

and explosion characteristics of the hybrid mixtures with different dusts, such as oil shale dust [16], 

biomass dust [17-19], metal dust [20-23], coal dust [24-29], and some other chemical dusts [30-31]. 

The general results revealed that hybrid mixture might have lower explosion sensitivities (including 

minimum ignition energy (MIE), MITC, lower explosion limit (LEL) and limiting oxygen 

concentration (LOC)) and higher explosion severities (including maximum explosion pressure, 

maximum rate of explosion pressure rise, as well as flame propagation velocity). Moreover, 5 

different explosion regimes based on the concentration of each components in hybrid mixtures were 

proposed by Agrida et al. [30], i.e., dust driven explosion, dual fuel explosion, gas driven explosion, 

synergic explosion and no explosion. Bartknecht’s curve [3] and Le Chatelier’s line [32] were also 
extensively used to classify the synergic explosion region and no explosion region. Notes that except 

for the hot surface or hotspot ignition [33] and chemical ignitors, spark discharge [33, 34] including 

static spark, electrical spark and mechanical spark, is the most common ignition source used in the 

above literatures. The MIE is a key parameter to evaluate the explosion risk of combustible substances 

posed by the spark discharge. Extensive experiments have been performed to investigate the effects 

of test conditions on the MIE, including particle size [35], inert material [36, 37] and blend substances 

[38]. Randeberg et al. [35] found that MIE can be lower than 1 mJ for some nano dust particles, 

posing a technical challenge for dust explosion preventions. For instance, MIE of nano Ti powder 

was still as low as 2.1 mJ even with mixed with 90% Nano TiO2 powder [36].  

In the oxy-fuel combustion system, neither the increased risk of fires and dust explosions with 

increasing oxygen mole fraction posed by spark discharge, nor the effect of additional flammable gas 

from smouldering has been well studied. To fill this gap, this work thus aims to investigate the critical 

ignition characteristics of coal dusts posed by spark discharge in oxy-fuel combustion environments 

with presence of small amount of flammable gas. Firstly, MIKE 3 apparatus is used to determine the 

minimum ignition energy (MIE) of coal dust samples in air and O2/CO2 atmospheres with presence 

of small amount of CH4 or H2. By varying the ambient conditions (
2OX , diluent gas and flammable 

gas) and test conditions (ignition delay and dust concentration), the MIEs were measured. Then based 

on the determined experimental data, empirical models are used to estimate the MIE of hybrid mixture 

of coal dust and flammable gas.  

1. Experiments 

1.1 Experimental materials  

Two coal samples with different volatile matters: a sub-bituminous Indonesian Sebuku (IS) coal and 

a medium-volatile bituminous South African (SA) coal were tested in this study. Prior to each test, 

the dusts were first milled or sieved in order to obtain dust particles with a diameter < 63 µm, and 

then dried in a vacuum oven at 50 °C and pressure 0.1 bar until the moisture content was no more 

than 3% in mass basis. The particle size distributions of the prepared dusts are quite similar as shown 

in Fig. 1. The median values (d50) of the particle size are 14.9 µm (IS coal) and 15.0 µm (SA coal), 

respectively. Table 1 shows the results of the proximate and ultimate analyses for these two coal 

samples. In general, the SA coal has more fixed carbon (FC) and less volatile matter (VM) (i.e. more 

mature or higher rank) than the IS coal on a dry basis. Moreover, their ash content, bulk densities, 

and heating values are similar.  
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Fig.1. Particle size distributions of the tested coal samples: (a) IS coal; (b) SA coal. 

Table 1 Properties of three coal dust samples. 

Properties  

Coal dust samples  

IS  

(sub-bituminous) 

SA  

(medium-volatile bituminous) 

Proximate analysis 

Fixed carbon (%) (by diff.) 47.0  56.3 

Volatile matter (%) 38.2  26.9 

Moisture content (%) 3.0  2.7 

Ash (%) 11.8  14.1 

Ultimate analysis (on a dry basis) 

Carbon (%) 65.7 67.5 

Hydrogen (%) 5.22 4.26 

Nitrogen (%) 1.58 1.76 

Sulphur (%) 0.31 0.44 

Ash (%) 10.6 14.9 

Oxygen (%) (by diff.) 16.59 11.58 

Gross heating value (MJ/kg) 27.65 27.37 

Bulk density of dry fuel (kg/m3) 645±5 600±5 

In this experiment, both air and O2/CO2 mixtures with various O2 mole/volume fractions, 
2OX  = 21, 

30, 40 and 50 ± 1%, were used as ambient gases. To address the effect of small amount of flammable 

gases on the ignition behaviours of coal dusts, two flammable gases (i.e., methane and hydrogen) 

were used. These gases are the main components of the typical smouldering gas due to the self-

ignition [9-12], and the properties of them are summarised in Table 2.  

Table 2. Properties of flammable gas at 25°C and 1atm standard atmospheric conditions [6, 39, 40]. 

Properties CH4 H2 

In air   

Density,   (g/m3) 660.0 89.9 

Molecular weight, M (g/mol) 16 2 

Stoichiometric coefficient, 
stoi

C (vol. %) 9.51 29.59 

Adiabatic temperature rise, Tad (K) 2225 2345 

Laminar burning velocity 0.45 3 

Thermal conductivity,   (W/m/K) 0.035 0.186 

Heat of combustion, H (kJ/mol) 890.3 285.5 

Specific heat capacity, cp (kJ/kg·K) 2.238 14.440 

Explosion range (vol. %) 4.4~17.0 4.0~77.0 

Minimum ignition energy, MIE (mJ) 0.3 0.017 

In pure oxygen   

Minimum ignition energy, MIE (mJ) 0.00027 0.0013 

1.2 MIKE 3 apparatus test 

The MIKE 3 apparatus was used to determine MIEs of the coal dusts with small amount of flammable 

gases in air and oxy-fuel combustion atmospheres. The experimental apparatus and procedure are 
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according to the test procedures [41] and were similar with the description in Yuan et al. [36] and 

Hosseinzadeh et al. [38]. The explosion chamber contains of a vertical and cylindrical glass tube with 

inner diameter, height and volume of 68 mm, 300 mm and 1.2 L as shown schematically in Fig. 2. 

The dust dispersion system at the base of the tube is of the “mushroom-shaped” type around which 
the sample is loosely scattered. A blast of compressed air at 7-bar overpressure is used to disperse the 

dust samples to form a dust cloud in the glass cylinder where it is ignited by a spark between two 

electrodes with 6 mm as the gap space. The discharge energy initiating from a high voltage for the 

MIKE 3 tests can be performed at 1000, 300, 100, 30, 10, 3 and 1 mJ. The ignition delay (tv) is defined 

as the time between the onset of dispersion of the dust sample into a cloud and the occurrence of the 

spark discharge, and it can be adjusted as 60, 90, 120, 150 and 180 ms. Inductance can be set at 0 or 

1 mH. Considering the most conservative or lowest ignition energy is determined with inductance, 1 

mH was used in this work. According to the recommendation in manual of MIKE 3, the amount of 

dust samples (m) 300, 600, 900, 1200, 1500, 1800, 2400 and 3000 mg were used. The approach of 

how the MIE of both single dust and gas-dust hybrid mixtures was referred by Addai’s work [37]. 

For a given dust sample in a certain ambient atmosphere with a fixed amount of flammable gas, the 

lowest electrical energy can be obtained by varying the amount of the dust sample and the ignition 

delay. In other words, the MIE (Es) lies between the energy (E1) at which in at least 10 successive 

tests with no ignition and the lowest energy value (E2) at which ignition occurred at least once for 

each concentration and each ignition delay, i.e., E1 < MIE < E2. Fig. 3 gives examples of the MIE 

determination for IS coal in 30% O2 in CO2 with 2% H2 and SA coal in 40% O2 in CO2 with 2% CH4. 

It shows that 900 mg IS coal and 1500 mg SA coal ignited with ignition delay of both 90 ms and 120 

ms, but MIEs of the two dust samples fell in the lower range with ignition delay of 90 ms: 30 mJ < 

MIE <100 mJ for IS coal (see Fig. 3a) and 3 mJ < MIE <10 mJ for SA coal (see Fig. 3b). Therefore, 

90 ms was taken as the correpsonding ignition delay obtained the MIEs for both dust samples.   

 

Fig. 2. The MIKE III apparatus: (a) schematic diagram, and (b) instant of ignition. 

The MIE is usually stated as a range of values rather than a single value. But for the convenience of 

comparison the MIE determined at the different conditions, a single value of MIE is used. This value 

can be roughly estimated using the probability of ignition as expressed below [41]: 

 2 1
2 2

2

( lg lg )
lgMIE lg [ ]

( + )[ ] 1

E E
E I E

NI I E

−
= − 

+
                                                         (1) 

where 
2[ ]I E  represents the number of runs with successful ignition at E2 and 

2( + )[ ]NI I E  stands for 

the total number of tests at the energy level of E2. At least 5 concentrations need to be investigated to 

calculate the probability of ignition. For instance, the MIEs were measured and estimated as 55 mJ 

for IS coal in 30% O2 in CO2 with 2% H2 and 8 mJ SA coal in 40% O2 in CO2 with 2% CH4 as shown 

in Fig. 3.  
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Fig. 3. Determination of the MIE for: (a) IS coal in 30% O2 in CO2 with 2% H2, and (b) SA coal in 40% O2 in CO2 with 

2% CH4. 

2. Theories for spark ignition and MIE of hybrid mixtures 

2.1 Spark ignition   

Ignition from a spark or an arc between two metallic electrodes can be caused by two methods [6]: 

(1) by applying a sufficiently large voltage across electrodes held a fixed distance apart, usually used 

in the research studies; (2) by switching on or off and electric contact, which extensively exists in 

actual industrial ignition scenarios. Minimum ignition energy as one of the most important safety 

parameters for explosion prevention, is defined as the lowest energy value of a high-voltage capacitor 

discharge that is capable to ignite a combustible cloud. The flame kernel has been introduced to 

explain how spark can lead to an ignition. A spark raises a small volume of gas to a very high 

temperature so that the fuel (e.g., gas or dust) within the volume can be burned. This flame kernel 

will proceed to grow if the heat that is released from fuel combustion exceeds the heat losses from 

this volume. As a consequence, there exists a minimum size of kernel flame to maintain the self-

sustained propagation, i.e., heat release/loss ratio is equal to 1. The heat release is proportional to the 

volume of the kernel, but the heat losses are proportional to its surface area. Obviously, the higher 

spark energy, the bigger size of the initial flame kernel is. More details about spark ignition theory 

can be found in Lewis and von Elbe [42].  

2.2 Ignition kinetics of hybrid dust-gas mixtures  

Ignition of coal dust particles is a complex interaction phenomenon among different mechanisms 

including heat and mass transfer, evaporation, devolatilization, heterogeneous oxidation on the 

particle surface, and volatiles oxidation in the gas-phase [4]. The presence of flammable gas may 

make this ignition process more complex and uncertain. The possible reaction pathways for the 

ignition of dust clouds are proposed in Fig. 4 based on the heterogenous ignition of hydrocarbon solid 
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fuels [9, 29]. With increasing ignition temperature or spark energy, both the rates of heterogeneous 

reactions on the particle surface and the homogenous reactions in the gas phase are increased. In 

general, the combustion process of dried hydrocarbon dust undergoes four steps as shown in Eqs. (2) 

~ (5). These parallel and competitive equations are critical steps of the ignition process and thus the 

MIE, affected by the dust physico-chemical properties and ambient conditions. For instance, the 

addition of extra flammable gases may have a strong impact on the ignition kinetics according to Eqs. 

(6) & (7). The combustion of flammable gases in the gas-phase is faster than that of dust on the 

particle surface [15], i.e., combustion timescale in gas-phase is smaller, so the concentration and type 

of the flammable gas may also affect the ignition process of dust. Moreover, the increased oxygen 

mole fraction in oxy-fuel combustion atmospheres can directly or indirectly promote all the reactions 

listed from Eqs. (2) ~ (7).  

2 2 2 2O H O AshC H + O CO + CO + H O + Ash
x y z

  →                             (2) 

 heating

4 22 Char  + Volatile CH H e( t . )cO H O Ash AshC H
x y z

  ⎯⎯⎯→  ,                         (3) 

2 2Char Ash + O CO + CO + Ash →                                     (4) 

2 2 2Volatile + O CO + CO + H O→                              (5) 

4 2 2 2 2 2CH  + 2O N CO + 2H O+7.5 N2 7.52→+                    (6) 

2 2 2 2 21.88H + 0.5O N H O 8N1.8+ → +                          (7) 

 

Fig. 4. Proposed reaction pathways proceeding in the combustion of hydrocarbon dust clouds 

with the presence of CH4/H2. 

3. Results and discussion 

3.1 Effect of O2 mole fraction and diluent gas   

Fig. 5 shows the influence of the oxygen mole fraction on the MIE for the coal samples (hereinafter, 

solid dot denotes ignition, hollow dot denotes no ignition and cross represents no ignition for all. The 

MIE value is supposed to be > 1000 mJ, when not ignition is found at 1000 mJ). Clearly, the 

determined MIE is classified into 8 different regions by the spark energy of 1, 3, 10, 30, 100, 300 and 

1000 mJ. Notes that in this work no MIE data have been found in the <1 mJ region that was not shown 

in Fig. 5. The details of the point MIE data based on Eq. (1) under different atmosphere conditions 

are summarized in Table 3. The results indicate that the mole fraction of oxygen has a strong influence 

on the MIE, showing an asymptotic function correlation with arbitrarily exponential fittings. As 
2OX

increases from 21% to 30%, the MIEs sharply decrease from the range of no ignition (MIE >1000 

mJ) to ignition range for the both coal dusts, while this trend becomes moderate and smooth as further 

2OX  increasing from 40% to 50%. It was visually observed that the deflagration in the glass tube (see 

Fig. 2b) was more violent with brighter flame, faster flame propagation and shorter ignition delay at 

elevated oxygen mole fractions. Similar phenomena were also observed in our previous MITC test in 

BAM apparatus [2]. The above observations suggest both ignition sensitivity and explosion severity 
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of coal dusts strengthen in elevated oxygen atmospheres. In addition, the MIE of IS coal is always 

lower than SA coal under the same test conditions, agreeing with the determined MITC results in [2]. 

The reason is probably that IS coal has a higher percentage of volatile matter (see Table. 1) which 

facilitates homogeneous ignition, which was verified in our previous work [2]. Fig. 5 also shows that 

the effect of the oxygen mole fraction on the MIE of SA coal is stronger when the O2 mole fraction 

in CO2 increases from 30% to 40%, because it has a three-level decrease, i.e., from the range between 

300 to 100 mJ decreasing to the range between 10 to 30 mJ. However, the maturity of coal or volatile 

matter plays a little role when 
2OX  is higher than 40%. This finding is supported by the experimental 

work of Zhang et al. [43, 44]. 

 

Fig. 5. MIEs of two samples at different atmospheres with various oxygen mole fractions. 

Table 3 Measured MIEs (mJ) in the MIKE III apparatus for two coal dusts under different ambient conditions. 

Ambient condition IS SA 

 
XO2 

(%) 

XCO2  

(%) 

XN2 

(%) 

Flammable gas concentration Flammable gas concentration 

0 
CH4 H2 

0 
CH4 H2 

1% 2% 1% 2% 1% 2% 1% 2% 

Air 21 0 79 740 173 74 87 66 >1000 >1000 240 >1000 256 

O2/CO2 

Mixture 

21 79 0 >1000 

30 70 0 240 81 78 208 87 768 548 261 740 79 

40 60 0 23 21 17 21 9 26 21 8 23 7 

50 50 0 21 8 7 8 5 23 5 2.6 2.5 1.7 

On the other hand, as the ambient condition was shifted from air to 21% O2 /79% CO2, the MIE of IS 

coal increase from ignition region to non-ignition region. The result implies that the effect of CO2 is 

stronger than that of N2 as a diluent gas or an inert gas for coal dusts. Similar phenomena were 

observed for other ignition sensitivities including the LOC [5] and MITC [2]. This is probably 

because the O2 diffusivity in CO2 is lower than in N2 and CO2 has a larger heat capacity than N2 [1]. 

Unlike the finding of MITCs, the MIEs in 30% O2/70% CO2 are distinctly lower than the values in 

air for both IS and SA coals. This suggests that the inhibiting effect of CO2 is lower than the promoting 

effect of 9% increment of 
2OX  for the spark ignition, but they are comparable for the hot surface 

ignition. 

3.2 Effect of small amount of flammable gas   

Table 3 also lists the MIE data of the two coal samples under different ambient conditions with the 

presence of small amount of CH4 and H2 (1% and 2%). The corresponding dust mass (m) and spark 

ignition delay (tv) used to obtain the MIEs summarised in Table 3 for IS and SA coal are listed in 

Table 4 and Table 5, respectively. Fig. 6 presents an example of effect of the presence of small amount 

CH4 on the MIEs for SA coal in 40% O2 /60% CO2 atmosphere. It clearly shows that not only the 

value of determined MIEs, but also both the corresponding ignition delay and the dust concentration 
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vary with varying the mole fraction of addition flammable gas. Table 4 and 5 show that most of the 

MIEs obtained at 900 mg (or 1200 mg) dust and 120 ms ignition delay for the both coal samples, but 

there are several exceptional data (in italic). The variation of m and tv is probably caused by the 

ignition mechanism of the hybrid dust-gas mixtures. Generally, the ignition mechanism of 

combustible dusts is synergistically controlled by the properties of dust samples (e.g., particle size 

and volatile content), ambient conditions (e.g., oxygen mole fraction, diluent gas and temperature rise 

rate). Furthermore, the introduction of flammable gas makes it more complicated due to the parallel 

and competitive reactions in gas phase and their subsequent effects (see Fig. 4). The ignition 

mechanism will be further studied in future works.  

 

Fig. 6. SA coal dust in 40% O2 /60% CO2 atmosphere with/without small amount of CH4. 

Table 4 The corresponding amount of dust (m, mg) and spark ignition delay (tv, ms) at the measured MIEs in Table 3 

for IS coal under different ambient conditions. 

Ambient condition Flammable gas mole fraction 

 
XO2 

(%) 

XCO2  

(%) 

XN2 

(%) 

without 

flammable gas 

CH4 H2 

1% 2% 1% 2% 

m  tv m tv m tv m tv m tv 

Air 21 0 79 - - 900 120 900 120 900 90 900 180 

O2/CO2 

Mixture 

21 79 0 - 

30 70 0 900 120 2400 90 900 120 1200 120 900 90 

40 60 0 1200 120 1200 120 900 120 1200 120 3000 180 

50 50 0 900 120 1500 90 900 120 900 120 900 150 

Table 5 The corresponding amount of dust (m, mg) and spark ignition delay (tv, ms) at the measured MIEs in Table 3 

for SA coal under different ambient conditions. 

Ambient condition Flammable gas mole fraction 

 
XO2 

(%) 

XCO2  

(%) 

XN2 

(%) 

without 

flammable gas 

CH4 H2 

1% 2% 1% 2% 

m  tv m tv m tv m tv m tv 

Air 21 0 79 - - - - 900 120 - - 900 60 

O2/CO2 

Mixture 

21 79 0 - 

30 70 0 1200 60 900 120 900 120 900 120 1200 120 

40 60 0 900 120 1200 120 1500 90 1200 120 1200 90 

50 50 0 900 120 900 120 2400 150 1800 150 1200 150 

Figs. 7 and 8 show the trend of MIEs under different ambient conditions with the presence of CH4/H2 

(0~2%) for IS and SA coal, respectively. At first, the addition of flammable gas significantly lowers 

the MIE of both coal samples as a general trend, and this trend becomes more distinct with a higher 

mole fraction of both CH4 and H2. For example, no ignitions were found for the SA coal until the 

mole fraction of the additional flammable gases reach 2% as shown in Fig. 8 and Table 3. Moreover, 

when air was replaced by the atmosphere of 21% O2 /79% CO2, no ignitions could be found at all for 

all the mixtures of both coal samples even with 2% CH4 or H2 (see the sign of “×” in Figs. 7 and 8). 
This suggests that the inhibition effect of CO2 is stronger than the promotion effect of the presence 

of flammable gas. In fact, the MIE of flammable gas is also strongly influenced by CO2 as the diluent 

gas, due to its higher specific heat capacity and the lower diffusivity of O2 and CH4 or H2 in CO2.  
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However, with increasing O2 mole fraction, all the MIEs decrease dramatically following the similar 

asymptotic function trend. Notes that at the atmosphere of 30% O2 in CO2, all the mixtures with the 

1% or 2% flammable gas ignited for the both coal samples, might suggesting that the effect on MIEs 

follows: 10% increment of 
2OX  (promotion) >  diluent gas CO2 (inhibition) > the present of 1% (or 

2%) CH4 or H2 (promotion).  

 

Fig. 7. MIEs of IS coal dust in air and O2/CO2 atmospheres with/without flammable gas. 

  

Fig. 8. MIEs of SA coal dust in air and O2/CO2 atmospheres with/without flammable gas.  

As we discussed above, the effect of volatile content reduces with increasing 
2OX , and the MIE of 

IS coal is always lower than the MIE of SA coal under the same conditions in the most of cases (see 

Table 3). Interestingly, there are clear reversions of the MIE at the atmosphere of 50% O2 in CO2 with 

CH4 or H2, i.e., the MIE of SA coal is abnormally lower than the MIE of IS coal, falling in the region 

between 1 and 3 mJ. There are reasons more likely to contribute this unconventional phenomenon. 

On the one hand, with further increasing of 
2OX , the direct oxidation on the particle surface Eq. (2) 

is substantially strengthened, while the devolatilization reaction Eq. (3) is independent with 
2OX , but 

depends on heating rate. The following reactions Eqs. (4) and (5) are limited or controlled by Eq. (3) 

as shown in Fig. 4. Therefore, the heterogenous reaction dominants the dust ignition. On the other 

hand, the gas phase reaction rate of Eqs. (6) or (7) increases with higher 
2OX , releasing heat faster to 

heat up the dust particle, then promoting the Eqs. (2) and (3). The diluent and the diffusion effects of 
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CH4 or H2 are ignorable, and the flammable gas itself cannot be ignited directly considering the 

amount of them is very low. Thus, the main promotion effect of flammable gas is heating effect during 

the ignition process of dust clouds. Normally, the characteristic reaction time in gas phase is much 

shorter than the heterogenous reaction on the surface of dust particle, the synergetic effects of 

increasing 
2OX and addition of flammable gas may change the scenario that the coal with higher 

volatile has a lower MIE. In addition, the volatile (mainly CH4) can be ignited soon, especially with 

the adding of H2, i.e., the presence of H2 not only has the above-mentioned heating effect, but also 

has the promoting effect on CH4 combustion. This is probably the reason why at high 
2OX (40% or 

50%), the presence of H2 has a lower MIE for both coal samples as summarised in Table 3.   

4. Conclusions 

In this work, a series of experimental investigation of the minimum ignition energy (MIE) of two 

coals in air and O2/CO2 atmospheres with addition of CH4/H2 was systematically performed via 

MIKE 3 apparatus. Experimental results of the MIEs under different conditions were presented to 

provide data and an experimental basis for the evaluation and prevention of coal dust explosion risks 

resulting from spark discharge. The Results showed that the dust explosion risk increases dramatically 

with increasing O2 mole fraction from 21% to 50% for the two coal samples due to substantial 

reductions of MIEs: shifting from >1000 mJ region to 10 mJ< MIE <30 mJ region. Moreover, the 

present of CH4/H2 further decreased the MIE even falling in the region between 1 mJ and 3 mJ for 

SA coal sample, suggesting a very high dust explosion hazard with spark discharge. Compared with 

N2, CO2 had a comparatively large retardation effect for the ignition behaviour coal dusts in the spark 

ignition apparatus, and this effect was found to be even larger than 2% promoting effect of CH4/H2. 

This insight is of high value for the assessment and prevention of dust explosions in oxy-fuel 

combustion systems, as well as for fundamental studies on the ignition behaviour of combustible solid 

dust clouds, especially considering the presence of small amount of flammable gas. 
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Abstract 

A physical and mathematical model of the reduced kinetics is presented describing heterogeneous 

detonation in suspensions non-uniform in particle concentration. The model is based on the 

heterogeneous media approaches, semi-empirical laws of ignition and combustion, and data on the 

dependence of the detonation velocity on particle concentration. Formation of suboxides and 

incomplete combustion of aluminum are taken into account integrally. The dependence of the heat 

release of chemical reactions and the fraction of unburnt particles on the initial composition is 

determined from the solution of the stationary problem of the structure of the detonation wave. In 

the calculations of unsteady detonation flows, it is supposed to solve an additional equation for the 

spatial distribution of initial concentrations. The problems of initiation and development of cellular 

detonation in suspensions of micron-sized and submicron aluminum particles in flat channels in the 

presence of particle concentration gradients are considered. The flow patterns of cellular structures, 

the forms of the leading front, and the propagation velocities are analyzed. 

Keywords: detonation, gas particle suspensions, reduced kinetics, concentration gradients, 

numerical modelling  

1. Introduction 

Investigation of the explosive characteristics of reactive particle powders is of interest 

both in terms of safety and in connection with the development of detonation technologies. 

Aluminum powders are widely used in industry, and ultrafine aluminum particles represent great 

prospects for use as part of mixed fuels in detonation combustion devices. 

Theoretical and numerical studies of detonation processes in gas suspensions, supplementing 

experimental observations, are of great importance, since experiments are expensive and their 

possibilities are limited. In nature and in industrial facilities, dangerous accumulations of solid 

particles, formed, in particular, as a result of the lifting of particles and dispersion of dense layers, 

are inhomogeneous. The problems of combustion and detonation of inhomogeneous gas mixtures 

were analyzed by Fomin et al. (2001), Li et al. (2015), Chengken et al. (2017), Prokhorov (2017), 

Boulal et al. (2016). For two-phase dispersed media, these problems were considered in a very few 

works on combustion and detonation in aerosols (Smirnov et al. (2007), Smirnov et al. (2015)) and 

in the problems of lifting, ignition, and detonation-like combustion of dust layers (Korobeinikov et 

al. (2002), Semenov et al. (2013), Houim & Oran (2015), Kei & Matsuo (2019)). The spatial 

heterogeneity of the inert discrete component was taken into account in works by Kratova & 

Fedorov (2014) and Fedorov & Kratova (2015) when studying problems of suppressing detonation 

by clouds of particles. 
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In theoretical studies of heterogeneous detonation various kinetic models are used to describe 

chemical interactions. The main factors hindering the development of detailed kinetics models are 

the difficulties of their implementation, in particular, due to the presence of physical features (finite 

particle size, the presence of an oxide film) that do not allow the use of these models directly. For 

example, a detailed model of kinetic combustion of aluminum particles is presented by Starik et al. 

(2015), but its use is limited by particle sizes up to 20 - 40 nanometers. 

Semi-empirical models based on the reduced kinetics are based on the experimental data available 

in the literature on the combustion of single particles or a combination of particles under various 

conditions, including behind shock waves, as well as on experimental data or thermodynamic 

calculations of equilibrium detonation parameters. 

Models of heterogeneous detonation of suspensions of aluminum particles in oxygen, air, and 

reactive gas media were developed by Fedorov (1992), Veyssiere & Khasainov (1991), Fedorov et 

al. (1999), Zhang et al. (2009). Khmel & Fedorov (2018) and Khmel et al. (2018) expanded the 

model of detonation of aluminum suspensions in oxygen to the submicron and nanometer range of 

particle sizes. The constants of the reduced kinetics model of detonation in aluminum nano-sized 

particle suspensions were determined from experimental data presented by Sundaram et al. (2015) 

and Bazyn et al. (2006). The dependences of the burning time on the pressure and temperature of 

the surrounding gas, the fraction of the oxidizing agent, and the particle diameter were taken into 

account. Khmel & Fedorov (2018) analyzed stationary detonation structures in particle suspensions 

of 50 nm - 250 nm, which showed some differences from similar structures in micron-sized 

mixtures, in particular, very short zones of thermal and velocity relaxation with respect to the 

combustion zone. A strong dependence of the combustion zone on the amplitude of the leading 

shock wave was also established. Khmel (2019) showed that these properties cause an increase in 

the irregularity of cellular structures. Khmel et al. (2018) proposed interpolation formulas for 

constants in the intermediate interval of particle diameters from 200 nm to 1 μm: the activation 

energy, the power degree in the dependence of the reaction rate on the pressure of the surrounding 

gas, and the pre-exponent factor. Such an approach describes the transition regime of combustion of 

aluminum particles from the diffusion-limited regime of large micro-sized particles to the kinetic 

regime of combustion of nanoparticles. Zhang et al. (2009) proposed a different approach for 

describing the ignition and combustion of submicron aluminum particles based on the use of the 

equation of hybrid kinetics, including both reactions: diffusion combustion and kinetic Arrhenius 

reaction. This model was applied in aluminum detonation studies by Briand et al. (2010), 

Khasainov et al. (2013), Teng & Jiang (2013), Hosoda et al. (2013). 

Fedorov & Khmel (2005), Briand et al. (2010) Benkewicz & Hayashi (2003), Hosoda et al. (2013) 

performed a numerical simulation of two-dimensional flows of cellular detonation in mixtures of 

aluminum particles with oxygen or air within the framework of reduced kinetics models. Fedorov et 

al. (2010), Kratova et al. (2016), Fedorov et al. (2018) obtained data on the critical propagation 

conditions of heterogeneous detonation in volumes of varying geometry. Kratova & Fedorov 

(2014), Fedorov & Kratova (2015) determined the modes and conditions for suppressing detonation 

in oxygen suspensions of aluminum particles by clouds of inert particles. In the above detonation 

studies, mixtures of particles uniformly distributed throughout the volume were considered. 

However, the problems of explosion safety and analysis of the behavior of powders in dynamic 

conditions cannot be limited only to models of homogeneous gas suspensions. 

Known experimental dependences of the detonation velocity on the initial particle loading indicate 

a different degree of particle burning and differences in the equilibrium composition at different 

initial particle concentrations. Vasil’ev et al. (1980) presented data on thermodynamic calculations 

of the equilibrium composition during detonation combustion of various substances, in particular, 

aluminum particles in air. According to these data, aluminum combustion can occur both with the 

formation of oxide 
2 3Al O  and with the formation of suboxides AlO , 

2A lO , 
2A l O . Models of 

detonation combustion of aluminum, which take into account the formation of suboxides in various 

ways, are discussed in a review by Fedorov & Khmel (2019). Schloffel et al. (2010) noted the 

possibility of the formation of AlO  during particle combustion directly behind the shock wave, 
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which is not associated with the lack of an oxidizing agent. The problems of modeling the 

deflagration combustion of aluminum with an oxidizer deficiency were discussed by Kryukov and 

Malinin (2018). 

Fedorov (1992) and Fedorov et al. (2006) used the detonation velocity data by Strauss (1968) to 

determine the integral heat release in aluminum – oxygen mixtures in a certain range of near 

stoichiometric concentrations. The Fedorov model (1992) was applied further in Fedorov et al. 

(1999) and subsequent works for the stoichiometric composition. Veyssiere et al. (2008) presented 

the dependence of the detonation velocity on the mass loading of aluminum particles in an oxygen 

medium, obtained on the basis of thermodynamic calculations of the propagation of non-ideal 

detonation in pipes and the data of Strauss experiments (1968). Within the range of experimental 

results, these data are consistent with each other. A characteristic feature is the displacement of the 

maximum detonation velocity towards lean mixtures of aluminum with oxygen, while its value 

correlates with the detonation velocity of air suspensions of aluminum. 

The aim of this work is to expand the model of detonation of oxygen suspensions of aluminum to a 

wide range of concentrations and its application for studying detonation processes in suspensions 

that are inhomogeneous in composition. The problems of the propagation of cellular detonation in 

channels with longitudinal or transverse concentration gradients will be considered. 

2. Physical and mathematical model 

Two-dimensional detonation flows are described within the framework of the mechanics of 

interpenetrating continua by the Euler equations for the gas phase and particles.  
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Here p is pressure, ,, , , , ,i i i i i v iu v T E c are mean density, longitudinal and transversal velocity 

components, temperature, total energy per mass unit and heat capacity of the i -th phase (1,2 
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indicate gas and particles, respectively). Mass concentrations of gas and particles are defined as   

/ ,i i   i

i

  , i ii im  , mi is the volume concentration of the i -th phase.  

The function ( , )x y  shows the spatial distribution of the initial (at start of combustion) mass 

concentration of particles in a moving volume. Accordingly, the thermal effect of the reaction Q  

and the proportion of unburned particles k  at each point in space are different and depend on what 

was the initial concentration of the volume of particles that arrived at this point in space. To do this, 

the function ( , )x y  is introduced as follows: the initial distribution is 0 0( , ) ( , )x y x y  , and as 

the mixture moves, it is determined from the equation 2/ 0D Dt  , which, taking into account the 

equation for 2  gives the last equation in the system (1). This approach is justified for suspensions 

of fairly small particles (less than 1 μm), for which the zone of velocity nonequilibrium corresponds 

to the ignition delay zone, and the combustion proceeds practically under conditions of the phase 

velocity equilibrium.  

The system is closed by the equations of state and relations describing the interphase exchange of 

masses, momentum and energy. The interphase interaction processes are represented by the 

parameters J  (mass transfer), f


 (interphase interaction force), and q  (heat transfer). 

 2
1 2( )

u

f u u



 
  

, 
2 ,2

1 2( )v

T

c
q T T




  . (3) 

Particle combustion is described in the framework of the simplest model of one-stage kinetics, 

taking into account incomplete particle burning (the presence of residual concentration of unburned 

particles) and the transitional regime from diffusion-limited to kinetically-controlled combustion for 

particles with a diameter of less than 1 micron (Khmel’ & Fedorov (2018), Khmel’ et al. (2018)). 

The dependence of the characteristic burning time of aluminum particles in the submicron range 

from 300 nm to 1 μm is taken as:  

2 [ ( )]kJ


   


   at 2 ignT T , k  ; 0J  , at 2 ignT T  or  k  . 

  0.3

0 0 1 *( / ) exp( / )( / ) m

ad d E RT p p        (4)                         

where 0.25ln [μm]m d  , micro nano0.5{ (2 ln [μm] ln [μm]}aE E d E d   , and Emicro is the  activation 

energy for micron particles (32 kJ/mol), Enano is the activation energy for nanoparticles (60 kJ/mol), 

p is pressure, and d is the particle diameter. According to numerous experimental data  on 

aluminum particle ignition presented by Sundaram et al. (2015), and previous studies by Fedorov & 

Khmel (2005), we take the ignition temperature equal to the melting point 
meltignT T =930 К. 

Since for suspensions of particles with a diameter of more than 250 nm, the effects of free 

molecular flow and heat transfer are insignificant (Khmel’ & Fedorov (2018)) to describe interfacial 

interactions, we use the formulas presented earlier (Fedorov & Khmel’ (2005)). 

 22 11 1 24 / 3 -u Dd c u u    
. (5) 

The drag coefficient 
D

c  is determined similar to micron-sized particle detonations with regard for 

supersonic flow around particle in detonation structure using the formula proposed by Boiko et al. 

(1996), which provide correlations of numerical and experimental data on particle trajectories 

behind shock waves 

 12 4.67
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where 1  is the gas dynamic viscosity and 1  is the adiabatic exponent. The heat exchange between 

the gas and particles have a form 

 2

22 2 1/ 6 NuT vd c   , 1/2 1/3Nu 2 0.6Re Pr  . (7) 

Here Nu, Pr are the Nusselt and Prandtl numbers (usually, Pr=0.7), 1  is the gas heat conductivity. 

The equations of state have a form. 

11 1p RT ,  2 2

1 1 1 1 10.5( ) vE u v c T   , 2 2

2 2 2 2 20.5( ) ( )vE u v c T Q     .      (8) 

 

In the framework of the simplest model of one-stage kinetics ( )Q  includes the integral thermal 

effect of the particle combustion reaction, excluding the cost of heat for melting and evaporation of 

the particle material. According to experimental observations and data of thermodynamic 

calculations, the detonation velocity of gas particle suspensions D depends on the initial 

concentration of particles 0  (Veyssiere et al. (2008)). The CJ velocity in numerical calculations 

can be determined by two ways. In the problem of the detonation initiation the self-sustained 

propagation of the detonation structure in conjugation with a rarefaction wave establishes at the CJ 

velocity. Also, the CJ velocity is an eigenvalue parameter in the problem of the structure of a 

stationary wave, which is reduced to solving a system of ordinary differential equations (ODE) 

resulting from (1) when moving to a coordinate system associated with the wave front. If this 

parameter corresponds to the CJ velocity in a two-phase mixture, the solution of an ODE system 

has either an internal sonic point (with respect to the frozen sound velocity) or a finite equilibrium 

state, which is sonic with respect to the equilibrium sound velocity (Fedorov et al. (1999)). In the 

pre-stoichiometric range, according to experimental data by Strauss (1968), we take 0.1k  . For 

superstoichiometric compositions we assume ( ) ( )
s tQ Q   and determine k , which provide 

correspondence with data from Veyssiere et al. (2008) on the detonation velocity. Figure 1a shows 

the corresponding dependence of the detonation velocity on the mass concentration of particles. The 

calculated values *( ) /Q Q   ( *Q =20 MJ/kg) and ( )k   are presented in Fig. 1b.  

 

a)     b)  

Fig. 1. Dependences of detonation velocity and model parameters on particle concentration 

 

The numerical study is performed for the problem of initiation and propagation of cellular 

detonation in a flat channel, similarly to the work by Fedorov & Khmel (2005), Khmel (2019).  

The numerical technique is based on the conservative flux-splitting schemes: the TVD scheme by 

Harten for gas and the Gentry-Martin-Daly scheme for particles. The numerical method has been 

tested earlier and applied for 2-D numerical simulations of the shock wave and detonation flows.  

The step of the finite-difference grid was determined according to the scale of the relaxation zones, 
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varied in the test calculations. An example of calculations with varying grid spacing will be given 

below.  

3. Results and discussion 

3.1 Detonation structures in homogeneous mixtures of various concentrations 

The correspondence of the detonation velocity in numerical calculations was verified on the 

problem of initiation of plane detonation in a one-dimensional formulation. Figure 2 shows the 

pressure profiles with time interval 0.04 ms at various initial particle concentrations. In the 

concentration range from 0.1 to 0.8 (which corresponds to the initial particle density range from 

approximately 140 g/m
3
 to 5.2 kg/m

3
), a self-sustaining Chapman-Jouguet structure associated with 

a rarefaction wave is established (Fig. 2b, Fig. 2c). 

Beyond these limits at 0 =0.07 (96.5 g/m
3
) and 0 = 0.82 (5.83 kg/m

3
) calculations show the 

destruction of the detonation structure and the disruption of detonation (Fig. 2a, Fig 2d). Thus, the 

lower concentration limit is fully consistent, and the upper is outside the limits of the figure 

presented by Veyssiere et al. (2008). The detonation velocity at 0 =0.1 is determined as 1.45 km/s, 

which is much lower than the corresponding to this concentration value 1.58 km/s in the work of 

Veyssiere et al. (2008). For the upper concentration limit 0 =0.8, the calculated detonation velocity 

is 1.2 km/s and corresponds to the curve smoothly extended to the region of higher concentrations.  

 

a)      b)  

c)      d)  

Fig. 2. Scenarios of initiation of plane detonation near the concentration limits (gas temperature 

profiles, t=0.04 ms): 0 =0.07 (а); 0 =0.1 (b); 0 =0.8 (c); 0 =0.82 (d). 

 

Detonation flows in aluminum suspensions are characterized by the development of cellular 

structures. Fedorov & Khmel (2005) found that for particles larger than 1 μm, detonation cells are 

regular, which made it possible to determine the dependence of their size on the particle diameter 

and to analyze the relationship between the cell scales and the scales of relaxation processes. Khmel 

(2019) and Khmel & Tolkacheva (2019) obtained regular cells for non-stoichiometric 
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concentrations of particle suspensions 1 μm in size. It turned out that, despite significant differences 

in the detonation velocity and average and peak values of parameters such as particle density, gas 

density and pressure, the cell size in uniform suspensions weakly depends on the initial 

concentration. 

 

а)  

b)  

c)  

Fig. 3. Cellular detonations in oxygen mixtures of 300-nm particles(maximal pressure histories):

0 0.55  (a), 0 0.7   (b) и 0 0.25   (c). 

A decrease in the particle size of monodisperse mixtures in the region of the submicron and 

nanometer ranges shows a violation of the regularity of the cells. For stoichiometric mixtures, this 

was demonstrated by Khmel (2019). Figure 3 shows examples of calculations of cellular detonation 

of suspensions of particles with a size of 300 nm of three different concentrations. Pictures are 

constructed at the time 0.48 ms in Fig. 3a and 3b and at the time 0.4 ms in Fig. 3c. From the 

position of the front, it can be established that the average propagation velocity corresponds to the 

dependence shown in Fig. 1a. By the nature of the cells, it can be seen that the initially formed 

small cells enlarge as detonation propagates, and a tendency toward irregularity also manifests 

itself. In a steady flow in the region 0.6 m < x < 0.7 m, the number of transverse waves is 

approximately the same in Fig. 3a and 3b and somewhat more in Fig. 3c. The average and peak 

pressure values directly depend on the initial particle density, which can be seen from the brightness 

of the patterns, which are built in a single shadow scale. 

 

3.2 Detonation propagation in channels with a longitudinal gradient of particle concentrations  

The detonation propagating through a mixture with a longitudinal gradient of particle concentration 

changes its propagation velocity. In the region of low concentrations (not exceeding 0.3) with a 

negative gradient, the detonation velocity decreases, and with a positive gradient it increases 

accordingly to the data in Fig. 1. On the contrary, in the range of particle concentrations from 0.3 

and higher with a positive gradient, the detonation front slows down, and with a negative one it 

accelerates. In one-dimensional calculations, this property was demonstrated by Khmel & 

Tolkacheva (2019). In two-dimensional calculations of cellular detonation, the leading front, 

interacting with transverse waves, propagates irregularly. Therefore, the trend of acceleration or 

deceleration can be seen only with a rather sharp gradient of particle concentration. 

Figure 4 shows the calculation data for the propagation of detonation in a gas suspension of 

particles with a size of 2 μm in a 6 cm channel with a linear law of a change in the concentration of 
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particles from 0.7 in the left part of the channel to 0.3 in its right part. As can be seen in Fig. 3a, a 

structure with three transverse waves (one and a half cells per channel width) is formed in the 

channel. The development of cellular detonation determines the pulsation behavior of the 

parameters of the gas phase: density (Fig. 4b) and temperatures (Fig. 4c). A change in the initial 

particle concentration is well demonstrated on particle density profiles, where both a change in the 

initial density and a corresponding decrease in the peak density values in the  - layer are visible 

(Fig. 4d). According to the change in the distance between the peaks in Fig. 4d, we can conclude 

that the average front propagation velocity increases. 

 

a)  

b)   

c)   

d)   

Fig. 4. Detonation propagation in a channel with longitudinal inhomogeneity ( 0 =0.7 left, 0 =0.3 

right), d=2 μm: maximal pressure field (а); parameter profiles at y=0, t=0.04 ms (b)-(d). 

 

3.3 Detonation propagation in a gas suspension with a transverse particle concentration 

gradient 

When detonation propagates through a mixture with a transverse concentration gradient, the leading 

wave front is curved. There is a tendency to accelerate the front in areas of concentration where the 

detonation velocity is higher and slowdowns in the region where the detonation velocity is lower. 
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At the same time, the transverse waves develop and interact with the leading front. As a result, 

detonation cells become oblique and are characterized by significant non-uniformity. Figure 5 

shows the calculation data in a 6 cm channel for a suspension of 1 μm with a linearly varying 

concentration of particles from 0 = 0.3 near the lower wall to 0 = 0.75 near the upper wall. As can 

be seen in the figures, a detonation structure with an inclined leading wave is formed in the channel. 

In this case, a system of transverse waves is formed, the distance between which is different. 

Whereas in homogeneous mixtures of the same dispersion, the distance between the transverse 

waves weakly depends on the initial concentration (Khmel (2019), Khmel & Tolkacheva (2019)). 

To confirm that the result is not related to numerical effects, in Fig. 5 shows the calculation data on 

two grids: x =0.2 mm (300 mesh nodes per channel width) and x =0.1 mm (600 mesh nodes). 

 

a)  

b)  

Fig. 5. Cellular detonation in a mixture with a transverse concentration gradient, d=1 μm. 

Comparison of calculation results on two grids: x =0.2 mm (a) and x =0.1 mm (b). 

 

The detonation velocity averaged over a time interval of 0.04 ms is determined at 1.612 km/s on the 

grid x =0.1 mm and 1.610 km/s on the grid x = 0.2 mm. This value lies between the values 

characteristic of the maximum and minimum particle concentrations (1.7 km/s at 0  = 0.3 and 1.33 

km/s at 0  = 0.75) and corresponds to a velocity in a homogeneous mixture of a certain average 

concentration ( 0 = 0.50). 

 

a)  

b)  

Fig. 6. The propagation of cellular detonation in a channel with a transverse concentration 

gradient in submicron suspensions: d=600 nm (а); d=300 nm (b); 
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Figure 6 shows the calculation results for a mixture of particles with a size of 600 nm in a wider 

channel (12 cm) with a concentration change from 0.7 (on the lower wall) to 0.25 (on the upper 

wall). As can be seen, the pattern of cellular detonation is similar to Fig. 5. The average detonation 

velocity in the interval 0.12 ms is 1.61 km/s in a mixture of 300 nm and 1.62 km/s in a mixture of 

600 nm. A certain discrepancy is associated both with averaging errors and, possibly, with the fact 

that initially overdriven detonation is formed in the initiation problem, and the period of 

establishment of a self-sustaining normal mode in a suspension of 600 nm is longer than in a 

suspension of 300 nm. 

Thus, oblique cells are formed in channels with a transverse particle concentration gradient. The 

distance between the transverse waves is minimal in the region of high concentrations and 

maximally in the region of low concentrations for both micron-sized and submicron suspensions. 

Note that the oblique shape of the leading front and oblique cell were previously obtained by Fomin 

et al. (2001) in the calculations of cellular gas detonation in a narrow channel (with one cell per 

width). 

4. Conclusions 

The paper presents a physical and mathematical model for describing detonation processes in 

inhomogeneous gas suspensions of reacting particles. The model is based on the approaches of 

mechanics of heterogeneous media and simple semi-empirical kinetic models that integrally 

describe the chemical reactions occurring in the mixture. The total heat release is determined by a 

function that is determined from the known data on the dependence of the normal detonation 

velocity on the particle concentration based on the solution of the problem of stationary structures 

or the analysis of one-dimensional solutions of steady-state detonation waves. For micro-sized and 

submicron suspensions of aluminum particles, the dependences of the integral heat release and the 

fraction of unburned particles are obtained, which ensure compliance with the data of Veyssiere et 

al. (2008).  

The results of one-dimensional calculations of the initiation and propagation or disruption of plane 

detonation waves have shown compliance with the concentration limits of detonation of oxygen 

suspensions of aluminum. The upper concentration limit is outside the range presented by Veyssiere 

et al. (2008) data, with the detonation velocity corresponding to extrapolation of the curve. The 

lower concentration limit corresponds, although near it, the calculated values of the detonation 

velocity are lower than those indicated by Veyssiere et al. (2008). Perhaps this is due to a 

calculation error caused by significant gradient of the detonation velocity function in this particle 

concentration region. 

Two-dimensional calculations showed the development of cellular detonation in homogeneous 

microdispersed and submicron suspensions of various concentrations with a tendency to cell 

irregularity with a decrease in particle size to 300 nm. 

In channels with a longitudinal concentration gradient of microdispersed particles, an acceleration 

(deceleration) of the front occurs, while the cellular structures change only slightly. 

In channels with a transverse particle concentration gradient, oblique cells form. The distance 

between the transverse waves is minimal in the region of high concentrations and maximally in the 

region of low concentrations for both microdispersed and submicron suspensions. The results are in 

qualitative agreement with the calculations of cellular gas detonation by Fomin et al. (2001). 
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Abstract 

Regimes of detonation propagation in channels with linear expansion filled with monodisperse 

mixtures of oxygen and submicron or nano-sized aluminum particles are studied by methods of 

numerical simulations. The detonation combustion of submicron and nano aluminium particles is 

described within the semi-empirical model taking into account transition from diffusion regime to 

kinetic one. As the initial conditions, waves of both planar and cellular detonation were considered. 

The characteristics of the main flow regimes were obtained and described: subcritical (detonation 

failure), critical (detonation failure in some part of the channel) and supercritical (continuous 

detonation propagation). Maps of flow regimes were constructed for particles of 200 nm and 400 

nm in the plane of parameters: channel width, expansion angle. The obtained critical conditions are 

closing to those observed in gas detonation. The expansion angle linearly depends on the critical 

channel width to a first critical value, after a second critical value the expansion angle is 

independent of the channel width. At that, there is a certain region of nonmonotonicity similar to the 

detonation of micro-sized suspensions of aluminum particles. 

Keywords: detonation, aluminium gas suspensions, expansion channels, critical conditions. 

  

1. Introduction 

Industrial technologies using micro- and nano-sized aluminum powders have been extensively 

developed and widely used. Studies of detonation propagation in complex volumes are of interest 

for different applications. On the one hand, they are related with problems of detonation prevention 

and suppression in cases of man-made disasters. On the other hand, channel configurations with 

variable cross-sections are typical for devices, which are the working part of detonation engines. 

The fundamental problem is to analyze the mechanisms of propagation of detonation waves (DW) 

in heterogeneous mixtures of gas and particles in channels of various geometries. 

The properties of aluminum particle combustion and characteristics of detonation in aluminum dust 

suspensions have been studied in great number of works. There are several theoretical models of 

detonation of aluminum dust in air, detonation products of gaseous mixtures, and oxygen presented 

by Medvedev et al. (1984), Veyssiere et al. (1991) and Zhang et al. (2009). In Fedorov (1992) and 

Fedorov et al. (1999), a model of heterogeneous detonation of stoichiometric aluminum – oxygen 

suspensions verified by experimental data from Strauss et al. (1968) was developed. Agreements 

with known experimental data on reaction zone length, initiation energy, and detonation cell size 

was obtained in calculations within the framework of the model for micron-sized aluminum 

particles. The data on the propagation of cellular detonations in monodisperse and polydisperse 
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suspensions were obtained in Fedorov et al. (2005) and Fedorov et al. (2008).  In micron-sized 

suspensions the trajectories of triple points show a nearly regular cellular structure in Fedorov et al. 

(2005), the detonation cell size correlates with acoustic prediction by the method offered by Barthel 

(1974). 

The behavior of detonation waves behind a rectangular step in a heterogeneous mixture of micron-

sized aluminum particles and oxygen has been studied by Fedorov et al. (2008), Kratova et al. 

(2009), Fedorov et al. (2010), Kratova et al. (2011) and Kratova et al. (2016). Diffraction patterns 

have been analyzed for two types of initial conditions of the problem: a flat detonation wave 

(Chapman–Jouguet flow) and cellular detonation. In paper Fedorov et al. (2008), wave patterns of 

the diffraction of plane DWs on a backward-facing step are described and the main regimes of 

detonation propagation are classified as subcritical, critical, and supercritical. Fedorov et al. (2010) 

demonstrate that even with a flat detonation wave as the initial conditions, the flow with transverse 

waves proper to cellular detonations develops in the wide part of the channel. The behaviour of 

detonation in channels with sudden expansion is discussed by Kratova et al. (2011), together with 

questions of detonation re-initiation. Kratova et al. (2011) studied the diffraction of cellular 

detonation behind a backward-facing step, and the flow rearrangement. An overview of the criteria 

for the propagation of detonation for a mixture of oxygen and aluminum is presented by Kratova et 

al. (2011) and Kratova et al. (2016). It has been found that the critical number of cells is 3 for a 

cylinder and less than 1 for a planar channel, which is very different from the critical conditions for 

similar processes in gaseous detonation. In studies Fedorov et al. (2017) and Fedorov et al. (2018) 

the detonation diffraction in the channel with the linear expansion are investigated. The main 

regimes of detonation propagation are found analogous to propagation on backward facing step. 

Maps of detonation regimes are presented in coordinate system: the critical width of the channel – 

the extension angle.  

In recent years, interest in research in the field of nanodispersed media has increased and a 

significant number of works on combustion characteristics of nano- aluminum particles have been 

performed. A comprehensive review of new experimental data on the ignition, melting, heat 

transfer, and combustion of submicron and nanoscale aluminum particles is given by Sundaram et 

al. (2015). Numerous experimental data of recent years have shown that in the submicron and 

nanometer range of particle sizes, the aluminum particles combustion properties vary accordingly to 

the transition from the diffusion to the kinetic regime of combustion. Respectively, both the 

dependence of the characteristic burning time on the particle diameter and the value of the 

activation energy of the combustion reaction differ from that for micron-sized particles. The data on 

the dependence of the burning time of submicron and nanoscale aluminum particles on the diameter 

Sundaram et al. (2015) show that in a wide range of sizes, the power dependence is valid with a 

significantly lower exponent than for microparticles. Also the specific feature of nanoscale 

aluminum particle burning is much higher value of the activation energy of the combustion reaction 

that presented in Bazyn et al. (2006).  

A semi-empirical physical and mathematical model of detonation of nanoscale aluminum particles 

in oxygen was developed in Fedorov et al. (2018) on the base of new experimental data on ignition 

and combustion of nano-sized aluminum particles presented in Sundaram et al. (2015) and in Bazyn 

et al. (2006). The model takes into account the free-molecular effects in the description of the flow 

around and heat transfer of nanoscale particles with gas. The simplest analysis of stationary 

detonation structures in Fedorov et al. (2018) showed that in the nanoscale range of particle 

diameters the burning times are much longer (order of magnitude more for 100-nm particles) than 

the times of thermal and velocity relaxation. It means that the combustion proceeds essentially in 

equilibrium mixture with respect to the velocities and temperatures of the phases. The comparative 

analysis of the Chapman-Jouguet, strong detonation waves and decayed detonations reveals strong 

dependence of the detonation structure length on the amplitude of the leading shock wave. This may 

be significant for the regularity character of the cellular detonation regimes.  
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The purpose of the present study is to obtain the properties of detonation propagation in submicron 

or nanoparticle aluminum suspensions in oxygen in channels with linear expansion with big angles 

on the base of numerical simulations of 2-D detonation flow. 

2. Physical and mathematical model 

The Euler equations for two-dimensional flow in dilute gas particle suspensions follow from 

conservation laws for mass, momentum, and energy that firstly was offered in Fedorov (1992) and 

Fedorov et al. (1999). 2-D equations for conservation laws are presented in Fedorov et al. (2017). 

The value of heat effect of particle combustion in the frame of reduced chemical kinetics (Q) for 

stoichiometric composition has been determined to agree with experimental data by Strauss (1968) 

on detonation velocity. Since weak dependence of detonation velocity on particle diameter for 

micro-sized and nano-sized aluminum particles by Zhang et al. (2006) we use the same universal 

value Q= 3.5 MJ/kg as in Fedorov et al. (2005) – (2018) and Kratova et al. (2011) – (2016).  

The processes of velocity relaxation and heat transfer in gas-laden nanoscale particles are 

characterized by a transition from a continual to a free-molecular regime of particle interaction with 

gas molecules. If the particle size is comparable with the mean free path of gas molecules, then the 

particle drag force in the gas flow is determined with regard for the Cunningham correction factor 

by Sundaram et al. (2015):  

 
22 11 1 24 / 3 -u c Dd C c u u   , 1 2Kn[1.257 0.4exp( 1.1/ 2Kn)]cC     . (1) 

Here 2

1 2Kn / ( 2 )
g A

RT d N pd   is the Knudsen number that is the ratio of the mean free path of 

the molecular in gas to the particle diameter, dg, mg are the gas molecular size and mass, 
A

N  is the 

Avogadro number. The drag coefficient 
D

c  is determined similar to micron-sized particle 

detonations with regard for supersonic flow around particle in detonation structure using the 

formula by Fedorov et al. (2005) 
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where 
1  is the gas dynamic viscosity and 

1  is the adiabatic exponent. 

The heat exchange between the gas and particles for submicron and nano-sized particles is 

determined following to changing the flow regime of particles from the continuum at Knudsen 

numbers below 0.01 to the free-molecular one at Kn > 10 in Sundaram et al. (2015). Presentations 

for the characteristic times of heat relaxation in the regimes mentioned have a different form 

 2
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. (4) 

Here Nu, Pr are the Nusselt and Prandtl numbers (usually, Pr=0.7), 
1  is the gas heat conductivity, 

B
k  is the Boltzman constant,   is the accommodation coefficient. In the particle size range 10 nm - 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

730



 

 

1 μm, the Knudsen number varies from about 0.01 to about 10, respectively, the flow regime is 

transitional. For the transition region we suggest a logarithmic interpolation formula Fedorov et al. 

(2018). 

 [(log Kn+2) (1 log Kn) ] / 3tr fm cont

T T T      (5) 

The processes of ignition and combustion of nanoscale aluminum particles are described using the 

known empirical data given in Sundaram et al. (2015) and Bazyn et al. (2006). A temperature 

criterion is adopted as in previous works Fedorov et al. (2005) – (2010) and Kratova et al. (2011) – 

(2016). According to numerous experimental data on aluminum nanoparticle ignition presented in 

Sundaram et al. (2015), we take the ignition temperature equal to the melting point 
meltign

T T =930 

К.  

Aluminum particle combustion is described with regard for transition from the diffusion regime of 

coarse particle combustion to the kinetic regime for ultrafine particles. Model for burning of 

aluminum nanoparticles is presented in Khmel 2019 and developed based on data from Sundaram et 

al. (2015) and in Bazyn et al. (2006).  Experimental result for aluminum nanoparticles detonation 

presented in Zhang et al. (2006). Also numerical model for simulation of nanoparticles detonation 

presented in Hosoda et al. (2013). Hosoda et al. (2013) used the model of nano-sized aluminum 

particle combustion by Zhang et al (2006) with Arrhenius-type equation and d
0.3 

law for the burning 

time dependence on the particle diameter. 

We use the Arrhenius type kinetics 
0 0 2( / ) ( / *) exp( / )n m

ad d p p E RT  ,  n=0.3. In the range 150 

nm  d   1 µm here a smooth approximating functions for m and 
a

E  are accepted as follows: 

0.25ln [μm]m d  , 
micro nano0.5{ (2 ln [μm]) ln [μm]}aE E d E d   .

micro 32E   kJ/mol
nano 60E 

kJ/mol as was proposed by Khmel et al. (2018).  

3. The problem formulation 

The geometry of channel with a linear expansion is presented in Fig. 1. The channel is filled with 

stoichiometric monodisperse suspension of fine (submicron or nano-sized) aluminum particles in 

oxygen. L1 is the location of the detonation front at the initial moment; L2 is the location of the 

inclination angle. The inclined wall is considered to be a straight line. We analyze the influence of 

the width of the narrow part of the channel H1, the inclination angle , and the particle size d on the 

flow patterns at the detonation wave propagation into the expanding section of the channel. 

 

Fig. 1. Flow pattern in a channel with linear expansion 

 

The boundary conditions on the inclined wall are set in accordance with the conditions of non-

penetration and thermal isolation: `/ 0n   , 0
i ni
u  , where n is the normal to the inclined wall, 
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nu  and tangential 

su  with respect to the wall velocity components are 

found as: 

cos sin

cos sin

n y x

s x y

u u u

u u u

  
   

, 

where 
xu , 

y
u  are the projections on axes  Х и Y. On the right side of the of computation domain 

the conditions relate to undisturbed flow, on the left side the outflow conditions are posed. For more 

exact realization of boundary conditions the mesh is organized in such way that the nodes coincide 

with the wall. Thus, the ratio between the longitudinal and transverse mesh size depends on the 

inclination angle. 

The numerical technique is based on the conservative flux-splitting schemes: the TVD scheme by 

Harten for gas and the Gentry-Martin-Daly scheme for particles. The numerical method has been 

tested earlier and applied for 2-D numerical simulations of the shock wave and detonation flows in 

Fedorov et al. (2005) – (2018) and Kratova et al. (2011) – (2016). For modelling of detonations in 

nano-sized aluminum suspensions the step of the finite-difference grid was determined according to 

the scale of the relaxation zones, varied in the test calculations. Some results of test calculations are 

presented in Khmel (2017), where also the properties of cellular detonations in nano-sized 

suspensions are obtained. 

4. Detonation modes in channels with linear expansion 

Detonation propagation in channels with linear expansion in micron-sized aluminum mixtures was 

studied in Fedorov et al. (2017) – (2018). It was found that three regimes of detonation propagation 

in expanded channel are possible: supercritical regime (continuous propagation of detonation), 

critical regime (with partial failure of detonation and its re-initiation), and subcritical regime (with 

detonation failure). These regimes are analogous to gaseous detonations and were identified 

previously in Fedorov et al. (2008), Kratova et al. (2009) for the problem of heterogeneous 

detonation wave diffraction on a backward-facing step.  

Similar to the flow behind a backward-facing step, secondary transverse waves on the front form a 

cellular structure in the expanding channel. At small expansion angles, this structure is close to 

regular in the vicinity of the plane of symmetry. Since the cellular detonation in nano-sized 

suspensions is characterized by irregularities it is of interest to analyze the flow in all regimes of 

propagation or failing in the expanding channels. The calculations were performed for mixtures of 

200 nm and 400 nm particles (corresponding values of the activation energy are Ea=54.53 kJ/mol 

and Ea=44.82 kJ/mol respectively). 

4.1 Subcritical regime (detonation failing) 

The subcritical regime is realized in a monodisperse mixture of 200-nm particles at H = 0.02 m and 

the inclination angle  = 45°. The Schlieren images show that after the detonation wave passing the 
inclination angle the combustion fronts and the shock wave are separated in the region near the 

inclined wall (Fig. 2a). At the same time transverse waves develop in the plane of symmetry (Fig. 

2a). At the moment of 0.21 ms (Fig. 2c), the combustion front is separated from the shock wave 

over the entire section. The surface of the combustion front is considerably curved due to the action 

of transverse waves and the development of Richtmyer-Meshkov instability. The traces of the 

transverse waves are visible in the maximal pressure fields (Fig. 2c) near the plane of symmetry at x 

≈ 0.15 m. However, re-initiation of detonation does not occur and the transverse waves decay rather 

rapidly. The same pattern can be seen for the case when cellular detonation wave goes out the plane 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

732



 

 

channel and detonation failure occurs (Fig. 2d). There are two transverse waves which do not 

provide re-initiation on the inclined wall.  

a)  b)  

c)  d)  

Fig.2. Subcritical regime (detonation failing) in the expanded channel H=0.02 m, α=45º in mixture 
with d=200 nm. Schlieren images at different time moments: t=0.08 ms (а), 0.21 ms (b). Maximal 

pressure fields at t=0.3 ms (c) Maximal pressure fields H=0.008 m, α=30º d=200 nm (d). 

  

4.2 Critical regime (partial detonation failure with subsequent re-initiation) 

In mixture of 400-nm particles in channel with the same parameters as above H=0.006 m, α=45º the 
regime with detonation re-initiation is realized. The corresponding flow patterns are presented in 

Fig. 3. In this case three domains of local detonation failures occur: in the plane of symmetry (Fig. 

3a), near the wall and in the plane of symmetry (Fig. 3b), and two domains in the central part 

between the wall and plane of symmetry (Fig. 4c). The traces prints of the separation of the 

combustion front and the leading shock wave are visible in Fig. 4d as dark blue areas where the 

pressure falls down to 25 – 30 atm. The detonation re-initiation occurs in transverse waves and is 

characterized by irregularity of cellular structure and high amplitude of pressure pulsations. The 

maximal pressures at triple point collisions reach values higher than 200 atm (Fig. 5d, x  0.32).   

The results presented in Figs. 2-3 reveal the property which is opposite to that for micron-sized 

particles where increase in particle diameter promotes earlier failure of a detonation. The one reason 

is that the relaxation zones in nano-sized aluminum detonations are very short with respect to the 

combustion zone and do not play a decisive role in the processes. The other reason is that the 

activation energy of the combustion reaction increases with decrease in particle size that does a 

detonation more sensitive and close to gaseous detonation. 
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a)  b)  

c)  d)  

Fig. 3. Critical regime (partial detonation failing and re-initiation) in the expanded channel 

H=0.006 m, α=45º in mixture with d=400 nm. Schlieren images at different time moments: t=0.08 

ms (а), 0.16 ms (b), 0.26 ms (c). Maximal pressure fields at t=0.26 ms (d). 

Figure 4 shows maximal pressure fields for two cases of critical regimes in mixture of 200-nm 

particles in wider channels and different inclination angles. In the channel with H=0.05 m, α=30º 
the detonation re-initiation at first occurs near the plane of symmetry (Fig. 4a, 0.15 m < x < 0.2 m) 

where two transverse waves are traced and reflected. The disappearing traces of the secondary 

transverse waves formed in the central part of the channel (0.13 < x < 0.2) indicate significant 

attenuation of the leading front. The only first transverse wave reaches the inclined wall and the 

secondary re-initiation takes place in its reflection from the wall (x ≈ 0.23). In wider channel H=0.1 

m, with greater inclination angle α=60º the critical regime is characterized by formation of cellular-
like structure in the central part of the channel (Fig. 4b). Here the transverse waves remain and their 

collisions provide the detonation propagation. The peak pressures in the points of re-initiation or 

triple point collisions in both cases presented in Fig. 4 exceed 160 atm. 

a)  b)  
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Fig. 4. Critical regimes in the expanded channels in mixture with d=200 nm: H=0.05 m, α=30º (a); 
H=0.1 m, α=60º (b). Maximal pressure fields at t=0.19 ms (a); 0.25 ms (b). 

4.3 Supercritical regime (continuous detonation propagation) 

In mixtures of nano-sized particles the supercritical regimes analogous to that obtained in Fedorov 

et al. (2008), Kratova et al. (2009), Fedorov et al. (2017) – (2018) are not observed. In wide 

channels or with small values of the inclination angle the modes with local detonation failures and 

its re-initiation in the transverse waves all the same are implemented. Some regimes close to 

supercritical are realized in the channel with H=0.02 m and α=15° in the 200-nm aluminum 

suspension and in the channel with H=0.04 m and α=45° in the 400-nm mixture. Figure 5 presents 

the corresponding maximal pressure fields which reveal areas of the local detonation failure with 

pressure values lower than 40 atm and sufficiently developed cellular structure in the expanded 

channel with set of the transverse waves along the front. 

a)  b)  

Fig. 5. Regimes close to supercritical in the expanded channels (maximal pressure fields): d=200 

nm, H=0.02 m, α=15º,  t=0.23 ms (a); d=400 nm, H=0.04 m, α=45º, t=0. 3 ms (b). 

 

5. Critical conditions of detonation propagation in channels with linear expansion 

 

Critical conditions of heterogeneous detonations propagation in plane channels or cylindrical tubes 

with abrupt expansions for mixtures of micron-sized aluminum particles are discussed in Kratova et 

al. (2016). The conditions relate the channel width (tube diameter) and the particle diameter. The 

plane and cylindrical geometric criteria differ by a factor of 2–2.5, which is close to the results for 

gas detonation. Also the results are consistent with the theoretical curves constructed on the basis of 

the Mitrofanov–Soloukhin criterion applying to heterogeneous detonations. At the same time, the 

critical number of the cells is several times smaller than that in gas mixtures, which is caused by 

principal differences in the particle ignition mechanisms and influence of the thermal and velocity 

relaxation processes. 

The critical conditions of detonation propagation in mixtures of micron-sized aluminum particles in 

channels with linear expansion were analyzed in Fedorov et al. (2018). The non-monotonic 

dependence of the critical channel width on the inclination angle was obtained. A possible 

explanation for this fact is related with qualitative reconstruction of the vortex flow and formation 

of hanging shocks. This factor also has been discussed for problem of gaseous detonation 

diffraction from circular tube to cone in Khasainov et al. (2005) where monotonic function 
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consisting in two sections was obtained: linear dependence at angles less than some critical and 

constant at angles more than critical. 

The critical conditions of detonation propagation in terms the critical channel width – the angle of 

expansion are presented on Fig. 6 for particles 200 nm (Fig. 6a) and 400 nm (Fig. 6b). There are 

two cases of detonation propagation presented on graphics. In first case cellular detonation does not 

occur after propagation in plane channel and planar detonation wave exits to the expansion channel 

(stars – detonation failure for planar DW, squares – detonation propagation for planar DW, solid 

line – critical conditions for planar DW). In second case in plane channel cellular detonation 

propagates and detonation front with transverse waves exits in expansion channel (circles - 

detonation failure for cellular DW, diamonds - detonation propagation for cellular DW, dashed 

dotted line - critical conditions for cellular DW). Common to both cases is that for angles less 40º 
for 200 nm and 35º for 400 nm particles, critical conditions are close to each other. In area from 40º 
to 50º for flat DW it can be seen non-monotonous behavior of critical conditions line that is similar 

to conditions in Fedorov et al. (2018) for micron particles. For angles greater than 50º critical width 
of the channel does not depend on the angle of expansion. For cellular detonation case critical 

conditions are similar to conditions described at Fedorov et al. (2010) paper where detonation 

failure occurs under condition of half a detonation cell on plane channel. In the range from 40º to 
50º for cellular detonation propagation critical line is close to conditions described by Khasainov et 

al. (2005) for gas detonation.  

a)  b)  

Fig. 6. Map of detonation regimes in the mixture of 200-nm particles (a) and 400-nm particles(b). 

Stars – detonation failure for planar DW, squares – detonation propagation for planar DW, solid 

line – critical conditions for planar DW, circles - detonation failure for cellular DW, diamonds - 

detonation propagation for cellular DW, dashed dotted line - critical conditions for cellular DW. 

6. Conclusions 

Formation of cellular detonation structures in monodisperse submicron and nanosized aluminum 

particle suspensions in oxygen in channels with linear expansion is studied by methods of numerical 

simulations of two-dimensional detonation flows.  

The detonation combustion are described within the semiempirical model developed earlier which 

takes into account transition regime of aluminum particle combustion from diffusion for micro-

sized to kinetic for nanosized particles. The free-molecular effects are considered in the processes 

of heat and velocity relaxation of the phases.  

In the problem of detonation propagation in channels with linear expansion tree regimes similar to 

analogous problem in micron-sized particle suspensions are obtained: subcritical regime (detonation 
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failure), critical regime (partial failing with consequent re-initiation) and supercritical regime 

(continuous detonation propagation). In nano-sized suspensions the Richtmyer-Meshkov instability 

develops on the combustion front which is separated and lagging behind the leading shock wave in 

subcritical regimes. The critical regimes are characterized by existence of extended zones of the 

detonation failure with re-initiation in transverse waves. In the supercritical regimes multiple 

separations of the leading front and the combustion front are observed which make them close to 

critical regimes. 

The critical conditions of detonation propagation are determined in terms the channel width – the 

angle of expansion. The linear dependence takes place to angle 40° for 200-nm particles and 35° for 

400-nm particles. Under planar DW as initial condition there is non-monotonous area (from 40º to 
50º) similar to micron particles. For angles greater than 50º the critical width does not depend on 

the angle. With the propagation of cellular detonation in a plane channel, the patterns qualitatively 

coincide with those presented by Khasainov et. al. (2005). 
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Abstract 

Dust explosions present a major hazard in many facilities where combustible dusts are handled, and 

a range of protection and mitigation strategies have been developed to address these hazards.  

Assessing the ability of these approaches to successfully mitigate the risk, however, typically requires 

large-scale testing to ensure their effectiveness. These tests are performed in various facilities with 

different vessel geometries and injection characteristics, and their reactivity is typically only 

characterized using an effective large-scale 𝐾st, referred to as 𝐾eff.  This reactivity measure is limited, 

however, as it only characterizes the maximum rate of pressure rise at a single time and it does not 

consider when in the process the maximum occurs.  To address this limitation, a simple dust 

combustion model is developed to provide a representative rate of pressure rise generated during a 

confined dust explosion.  This model considers two parameters, a characteristic turbulent burning 

velocity, and a characteristic reaction time.  In this study, it is shown how the model can reasonably 

reproduce the rate of pressure rise as a function of time for different dust mixtures in different vessel 

volumes, and how these reactivity parameters can be used to provide a basis for quantifying the 

overall effective dust reactivity in a large-scale experimental setup. 

Keywords: dust explosions, dust reactivity, large-scale testing 

 

1. Introduction 

Dust explosions can present a severe hazard to property and personnel in a wide range of process 

industries.  To protect against the hazard posed by dust explosions, various protection measures, such 

as explosion venting, suppression, and isolation, are commonly used to minimize the consequences 

of these events.  In order to adequately protect an enclosure, however, these protection measures must 

be properly designed to the severity of the dust hazard present.  Large-scale explosion testing is 

commonly used to assess the performance of these protective devices and develop the guidelines for 

how much explosion venting needed to protect a specific enclosure.  

It is well known that different dusts can present significantly different hazards, due to their inherent 

reactivity (Eckhoff, 2003).  The main parameter used to assess the reactivity of a combustible dust is 

its deflagration index, 𝐾st , which is related to the maximum rate of pressure rise during dust 

combustion in a specific volume. Unlike flammable gases, where the reactivity can be defined 

independently of a specific test apparatus, using the laminar burning velocity, the deflagration index 

of a dust is an empirical parameter that is characterized for a specific standard test apparatus. This is 

because the level of turbulence at the time of ignition is an integral factor that determines the 

propagation velocity of a dust flame and the severity of the explosion (Amyotte et al., 1988).  As a 

result, for a given dust, the delay between dust injection and ignition is one of the primary factors that 

determines the severity of the event. 
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When large-scale testing is performed, it is common practice to calibrate the ignition delay to 

reproduce the value of 𝐾st obtained at smaller scales in standard tests.  While the use of 𝐾st may be 

effective for assessing the relative hazard presented by different dusts, it can be easily shown that it 

is inadequate to describe the behavior of a large-scale dust explosion (Eckhoff, 2015), as it 

characterizes the reactivity at a late time, and experiments performed with consistent values of 𝐾st 
can produce significantly different rates of pressure rise at the early times when explosion protection 

devices would activate. 

Models have been developed to approximate the rate of pressure rise observed during a confined 

explosion, (Bradley and Mitcheson, 1976, Tamanini, 1993, Dahoe et al., 1996), but thus far these 

models lack critical components of dust reactivity, such as a proper treatment of turbulence, are more 

applicable to gas combustion, and/or are more complex than can be readily deployed.  As a result, 

there is a need for new simple models describing dust combustion to develop a consistent reactivity 

measure between large-scale experimental setups. 

This study demonstrates the fundamental issue of using 𝐾st as a parameter to describe the effective 

dust reactivity in large-scale experiments and develops a new simple method for estimating the 

pressure rise during dust combustion in a closed vessel.  This method is then compared with large-

scale experiments performed in an 8-m3 vessel, where ignition delay and dust concentration were 

varied, as well as existing experimental data from a 2.5-m3 and a 25-m3 vessel.   

 

2. Model 

2.1 Model Description 

In this study, dust combustion is modeled assuming turbulent dust flame propagation, with a finite 

reaction time for the dust within the flame region.  For fuel rich dust explosions, typical of practical 

applications, the reaction time represents the consumption time of oxidizer in the flame region. The 

model assumes that the leading edge of the flame front propagates by turbulent mixing, and that a 

mixture of unburned dust/air enters the flame or burning region.  The unburned mixture is not 

consumed immediately, however, and within the effective flame radius, 𝑟𝑓, a mixture of burned and 

unburned dust is present.  This model follows formulations for mass and energy conservation 

consistent with previously developed models (Chao et al., 2015, Boeck et al., 2018) for gas flames 

where the flame progress is tracked on a mass basis (Boeck et al., 2018).  In this model, a simple mass 

balance of the oxidizer is considered, where its mass in three states is tracked; the unburned mass 

upstream of the flame, 𝑚𝑢 the unburned mass within the flame region, 𝑚𝑓,𝑢, and the mass of oxidizer 

contained within the combustion products of the flame region, 𝑚𝑓,𝑏.  The total mass of oxidizer, 𝑚𝑇, 

is conserved in a closed volume and is given by: 𝑚𝑇 = 𝑚𝑢 + 𝑚𝑓,𝑢 + 𝑚𝑓,𝑏 . (1) 

Assuming spherical flame propagation, the rate at which unburned mass enters the flame region is 

given by: 𝑑𝑚𝑢𝑑𝑡 = −4𝜋𝑟𝑓2𝑆𝑇𝜌𝑢, (2) 

where, 𝑟𝑓 is the flame radius, 𝑆𝑇 is the turbulent propagation velocity of the leading edge of the flame, 

and 𝜌𝑢 is the unburned gas density of the oxidizer.  The propagation velocity of the leading edge of 

the flame is assumed to be governed by turbulent mixing and the scale of the flame radius, 

proportional to the turbulent fluctuation velocity at this scale.  For a Kolmogorov cascade, this yields 

an increase of 𝑆𝑇 with flame radius due to the increase in turbulent length scales present as the flame 

grows: 
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𝑆𝑇 = 𝑘𝑢′ (𝑟𝑓𝑅 )13, (3) 

where 𝑢′  is the turbulent fluctuation velocity at an integral scale, R, and 𝑘  is a proportionality 

coefficient. As both the level of initial turbulence and the proportionality factor 𝑘 are not typically 

known for a specific experimental apparatus, a characteristic turbulent burning velocity 𝑆𝑇,0 = 𝑘𝑢′ 
is used to combine the two values into a single effective reactivity parameter that is specific to a given 

dust and experimental setup. 

The accumulation of unburned mass within the flame region is the balance of the rate at which 

upstream gas enters the flame region, and the rate unburned gas within the flame region is consumed: 𝑑𝑚𝑓,𝑢𝑑𝑡 = 4𝜋𝑟𝑓2𝑆𝑇𝜌𝑢 − 𝑑𝑚𝑓,𝑏𝑑𝑡 . (4) 

The rate of gas consumption within the flame region is given by the diffusive transport of oxidizer to 

burning dust particles.  Since the Kolmogorov scale of turbulence is typically larger than the particle 

size in dust explosions, one can assume that molecular diffusion limits the rate of gas transport.  Then, 

the consumption of the oxidizer is assumed to be proportional to its mass fraction in the flame region, 

and the molecular diffusion coefficient, yielding: 

𝑑𝑚𝑓,𝑏𝑑𝑡 = 𝑃0𝑃 (𝑇𝑓𝑇0 )1.75 𝜌0𝑉 𝜏 ( 𝑚𝑓,𝑢𝑚𝑓,𝑢+𝑚𝑓,𝑏), (5) 

where 𝜏 is a characteristic burning time, which is dependent on dust properties such as particle size 

distribution (Di Benedetto et al., 2010), turbulence intensity, and the scale of the vessel. The pressure 

and temperature dependence in Eq. (5) is taken as that of the diffusion coefficient, where 𝑃 is the 

vessel pressure, 𝑃0 is the initial vessel pressure, and 𝑇𝑓 is the average temperature within the flame 

region, approximated as: 𝑇𝑓𝑇0 ≈ 𝜎𝑚𝑓,𝑏+𝑚𝑓,𝑢𝑚𝑓,𝑏+𝑚𝑓,𝑢 , (6) 

where 𝜎 is the ratio of unburned to burned gas density at ambient pressure.  For the purpose of this 

study a value of 𝜎 = 8 is assumed.  

Assuming isentropic compression, the unburned and burned gas densities at a given pressure are: 

𝜌𝑢 = 𝜌0 ( 𝑃𝑃0) 1𝛾𝑢 ,    𝜌𝑏 = 𝜌0𝜎 ( 𝑃𝑃0) 1𝛾𝑏  (7) 

where 𝛾𝑢 and 𝛾𝑏 are the unburned and burned specific heat capacity ratios respectively.  As these 

values are poorly defined for a dust/air mixture, and to simplify the calculation, it is assumed that 𝛾𝑢 = 𝛾𝑏 = 𝛾∗, where 𝛾∗ is an effective specific heat ratio.  A value of 𝛾∗ is selected to yield the 

correct constant volume explosion pressure, 𝑃max , and expansion ratio at low pressure, and is 

calculated using the following expression (Boeck et al. 2018): 𝛾∗ = log(𝑃/𝑃max)log(1/𝜎) .  (8) 

To evaluate the vessel pressure from the mass balance within the enclosure, we first note that the total 

vessel volume is constant: 𝑉 = 𝑚𝑓,𝑏𝜌𝑏 + 𝑚𝑢+𝑚𝑓,𝑢𝜌𝑢 , (9) 
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and Eq. (7) and (9) can be combined to yield the following expression for pressure: 

𝑃 = 𝑃0 ((𝜎 − 1) 𝑚𝑓,𝑏𝑚𝑇 + 1)𝛾∗ .  (10) 

The flame radius is then obtained from the flame volume, 𝑉𝑓 = 𝑚𝑓,𝑏𝜌𝑏 + 𝑚𝑓,𝑢𝜌𝑢 : 

𝑟𝑓 = (3𝑉4𝜋 (1 − 𝑚𝑢(𝜎−1)𝑚𝑓,𝑏+𝑚𝑇)))1/3
. (11) 

To obtain the model results, Eqs. (2) and (5) are then solved numerically. 

 

2.2  Model Results 

Figure 1 illustrates the model results by showing the effect of varying 𝜏.  Here, the rate of pressure 

rise is compared with a dimensionless pressure 𝑃∗ = (𝑃 − 𝑃0)/(𝑃max − 𝑃0), which is analogous to a 

completeness of combustion, and eliminates the effect of time shifts due to ignition and the effect of 

scale.  For all of the curves, the early rate of pressure rise converges as the unburned mass within the 

flame region takes a finite time to accumulate.  These results also illustrate that, as 𝜏 approaches zero, 

the model approaches that of a thin flame assumption, where 𝑑𝑃/𝑑𝑡 achieves a maximum when the 

flame reaches the enclosure walls.  Note that heat losses are not included in the model, and the 

observed decrease in 𝑑𝑃/𝑑𝑡  is due to the decrease in reaction rate as the remaining oxidizer is 

depleted.  For small values of 𝜏, a sharp change in slope in the rate of pressure rise is observed when 

the flame reaches the vessel walls, as unburned mixture is no longer entering the flame region.  As 𝜏 

increases, it is found that the maximum rate of pressure rise occurs at lower dimensionless pressures, 

and a smoother transition is seen when the flame reaches the vessel walls, as a larger quantity of 

unburned fuel is present in the flame region at that time.   

 

 

Fig. 1. Effect of varying 𝝉 on model results for 𝑆𝑇0 = 4 m/s in an 8 m3 vessel. 

 

When the value of 𝜏 is held constant and the characteristic turbulent burning velocity is varied, as 

shown in Fig. 2, the rate of pressure rise converges after the flame reaches the vessel walls.  This is 

to be expected, because the reaction rate only depends on 𝜏 after all of the upstream oxidizer has 
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entered the flame region.  As 𝑆𝑇0 increases, the peak pressure occurs earlier in time and at a lower 

value of the dimensionless pressure. 

 

Fig. 2. Effect of varying 𝑆𝑇0 on model results for 𝜏 = 0.04 s in an 8-m3 vessel. 

 

Figures 1 and 2 show that the maximum rate of pressure rise increases both as 𝑆𝑇0 increases and as 𝜏 

decreases, but each effect shifts the dimensionless pressure at which this occurs in different directions.  

This behavior suggests a self-similarity of the shape of the pressure rise curve.  It was found that a 

dimensionless shape factor, 𝜒, in the form 𝜒 = 𝑆𝑇0𝜏𝑉1/3 can characterize the shape of the curves.  The 

effect of 𝜒 on the rate of pressure rise is shown in Fig. 3, where the rate of pressure rise is normalized 

by its maximum value.  Furthermore, it should be noted that the maximum rate of pressure rise varies 

with 𝑉1/3, for a given value of 𝑆𝑇0 and 𝜒, which is consistent with the scaling assumed for 𝐾st.  
 

 

Fig. 3. Effect of varying the shape factor, 𝜒, on the model results. 

3. Experiments 

To support the development of the new simple dust combustion model, a series of closed volume dust 

explosion experiments were performed in an 8-m3 vessel, with a height-to-diameter ratio of 1.45, as 

described in previous studies (Chao and Dorofeev, 2015, Boeck et al. 2018).  For this work, cornstarch 

dust explosion tests were performed, where the ignition delay, 𝑡d, defined as the time between the 

start of injection and ignition, and the dust loading, 𝜌𝑑0, were varied.  Three dust loadings were 

examined, 𝜌𝑑0 = 750, 1150, and 1500 g/m3 and the ignition delay was varied between 0.6 and 1.0 s.  
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Fig. 4. Image of the 8-m3 test vessel showing the location of two dust injectors. 

 

Dust was injected into the vessel using four independent dust injectors.  The injectors were oriented 

in two counter-flow pairs, with each pair located roughly 1/3 of the vessel height from the top and 

bottom of the vessel respectively, as shown in Fig. 4.  Each injector was driven by a 150-L air cannon 

operating at 8.2 barg, which forces compressed air through a dust hopper followed by a 4-inch 

diameter dispersion nozzle into the vessel.  Pressure within each air cannon was measured during 

injection to ensure consistent discharge and confirm ignition delays.  Before each test, the dust was 

conditioned to reduce the moisture content to below 1% by mass, and the dust was loaded into the 

hoppers in a humidity-controlled environment.  After the hoppers were loaded into the dust injectors, 

they were only opened immediately prior to injection to ensure a stable dust moisture content.   

Prior to dust injection the vessel was evacuated to an initial pressure, on the order of 0.5 bar, such 

that the final pressure after dust injection was 1 bar.  Following dust injection, the mixtures were 

ignited using a single 10 kJ-Sobbe ignitor located at the center of the vessel, and each dust injector 

was sealed using a fast-acting explosion isolation valve to prevent combustion products from entering 

the dust injection system during the test, and to allow for short ignition delays.  The pressure rise 

during each test was measured at three locations using Kistler 4260A 0-10 bar piezo-resistive pressure 

transducers.  Throughout the experiments, the measurements obtained between the different 

transducers were effectively identical and only the results obtained from a transducer at the mid-

height of the vessel, filtered using an 80-Hz low-pass filter, were used in this study. 

4. Results and Discussion 

To examine the ability of the model to reproduce the profiles observed in each test, values for the 

parameters 𝑆𝑇0 and 𝜏 were fitted to each experimental curve.  For the purpose of this study, it was 

assumed that 𝑃max = 9 bar, and 𝜎 = 8 for all mixtures and test parameters. 

 

4.1 Effect of Vessel Volume 

To examine the effect of vessel volume, experiments performed in the 8 m3-vessel are compared with 

experimental data previously collected in geometrically similar 2.5- and 25-m3 vessels for test 

configurations that produced similar values of 𝐾eff for cornstarch with a dust loading 𝜌𝑑0 = 750 g/m3.  
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While geometrically similar, these experiments were performed with a substantially different 

injection system, equivalent to that used in a previous study (Chao and Dorofeev, 2015). 

 

 

Fig. 5. Effect of vessel volume on cornstarch dust explosions with a dust loading of 𝜌𝑑0 =750 g/m3 

and nominal 𝐾eff ≈225 bar m/s 

 

It can be seen that good agreement is obtained between the simple model and experimental results for 

all three vessel volumes, Fig. 5.  In dimensional terms, Fig. 5a shows vessel pressure as a function of 

time, where the model curves were shifted in time to match the overall shape of the curve to eliminate 

ignition effects, resulting in good qualitative agreement.  When examining the rate of pressure rise, 

a) 

b) 

c) 
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Fig. 5b, it can be seen that the model results overshoot the experiments.  This can be partially 

explained by the effect of heat loss when the flame front reaches the vessel walls, which is an not 

considered by the model.  It is interesting to note that, while 𝜏 increased with volume, the best fit 

prodices values of 𝜒 that remain constant between the different volumes, as shown in Fig. 5c, despite 

the different dust injection systems used.  Furthermore, 𝑆𝑇0 is also equivalent between tests.  These 

results suggest that there is some universality of the shape factor for a given dust reactivity and that 

the volume scaling obtained using this method is compatible with that currently used for 𝐾eff. 
 

4.2 Effect of Ignition Delay and Dust Type 

In the cornstarch dust explosions where ignition delay was varied, Fig. 6, it was found that 𝜒 also 

does not vary strongly with ignition delay.  Instead, virtually all of the difference in reactivity can be 

attributed to differences in the turbulence intensity.  The model captures this behaviour, and it is seen 

that the characteristic turbulent burning velocity increases significantly as ignition delay decreases. 

To examine this effect on another type of dust, existing experimental data from experiments 

performed in the 8-m3 vessel with powdered sugar is used.  While it should be noted that the previous 

injection system, (Chao and Dorofeev, 2015), was used, the results from the volume comparison 

demonstrate that the injection system did not have a strong effect on the results for cornstarch in the 

2.5-m3 and 25-m3 vessel experiments. 

 

 

Fig. 6. Varying ignition delay for 𝜌𝑑0 = 750 g/m3 of cornstarch in the 8-m3 vessel. 

 

When compared to the results for cornstarch in the 8-m3 vessel, the model requires significantly 

higher values of 𝜏 and 𝜒 to capture the shape of powdered sugar pressure profiles.  This suggests 

much slower reaction rates and, as a result, the maximum rate of pressure rise occurs at much lower 

normalized pressures.  Using these parameters, the model reproduces the overall shapes of these 

pressure rise curves. 

These curves have a distinctively different profile compared to the cornstarch experiments.  They 

demonstrate how significantly different rates of pressure rise at lower pressures can occur in tests that 

produce the same 𝐾eff, which would have significant implications on the performance of explosion 

protection devices and the pressures that would be achieved for a specific venting configuration.  
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Fig. 7. Varying ignition delay for 𝜌𝑑0 = 750 g/m3 of powdered sugar in the 8-m3 vessel. 

 

4.3 Effect of Dust Loading 

When the effect of elevated dust loading was examined, Figs. 8 - 9, it was found that a higher dust 

loading increased 𝜒 and decreased 𝑆𝑇0.  This is to be expected, as the increased mass of dust being 

injected will significantly affect the development of turbulence within the enclosure, resulting in a 

drop in turbulence intensity and a reduction in the characteristic turbulent burning velocity.  

Furthermore, the increased dust loading may also increase the characteristic burning time 𝜏, and 

correspondingly 𝜒, by both reducing the bulk concentration of oxidizer in the flame region and 

increasing the thermal mass of the unburned mixture.  This is seen for both an ignition delay of 𝑡𝑑 = 

0.7 s, and 𝑡𝑑 = 0.8 s, where, for a given dust loading, an increase in ignition delay only reduces 𝑆𝑇0, 

while 𝜒 remained constant. 

 

 

Fig. 8. Varying dust loading, 𝜌𝑑0, of cornstarch in the 8-m3 vessel with an ignition delay, 𝑡𝑑 = 0.7 s. 
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Fig. 9. Varying dust loading, 𝜌𝑑0, of cornstarch in the 8-m3 vessel with an ignition delay, 𝑡𝑑 = 0.8 s. 

4.4 Discussion 

The simple model demonstrates how a larger portion of a pressure-time history can be incorporated 

to assess the overall dust reactivity observed in a large-scale experiment using only two parameters.  

The fact that the value of 𝜒 for cornstarch only varies slightly, in the range of 0.06 - 0.08, across all 

of the ignition delays, volumes, and dust loadings examined in this study provides interesting insight.  

This suggests some universality of the value of 𝜒 for a given dust at a specified dust loading over a 

range of concentrations.  The significantly higher values of 𝜒  observed in powdered sugar 

experiments, and its variation with ignition delay, may have been the result of the relatively low 

reactivity of powdered sugar (𝐾st = 60 bar m/s) relative to that of cornstarch (𝐾st = 160 bar m/s).  

The high level of turbulence needed to force powdered sugar to behave like a dust with a significantly 

higher 𝐾st is likely responsible for much of the difference.  Nevertheless, the powdered sugar test 

performed with the longest ignition delay had a 𝐾eff equivalent to its 𝐾st, i.e. 𝐾eff = 𝐾st = 60 bar m/s, 

yet still required a significantly higher value of 𝜒, suggesting differences in dust also plays a strong 

role. 

For a given value of 𝜒, the model attributes the change in the rate of pressure rise to changes in 𝑆𝑇0, 

and this value alone can be used as a parameter to assess overall reactivity.  Furthermore, if the values 

of 𝑆𝑇0  and 𝜒 are reproduced between different experimental setups, the rate of pressure rise, as a 

function of vessel pressure, will also be reproduced.  This method can be used to ensure test 

consistency over range of pressures/flame radii, rather than at a single point like the current 𝐾eff 
methods by only specifying target values of 𝑆𝑇0 and 𝜒.  The model can also be tuned to focus on the 

specific part of the curve of interest, to characterize tests performance during early flame transients, 

which is of critical importance in applications examining the activation of explosion protection 

devices. 

Further work is still needed to improve the model.  First, the effect of vessel geometry/aspect ratio 

still needs to be assessed through a comparison of data from different experimental setups.  In 

addition, data from different injection systems and different dusts should be examined to ensure no 

additional parameters need to be added to the model.  Finally, the addition of heat loss to the model 

may also be incorporated to improve its behaviour at late times. 

5. Conclusions 

In this work, a simple dust flame combustion model is developed based on two parameters, a 

characteristic turbulent burning velocity and a characteristic reaction time.  If was found that the 

model can reproduce the experimental rate of pressure rise observed in a wide range of experiments 

where ignition delay, dust loading, vessel volume, and dust composition were varied.  The model 
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suggests that, for a given shape of the pressure rise curve, the maximum rate of pressure rise scales 

with 𝑉1/3, which is consistent with the scaling currently used to evaluate the effect of volume on 𝐾st 
and 𝐾eff. 
By comparing cornstarch dust explosion tests with those performed using powdered sugar, it was 

shown how the shape of the rate of pressure rise curve can vary significantly and the maximum rate 

of pressure rise can occur at considerably lower pressures.  This has significant implications when 

assessing the performance of explosion protection devices and demonstrates how only using a single 

value of 𝐾eff is insufficient to characterize the behavior of a large-scale explosion test. 

By specifying target values of 𝑆𝑇0  and 𝜒  for a given test, this model can provide a rigorous 

methodology through which equivalency can be ensured between different experimental setups, 

dusts, and dust loadings and can also provide a starting point for creating models describing the 

pressure development during dust explosions in more complex configurations. 
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Abstract 

Knowledge of explosion limiting concentration of explosible materials is necessary for the design of 

explosion protection measures. Currently employed methods of testing MEC of a dust cloud or LEL 

of a hybrid mixture are based on arbitrary assumptions and possess technical limitations that often 

lead to values of MEC/LEL, which are unrealistically low or poorly reproducible. 

This contribution presents an improved method for experimental determination of MEC of a 

combustible dust cloud or LEL of a flammable gas or hybrid mixture. The new set-up operates under 

laminar conditions and allows a uniform suspension of dust particles in an open top acrylic glass tube. 

Dust concentration is measured with the help of infrared sensors installed a few centimeters above 

and below the ignition source.  

In order to evaluate the dependence of MEC on flow front velocity, MEC of lycopodium was 

determined at four flow velocities. The results show that the flow field intensity does not significantly 

influence the MEC of lycopodium for the flow ranges tested in this work. Moreover, LEL of hybrid 

mixtures of lycopodium and methane was also tested at flow velocities of 4.7 cm/s, 5.8 cm/s, 7 cm/s 

and 11 cm/s and compared with the values obtained from other sources. The results suggest that the 

requirement of high energy pyrotechnical igniter may be relinquished, provided that a truly 

homogeneous suspension of dust particles could be achieved. 

Moreover, the effect of relative amount of dust and gas, on the course of ignition and flame 

propagation in hybrid mixtures at their LEL, was studied by the help of high speed videos. For hybrid 

mixtures of carbonaceous dusts (like lycopodium) at their LEL, ignition occurs in the gas phase, 

however, flame propagation is only possible through a two-way interaction of dust and gas during the 

course of combustion. 

Keywords: Lower Explosion Limits, Hybrid mixtures, Flame propagation  

1. Introduction 

Protection systems against dust, gas or hybrid mixture explosions are commonly designed based on 

characteristic data, which describe the explosion sensitivity and explosion severity of the material 

under consideration. One of these characteristic parameters is the explosion limiting concentration of 

the combustible material, referred to as minimum explosible concentration (MEC) for particulate 

materials and lower explosion limit (LEL) in case the combustible material is a gas or a mixture of 

dust and gas, also known as hybrid mixtures. 

According to the EN standard, MEC of a dust cloud is measured in standard 1 m3 sphere. Annex C 

of DIN EN 14034-3 (2011) quotes “an alternative type of test equipment, for which the conformity 
has been proven, is the 20 l sphere”. Over past few decades, the use of 20-l sphere has gained more 
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popularity than the 1 m3 vessel because of its cost effectiveness and relatively easier and quicker 

operation. However, the wide use of 20-l sphere is accompanied by a number of sources of 

uncertainties related to device configurations, experimental procedure and data treatment protocol, 

which lead to values of MEC or LEL that are either too low or poorly reproducible (Babrauskas and 

Britton, 2018). A classic example in this regard is the MEC of corn starch in air, with the reported 

values ranging from 8 g/m3 to 400 g/m3 (Eckhoff, 2003; Makris, 1988). This contribution analyses 

the sources of errors that lead to the discrepancies in the experimentally determined MEC of a dust 

cloud or LEL of a hybrid mixture and presents an improved method for their determination.  

DIN EN 14034-3, 2011 defines MEC of a dust cloud as the lowest concentration of dust (or other 

combustible/flammable material) in mixture with air at which an explosion will occur. The same 

standard in Annex C.4 states that the highest concentration of a combustible dust at which no 

explosion occurs in three consecutive tests shall be taken as the lower explosion limit. Moreover, the 

test procedure is designed in a way that the highest non explosible concentration is always 50% of 

the lowest explosible concentration. This means that if, for a given dust, there was an explosion 

recorded at 125 g/m3 and a no-explosion at 60 g/m3 (i.e. ≈50% of the preceding concentration) in 

three consecutive tests, according to the standard protocol the reported LEL/MEC would be 60 g/m3. 

Best guess of the true LEL/MEC for this particular dust, however, would be an arithmetic mean of 

125 g/m3 and 60 g/m3, yielding ≈90 g/m3 as MEC value. This induces an apparent uncertainty of 50% 

of the reported MEC value, which does not agree with the information included in the test report 

stating that the results might deviate up to 10% (DIN EN 14034-3, 2011). 

As part of the standard reporting protocol, particle size distribution of the tested dust shall be 

measured before the commencement of experiments and shall be included in the test report. It is 

globally agreed upon that the MEC of a dust cloud varies with changes in the particle size distribution 

of the tested powder (Amyotte, 2013; Baker and Tang, 1991; Bartknecht, 1989; Dufaud et al., 2012; 

Eckhoff, 2003; Ogle, 2016). Several studies have been performed to investigate the impact of high 

pressure air blast dispersion, during the explosion experiments, on the particle integrity. The work of 

Bagaria et al., Du et al. and Kalejaiye et al. is of prime importance in this regard (Bagaria et al., 2017; 

Du et al., 2015; Kalejaiye et al., 2010). Kalejaiye et al. (2010) investigated the effect of dust dispersion 

system on particle breakage in 20-l sphere by measuring particle size distribution before and after 

dispersion. They performed a total of 540 tests at different nominal concentrations of three dusts, 

namely, Gilsonite, purple K and Pittsburgh coal using the rebound and perforated annular dispersion 

nozzles and reported that the size after dispersion was about 50%, 80% and 40% of the original size 

for Gilsonite, purple K and Pittsburgh coal dust respectively. They attributed the particle size 

reduction to the unique design of the outlet (dispersion) valve and dispersion nozzle, which impose a 

strong shearing effect on the dust particles as they flow through. The effect of dust concentration on 

the extent of particle size reduction was found to be negligible. Bagaria et al. (2017) and Du et al. 

(2015) reported similar data in terms of particle size reduction during dispersion, however, contrary 

to the findings of Kalejaiye et al. (2010), they observed that there was a decrease in the particle 

breakage with increasing dust concentration, owing to the decreased probability of impact per 

particle. This suggests a maximum particle breakage at the concentrations near the MEC of the dust. 

Concluding this discussion, it could be attested that the specimen tested in the 20-l sphere has a 

notably smaller diameter distribution than the original specimen, which consequently results in overly 

conservative values of MEC. 

One fundamental flaw in the design of the 20-l sphere test procedure is the use of pyrotechnical 

igniters. DIN EN 14034-3 (2011) recommends using two chemical igniters each having an energy of 

1 kJ, whereas (ASTM 2014) advises measuring the MEC at 2.5 and 5 kJ. LEL/MEC, by definition is 

the lowest concentration at which a self-sustained flame propagation is achieved. The activation of 

pyrotechnical igniters, irrespective of their energy content, creates a fireball of burning particles that 

is way bigger than the size of the sphere and practically covers the whole available space (Taveau et 

al., 2017). A self-sustained flame propagation through dust air mixture cannot be achieved under 

these conditions and, as a consequence, each test is rather an igniter induced flame propagation.  
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Other sources of unreliability of the reported MEC values of dusts include errors due to database 

abridgment and differences in the definition of an explosion or ignition (visual flame propagation or 

a certain pressure rise), dust cloud non uniformity and the consideration of nominal concentration, 

and constant ignition delay time for all types of dusts and highly fluctuating turbulence levels, which 

are discussed in detail by Babrauskas and Britton in their recent work (Babrauskas and Britton, 2018). 

Sources of discrepancies between data of a same compound can also be found in the variations of the 

moisture content, the standard deviation of the particle size distribution or the powder shape factor. 

For hybrid mixture LEL testing, no standard device or protocol has been defined so far. Most common 

experimental apparatus used for this purpose is 20-l sphere, following same protocol as for the MEC 

determination with an addition of introduction of flammable gas in the system. This is usually done 

by partial pressure method. Results reported in literature for the LEL of hybrid mixtures also possess 

inconsistencies (Cloney, Ripley et al. 2018). An example is useful.  

 

Fig. 1: LEL of hybrid mixture of starch and methane from left to right (Khalili et al., 2012), (Jiang et 

al., 2014) and (Addai et al., 2015a) 

Hybrid mixture of starch and methane is one of the most commonly tested hybrid mixture. Figure 1 

provides a comparison of decrease in starch concentration in hybrid mixture with addition of small 

amounts of methane, measured experimentally at three laboratories. Although the difference in the 

median particle size (d50) of all three starch samples lied in a narrow range of ± 6 µm, conflicting 

conclusions were deduced. Jiang et al. (2014) claimed that amount of dust required to render the 

hybrid mixture of starch and methane explosible is higher than the one predicted by Le Chatelier’s 
law or the Bartknecht’s curve. Khalili et al. (2011), on the other hand, highlighted that the explosible 

concentration of dust in a hybrid system is less, in comparison to the theoretically calculated value 

using Le Chatelier’s law, however, more than the concentration of dust predicted by Bartknecht’s 
curve. In contrast to the findings of Jiang et al. (2014) and Khalili et al. (2011), Addai et al. (2015a) 

concluded in their research that hybrid mixture of starch and methane is explosible in the 

concentration ranges even below the Bartknecht’s curve. The reason behind these contradictory 

findings is the inherent sources of uncertainties or errors that make the results of these experiments 

stochastic in nature and consequently lead to poor reproducibility.  

Taken together, above discussion implicates the need for an improvement in the design of standard 

experimental apparatus and procedure as well as in the data analysis protocol in order to improve the 

MEC/LEL data quality and achieve better reproducibility. The focus of this research work is to 

develop a new and improved method for experimental determination of MEC of a dust cloud and 

LEL of a hybrid mixture. Achieved experimental results are then to be compared with the 

experimental as well as theoretical results of other authors, accompanied by a discussion on validation 

and scientific justification of the presented results. Furthermore, this paper explores the contribution 

of dust and gas on the ignition step and flame propagation mechanism in hybrid mixtures at their 

lower explosion limit. 
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2. Materials and Methods 

2.1.Material characterisation 

Hybrid mixtures of lycopodium and methane, were selected for the experimental investigations of 

this work. Moisture content was determined using a thermogravimetric moisture analyser (Satorius® 

MA100) in compliance with ISO 5071:1996. In order to define the LEL of hybrid mixtures in molar 

units, average molecular mass lycopodium must be defined. This has been established by analysing 

the quantitative elemental analysis data, collected in-house by using CS230 (LECO®) for Sulphur and 

CHN628 (LECO®) for carbon, hydrogen, oxygen and nitrogen, in accordance with ISO 29541 and 

ISO 19579:2002 respectively. Moreover, heat of combustion or calorific value was systematically 

determined by employing a combustion calorimeter (IKA®, C 200). The measured values were 

validated according to DIN 51900, ISO 1928 and ASTM D5865. 

Table 1: Properties of lycopodium and methane 

Dust 

sample 

Moisture 

Content  

Calorific 

 Value 

Elemental analysis (%wt.) Av.  

M.wt 

Particle Size distribution 

C H O S N d32(µm) d50(µm) d90(µm) 

Lycopodium 3 %wt. 30.1 MJ/kg 68 9.6 21 0.3 1 76 g/mol 30.3 31.7 37.9 

Gas M.wt (g/mol) Density (g/m3) Heat Capacity (J/mol.K) Calorific Value (kJ/mol) 

Methane 16 675.2 35.52 891.2 

According to ASTM and European standards, particle size distribution of the dust material must be 

determined before the commencement of explosion experiments. This was measured by using a multi-

wavelength laser diffraction particle size analyser (Beckman Coulter LS 13320 CAMSIZER®) 

according to ISO 13319:2007. The samples were characterized by the d32, d50 and d90 quantiles of the 

volumetric distribution as indicated in Table 1. Due to the narrow particle size distribution, the 

particle segregation during the dust dispersion could be neglected. Dust particles were also examined 

under scanning electron microscope (SEM), to reveal their surface structure (Figure 2). 

   

Fig. 2: SEM images of lycopodium 

2.2.Experimental setup and procedure 

For experimental purposes of this research work, a special stand has been designed and constructed, 

enabling a reliable measurement of MEC/LEL of dust and hybrid mixtures in a non-turbulent 

environment. The conceptual design of the experimental device is based on an open-tube apparatus, 

first introduced by Krause et al., in 1996 to investigate the influence of flow field intensity and 

turbulence on flame propagation through dust-air mixtures. The set-up consists of a vertically 

mounted acrylic glass tube of 1000 mm length, with an internal diameter of 60 mm and a wall 

thickness of 5 mm. The upper end of the tube remained open to allow for venting of gaseous 
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combustion products and to ensure constant pressure conditions during the reaction. The bottom end 

of the tube is closed with a filter paper, resting on a sintered glass filter (diameter 70 mm, thickness 

5.5 mm and 40-100 µm pore size) and a bed of steel wool. The filter disc together with the steel wool 

acts as a flow rectifier, facilitating a uniform profile of the flow velocity. The tube is equipped with 

two brass electrodes, installed at a height of 330 mm from the bottom end and connected to a high 

voltage transformer, producing a permanent electrical spark of 10J for a duration of 50ms.  

 

Fig. 3: Schematic diagram of the experimental set-up 

The device is equipped with the possibility of reliable in-situ measurement of dust concentration, 

using infrared light attenuation technique, with the help of two concentration measurement probes, 

mounted a few centimetres above and below the spark. Flow velocity and composition of flammable 

gas (in case of hybrid mixtures) was controlled using thermal mass flow controllers. Furthermore, a 

high speed camera is integrated into the set-up, which enables visual observation of the flame, 

supporting the ignition or no ignition decision.  

In order to ensure good reproducibility of results, a precise protocol was followed throughout the 

experiments. At the beginning of each experiment, a known mass of dust material was layered on the 

filter paper at the bottom of the tube. A constant and steady stream of flammable gas-air mixture (for 

measurement of MEC of dust only air) was inserted from the bottom for a predefined time, depending 

on the flow velocity, until the flow front reached the top of the tube. At this point, the tube was filled 

with a homogenous non turbulent column of hybrid mixture, the gas flow was stopped and spark was 

initiated with a specific delay time, corresponding to the moment when the dust particles are in a 

quasi-static state, after decelerating under the action gravitational force. Ignition delay time was 

calculated for different flow velocities assuming that all the particles in the cloud move upwards with 

a constant velocity equivalent to flow front velocity. Spark energy was controlled by regulating the 

duration of the spark, keeping the voltage and current at a constant value (5kV and 40mA). An 

electrode gap of 5 mm was used through the complete course of experiments. High speed camera was 

triggered automatically upon application of the spark and the concentration value at the time of 

ignition/no ignition was recorded. Visual flame detachment from the electrodes, as defined by DIN 

51649-1, was used as the ignition criteria. In case of an ignition, concentration of dust was decreased 

by decreasing the inserted mass and the process was repeated, until no ignition was possible for at 

least five test trials with dust concentrations in the range of ±5 g/m3 of the average value. The lowest 

concentration of dust, where ignition occurred, was recorded as the MEC of dust. The experimental 
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scheme was controlled by a control and data acquisition unit and a software module developed in 

LabVIEW.  

3. Results and discussions 

3.1.Concentration reproducibility and MEC of lycopodium 

A number of experiments were performed to check the reliability and reproducibility of the 

concentration data. A known mass of dust was dispersed in the tube and at the time the flow front 

reached the top end of the tube, concentration values in the upper and lower sensor were recorded. 

For all the concentration values, where the difference between the readings of two sensors was less 

than 10% of the average value, were considered valid. The process was repeated 10 times by keeping 

all the parameters (mass of dust, flow front velocity, flow time) constant and average value was taken 

as concentration at that particular flow velocity (Figure 4 (a)).  

The error bars here present the percentage uncertainty in the concentration values for each flow 

velocity. Good reproducibility of dust concentration (uncertainty 8.5% - 4.8%) was found for all the 

four tested flow velocities, with 5.8 cm/s being the most reliable value (uncertainty 4.8%). This is 

understandable considering that the intensity of flow field has inverse relation with the homogeneity 

of dust suspension. However, the flow velocity of 4.7 cm/s seems to show the opposite result than 

what would be expected. An explanation to this could be that the flow velocity of 4.7 cm/s was too 

low to get all the dust suspended in the tube and as a consequence more mass of dust was required to 

produce a certain concentration of dust cloud. Because of this added mass of dust, the cloud in the 

upper part of the tube became denser than the lower part, contributing to a larger difference between 

the values of upper and lower sensors and hence higher uncertainty. 

 

Fig. 4 (a): Reproducibility of dust concentration              (b): MEC of lycopodium 

A series of experiments were conducted to examine the dependence of MEC of lycopodium on the 

intensity of flow field (Figure 4 (b)). Considering the uncertainty involved, it can be stated that the 

MEC of lycopodium does not significantly change by changing the flow velocity. This statement 

might not be valid in general, however holds true for the flow velocity range considered for the scope 

of this paper.  

Table 2 shows a comparison of the MEC of lycopodium along with the measurement apparatus, 

median particle size and elemental composition. MEC value measured with the open tube apparatus 

seems to be more conservative than the ones measured in 20-l sphere (using permanent spark) and in 

GG furnace, however, higher than ones quoted in GESTIS-DUST-EX database. The later states that, 

for obtaining MEC data, a sphere shaped vessel of 20-l or 1 m3 in combination with 2 kJ or 10kJ 

pyrotechnical igniters was used. 
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GESTIS-DUST-EX database reports an exceptionally low MEC value of <15 g/m3 for lycopodium, 

although the median particle size is almost the same as the other five source listed in Table 2. 

Table 2: Comparison of MEC of lycopodium 

Source 

Median 

particle size 

(µm) 

Elemental analysis (%wt.) 
Ignition 

source 
Apparatus 

MEC 

(g/m3) C H O N S 

Addai, 2016 32 69 9.6 19.6 1.3 --- 
10 J permanent 

spark 
20-l sphere 125 

Addai et al., 2016 32 69 9.6 19.6 1.3 --- 
Hot surface at 

420 ℃ 
GG furnace 108 

Sanchirico et al., 

2015 
32 59 8.1 21.9 2.4 --- 

10 J permanent 

spark 
20-l sphere 125 

Abbas et al., 2019 31.7 68 9.6 20.7 1 0.3 
10 J permanent 

spark 
20-l sphere 93 

GESTIS-DUST-

EX  
30 --- --- --- --- --- 

2 kJ/10 kJ 

chem. igniter 

20-l/1-m3 

sphere 
<15 

Present work 31.7 68 9.6 20.7 1 0.3 
10 J permanent 

spark 

Open tube 

apparatus 
49.6 

Considering that there are only two organic vapors with MEC values below 30 g/m3, it is physically 

implausible that dust clouds would be more prone to ignition than vapors (Babrauskas and Britton, 

2018). Combustion of dust clouds have all of the types of heat losses that occur as with the burning 

of vapour clouds, but have additional sources of heat losses, e.g. particulate radiation and endothermic 

pyrolysis, not present for vapors.  

3.2. LEL of hybrid mixtures 

Before commencement of hybrid mixture explosion experiments, LEL of methane was measured in 

the 20-l sphere and the open tube apparatus with their resulting values of 4.6% and 5% respectively. 

The difference between these values could be attributed to the different ignition criteria. 20-l sphere 

operates on the pressure rise criteria which is electronically detected, whereas, in the open tube 

apparatus the ignition/no ignition decision is made based on the visual observation of the flame. Since 

methane flame near its lower explosion limit is very weak and nearly impossible to visualize under 

normal light conditions, a higher value was recorded. It must be mentioned here that also at 5% 

methane, no visual observation of the flame was possible and ignition was detected by the deposition 

of a thin layer of steam on the tube wall, which was generated as a result of the combustion reaction. 

To have a comprehensive demonstration of the impact of relative amount of mixture constituents on 

the LEL of hybrid mixtures, results are presented by adopting the commonly used representation 

proposed by Bartknecht and a recent representation in molar units suggested by the author of this 

paper (Abbas et al., 2018) 

3.2.1.Effect of flow velocity on LEL of hybrid mixtures 

Amount of dust required to support a self-propagating flame in hybrid mixtures at their LEL decreases 

with the addition of a small amount of flammable gas. This decrease tends to become smaller as the 

concentration of gas increases in the mixture (Figure 5(a)). The maximum decrease in the dust 

concentration was observed, when the gas concentration was in the range of 0 - 20% of its LEL (i.e. 

≤ 1% vol.). This could be because, the presence of small amount of flammable gas together with the 

pyrolysis gases (produced by the dust particles that are caught in the spark) increases the local gas 

concentration and temperature near the ignition source to the level that a self-supporting flame 

propagation becomes possible (See section 3.3). However, if a small amount of lycopodium (approx. 

<10 g/m3) was added to methane at its LEL, the amount of gas required for combustion to prevail 

through the system did not decrease. The reason behind could be that at low dust concentration, 
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particles are relatively more distant from each other and the hot pyrolysis gases, released from the 

particles caught in the spark, are not in sufficient amount to either increase the local gas concentration 

or decrease the LEL of local gas cloud (near the ignition source) by increasing the temperature of the 

gas mixture. 

  

Fig. 5: Dependence of flow velocity on LEL of hybrid mixture of lycopodium and methane a) mass 

per unit volume units b) molar units 

The effect of flow field intensity on the LEL of hybrid mixtures was investigated at four flow front 

velocities (Figure 5). Considering the uncertainty associated with the experimental values, it can be 

deduced that LEL of hybrid mixture of lycopodium and methane does not change significantly by 

changing the flow velocity. An explanation to this behaviour could be the design of the experimental 

scheme, aimed at igniting the dust particles in a quasi-static state by changing the ignition delay time 

with respect to the flow front velocity.  

3.2.2. Comparison and validation 

LEL of hybrid mixtures of lycopodium and methane is compared with previously published results 

of Abbas et al. and Addai et al., both measured in 20-l sphere using 10 J permanent electrical spark. 

Moreover, three models for the theoretical evaluation of LEL of hybrid mixtures, namely Le 

Chatelier's law, Bartknecht's curve and the equation suggested by Abbas et al. (2019), have been 

plotted. Based on quantifiable errors in the experimental system, an average uncertainty of ±5% 

(Figure 6 (a)) and ±4.2% (Figure 6 (b)) for the open tube apparatus and ±12% for the results of 20-l 

sphere (Abbas et al., 2019; Addai et al., 2015b) was considered and consequently added to the 

respective experimental values. For calculation of theoretical values using Abbas et al.’s equation 

(2019), a constant temperature rise (ΔT) of 1000 K was used as an ignition criteria for all the hybrid 
mixtures. 

It can be seen at a first glance that the LEL values measured with the new setup are essentially lower 

and more reliable (lower uncertainty) than the ones determined in 20-l sphere, which operates under 

very high turbulence, hindering the growth of flame, especially when the concentration of fuel is close 

to its LEL. High turbulence when coupled with a 10 J electrical spark leads to a higher value of LEL 

in 20-l sphere. This effect is presumably eliminated by the use of strong pyrotechnical igniters of 2 

kJ. However, in reality, the use of strong chemical igniters may cause combustion of dust, even if the 

concentration is below that required for self-sustained flame propagation at constant pressure, 

resulting in ultra conservative values of the LEL or MEC (Eckhoff, 2003). The need for highly 

energetic igniters is supposedly because of the potential of encountering high-energy ignition source 

in industrial accidents, however, apart from the work of Kauffmann, no information evidently exists 

on this important question (Eckhoff, 2003; Kauffmann, 1982). Furthermore, in 20-l sphere the local 
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dust concentration in the region of ignition is not measured, rather it is assumed that the dust particles 

are homogeneously distributed in the sphere. The concentration value reported as LEL practically 

refers to the mass of dust equally distributed through the whole volume of the vessel. The effect of 

turbulence intensity and non-homogeneity of dust distribution is controlled and (supposedly) 

eliminated by selection of an appropriate ignition delay time, corresponding to the moment, when the 

dust is equally distributed in the sphere. DIN EN 14034-3, 2011 quotes a constant ignition delay time 

of 60 ms (20-l sphere), regardless of the size and density of the dust being tested. However, particles 

with higher density and/or larger particle size (e.g. iron, zirconium) would tend to settle faster than 

the ones with lower density and/or smaller particle size (lycopodium, polyethylene). These 

suppositions make the results of 20-l sphere stochastic in nature and quantitatively unrealistic. 

  

Fig. 6: LEL of hybrid mixture of lycopodium and methane a) mass per unit volume units b) molar 

units 

Basic requirement, as highlighted by Buksowicz and Wolanski (1983) is that “ignition energy must 
be strong enough to ignite the mixture, but it should not affect the ensuing process of flame 

propagation. This is especially important at concentration limits, where too strong ignition can 

support a flame which otherwise would have been extinguished. Furthermore, ignition must be 

activated at a proper time to match local concentration fluctuations” (Buksowicz and Wolanski, 

1983). This prerequisite is achieved in the open tube apparatus by the application of 10 J ignition 

energy, which is sufficient to ignite the fuel mixture at its LEL without impeding flame propagation.  

Summarizing above discussion, one could affirm that the requirement of high energy pyrotechnical 

igniter could be relinquished, provided that a truly homogeneous and non-turbulent suspension of 

dust particles is achievable. 

3.3.Ignition initiation and flame propagation mechanism in hybrid mixtures 

Methane flames at its explosion limits are invisible under normal light conditions. In order to visualize 

the gas phase combustion, high speed flame/ignition propagation videos were post-processed using 

an open source image processing package called Fiji. The colours are related to the radiation intensity 

with red and blue representing maximum and minimum values respectively. Images were extracted 

from these post-processed videos to investigate the interaction between dust and gas in the hybrid 

mixture explosion (Figure 7 and 8). 
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Apart from investigating the LEL of hybrid mixtures, this research work attempts to answer the 

question, “what is the contribution of individual components of a hybrid mixture on the course of 

ignition initiation and the flame propagation, when the concentration of hybrid mixture in air is at 

its LEL?”  
 

 

 

 

 

  

85 ms 100 ms 119 ms 130 ms 

45 ms 60 ms 66 ms 77 ms 

4 ms 13 ms 21 ms 38 ms 

Fig. 7: Ignition initiation and flame propagation in hybrid mixture of 3% methane and 19 

g/m3 lycopodium 
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Ignition initiation and flame propagation in dust clouds may follow one or both of the two types of 

combustion mechanisms, namely homogeneous and heterogeneous. In general, carbonaceous and 

higher volatile content dusts undergo homogenous combustion, while metal dusts burn through 

heterogeneous surface oxidation (Bind et al., 2011; Cloney, Ripley et al. 2017; Di Benedetto et al., 

2010; Fumagalli et al., 2016; Kuai et al., 2013).  

 

  

114 ms 125  ms 131 ms 142 ms 

75 ms 95 ms 101 ms 107 ms 

4 ms 28 ms 40 ms 65 ms 

Fig. 8: Ignition initiation and flame propagation in hybrid mixture of 1.5% methane and 30 

g/m3 lycopodium 
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Flame propagation behaviour (in carbonaceous dusts) depends on a number of successive steps during 

the oxidation process of the combustible fraction. These include devolatilization of the volatiles (also 

called pyrolysis), mixing of volatiles with air, combustion of volatiles and combustion of the 

remaining solid fraction. It is evident and has been proven that the combustion of solid particles is 

mainly controlled by the heat and mass transfer in the reaction zone (Buksowicz and Wolanski, 1983; 

Eckhoff, 2003; Krause and Kasch, 2000). 

Hybrid mixture of a dust and gas/vapour at its LEL refers to a system where the individual 

concentration of both dust and gas is below their respective MEC/LEL, which implies that there must 

be two-way interaction between the particles and flammable gas, in order for combustion to prevail 

through the system. This phenomenon was confirmed within the scope of this investigation (Figure 7 

and 8).  

In a hybrid mixture at its LEL, combustion starts with the pyrolysis of the particles that are caught in 

the spark, as is evident from the blue spot in Figure 7 (frame at 13 ms). These pyrolysis gases, in case 

there is no flammable gas present in the system and the concentration of dust is below its MEC, are 

not in sufficient amount to ignite the system. Presence of a flammable gas increases the local gas 

concentration near the ignition source. Since the pyrolysis gases are at higher temperature than 

ambient, concentrations even lower than the respective LEL of the gas mixture (at ambient 

conditions) are able to ignite, consequently creating a hot-spot near the igniter. Pyrolysis of the dust 

particles is accompanied by the particle size reduction. The energy released from this hot-spot causes 

the heterogeneous combustion of the particles (which already underwent size reduction and are easier 

to ignite), trapped within the boundaries of the high temperature zone. As a result more energy is 

released, which heats up the next group of particles releasing more pyrolysis gases in the surrounding 

and therefore forming new hot-spots. This two way coupling of the radiating particle clusters and 

burning gas zones enables combustion to prevail through the system. 

Regarding the impact of relative amount of dust and gas in hybrid mixtures, it was noticed that 

increase in the dust concentration lead to a slower combustion propagation in comparison to the 

mixture compositions where the gas was in relatively higher amount. The term “combustion 
propagation” has been used here instead of flame propagation because at composition where dust was 
in relatively less amount, a smooth and continuous flame was not observed rather many discrete 

burning spot flames. As the fraction of the dust was increased in the fuel mixtures, the gap between 

these burning fragments decreased and eventually, at sufficiently higher concentration of particles, a 

proper flame front could be observed. 

4. Conclusions 

Within the context of experimental determination of MEC of a dust cloud or LEL of a hybrid mixture, 

a number of sources of discrepancies, inherent to the standard experimental apparatus, protocol and 

data treatment procedure, have been identified. It has been pointed out that as a combined effect these 

flaws, some of the reported MEC values are physically implausible, which accentuates the necessity 

for improvements since compliance with the explosion protection measures based on unrealistically 

low values of MEC/LEL might be extravagant.  

A new and improved method for experimental determination of MEC of combustible dust cloud or 

LEL of a hybrid mixture has been presented. Instead of the impulse dispersion of a known mass of 

dust in a fixed volume and assuming homogeneous dispersion, the new set up allows a smooth and 

uniform suspension of the dust cloud in an open top acrylic glass tube, equipped with the possibility 

of a reliable in-situ measurement of the dust concentration. Furthermore, a high speed camera is 

integrated into the setup, which enables visual observation of the flame, supporting the ignition and 

no ignition decision, instead of relying on an arbitrary pressure rise criterion. 

To examine the dependence of MEC on flow field intensity, MEC of lycopodium was measured at 

four flow front velocities. Within the flow front velocity range tested for the scope of this paper (4.7 

cm/s – 11 cm/s), MEC did not change significantly by changing the flow velocity. 49.6 g/m3 was 
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considered as the MEC of lycopodium and compared with values reported by other authors and the 

German database GESTIS-DUST-EX, which quotes an exceptionally low MEC value of <15 g/m3 

for lycopodium, although the median particle size is almost the same as the other five source. Such a 

low value of MEC for an organic dust is physically implausible since there are only two organic 

vapours with MEC below 30 g/m3.  

LEL of hybrid mixtures of lycopodium and methane was also tested at four flow front velocities and 

the average value was compared with experimental and theoretical values from other sources measure 

in 20-l sphere. It has been demonstrated that the requirement of high energy pyrotechnical igniter 

may be abandoned, provided that a truly homogeneous suspension of dust particles could be achieved. 

Moreover, the effect relative amount of dust and gas on the course of ignition and flame propagation 

was studied. For hybrid mixtures of carbonaceous dusts (like lycopodium) at their LEL, ignition 

occurs in the gas phase, however, flame propagation is only possible through a two-way interaction 

between the dust and gas. 
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Abstract 

In order to minimize measured minimum ignition energies (MIEs) of dust clouds in air by current 

standard test methods, inclusion of a series inductance of at least 1-2 mH in the electrical-spark 

discharge circuit is a compulsory requirement. 

However, when assessing the minimum energy for ignition by accidental electrostatic-spark 

discharges, current testing standards require that the series inductance of 1-2 mH be removed from 

the spark discharge circuit. No other changes of apparatus and test procedure are required. The present 

paper questions whether this simple approach is adequate.  

The pioneering experimental investigations of Boyle and Llewellyn (1950) and Line et al. (1959) in 

fact provided sufficient experimental evidence for asking the question even at that time. However, it 

appears that for some reason the question was never asked untill now. Both studies showed that the 

minimum electrostatic energy ½CU2 required for igniting a given dust cloud in air can drop 

substantially if an appreciable series resistance Rs, in the range 104 to 107 Ω, is introduced in the 
discharge circuit. Boyle and Llewellyn worked mainly with metal powders, whereas Line et al. 

worked with the natural organic powder lycopodium. By means of high-speed movie recordings, Line 

at al. disclosed that the increased spark discharge duration, caused by the added large Rs, produced a 

marked reduction of the mechanical disturbance of the dust cloud by the blast wave emitted by the 

discharge. With sparks of ½CU2 energies of the order of 1 J and durations of just a few µs, the blast 

wave from the spark channel blew the dust particles far away from the hot spark channel before an 

ignition process could have started. This blowing-away phenomenon was explored further by Eckhoff 

(1970, 2017), Eckhoff and Enstad (1976) and Enstad (1981).  

Accidental electrostatic-spark discharge circuits in industry may contain large ohmic resistances due 

to corrosion, poor electrical grounding connections, poorly electrically conducting construction 

materials etc. Therefore, testing for min. ½CU2 for ignition by accidental electrostatic spark 

discharges not only requires removal of the series inductance of 1-2 mH from the standard MIE spark 

discharge circuit. Additional tests may be required with one or more quite large series resistances Rs 

included in the spark discharge circuit. Unless this is done the electrostatic-spark ignition hazard, in 

terms of min. ½CU2 for ignition, can be grossly underestimated. This is definitely the case when the 

min. ½CU2 for ignition without added Rs is large, of the order of at least 0.1 J. For dust clouds of min. 

½CU2 for ignition below about 10 mJ without added Rs, the mechanical disturbance of the cloud by 

the blast wave from the sparks of short discharge times is small. Then adding an appreciable Rs may 

in fact increase the measured min. ½CU2 for ignition due to the energy loss in Rs. 

The present paper proposes that a modified standard test procedure for measurement of the min. 

electrostatic-spark ignition energy of dust clouds should account for these effects. 

Keywords: Dust clouds, dust explosions, ignition sources, electrostatic sparks, minimum ignition 

energy (MIE), laboratory-scale test methods 
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Prologue 

Without any knowledge whatsoever about the topic of his research project the present writer 

embarked on his postgraduate studies, on ignition of dust clouds by electric sparks, at King’s College, 

University of London, in the autumn of 1966. In fact, he did not even know that the phenomenon of 

dust explosions existed. His first urgent task, therefore, was to collect and read relevant information. 

To give him an effective start, his supervisor, professor H.E. Rose, advised him to pay a visit to Fire 

Research Station (FRS), at Borehamwood, just north of central London. There Ken Palmer, later 

director of FRS, gave him a copy of the excellent literature survey by Brown and James (1962). The 

young Norwegian student could then read about the pioneering works of Boyle end Llewellyn (1950) 

and Line et al. (1959). By visiting the unique Patent Office Library in Chancery Lane in the City of 

London he obtained copies of their papers. Then more than 50 years elapsed before he realized that 

these two publications could in fact provide the point of departure for preparing the present paper 

for the 13th ISHPMIE. 

1. Introduction 

1.1 General background 

As reviewed by Eckhoff (2003, 2016), explosible dust clouds in industry can be ignited by a variety 

of ignition source categories. One of these is accidental electrostatic spark discharges. Eckhoff (2019) 

reported that experiments more than a century ago had confirmed that electric sparks and arcs can 

ignite clouds of combustible dust in air. Later it was established that the minimum spark ignition 

energy (MIE) of dust clouds in air varies considerably with the chemistry of the dust. Other 

parameters influencing MIE include the size distribution of the primary particles in the dust, the 

degree of particle agglomeration in the dust cloud, the dust concentration, and the cloud turbulence. 

The spatial and temporal distributions of energy in the electric spark/arc channel also play important 

roles.  

Up to about 1970 it was assumed by many that minimum electric spark energies needed for igniting 

dust clouds in air were generally much higher, by one or two orders of magnitude, than typical 

minimum ignition energies for gases and vapours in air. However, it is now accepted that clouds in 

air of many dusts can be ignited by spark energies in the range 1–10 mJ, and with some dusts even in 

the range 0.1–1 mJ, i.e. the range typical of minimum ignition energies of many gases and vapours in 

air. Glor (2003) presented a summary of the state-of-the-art at that time on the hazard of ignition of 

explosible dust clouds by accidental electrostatic discharges in industry. 

The review by Eckhoff (2019) has provided most of the references to previous research required for 

producing the present paper.  

 

1.2 Inductive and capacitive spark discharges 

There are two quite different categories of electric sparks/arcs. The first is inductive sparks/arcs. 

These are generated when live electric circuits are broken, either accidentally or intentionally (e.g. in 

switches). The second is capacitive sparks caused by release to earth, across a spark gap, of 

accumulated electrostatic charge on electrically conducting unearthed objects.  

In the inductive case, if the points of rupture are separated at a high speed, a transient spark is formed 

across the air gap generated by the rupture. If the current in the circuit prior to rupture is i and the 

circuit inductance is L, the theoretical spark energy, neglecting external circuit losses, but including 

heat losses to the electrodes across which the spark passes, will be ½Li2.  

Capacitive electrostatic spark discharges typically occur in industrial plant when excess electrostatic 

charge that has accumulated on some electrically conducting, unearthed plant item, discharges to 

earth across some small air gap. With dusts of very low minimum ignition energies even 

electrostatically charged persons can generate sparks discharges capable of initiating dust explosions. 
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The theoretical spark energy, neglecting external circuit losses, of a capacitive spark discharge equals 

½CU2, where C is the capacitance of the un-earthed, charged object with respect to earth, and U is 

the initial voltage difference between the charged object and earth.  

In process industries producing and/or handling powders, electrostatic charging is tribo-electric. Then 

negative electric charge is transferred between objects of different electron affinities when they make 

contact. By subsequent separation of the objects the charge difference remains. This occurs whenever 

the powder/dust and process equipment make contact and are subsequently separated.  

Lüttgens and Glor (1989) estimated typical approximate capacitances to earth for various objects 

encountered in the process industry, as shown in Table 1.  

 

Table 1. Examples of possible combinations of capacitances and voltages, and resulting stored 

electrostatic energies in industrial plants. From Lüttgens and Glor (1989) 

   Charged plant item Assumed capacitance 

to earth C (pF) 

Assumed voltage 

to earth U(kV) 

Stored electro-

static energy 

½CU2 (mJ) 

Single screw                   1                5               0.01 

Flange (100 mm nominal diam.)                 10              10               0.5 

Hand held shovel                 20              15               2 

Small container  

(50 liter drum, bucket etc.) 

                50                8               2 

Funnel                 50              15               6 

Person               300              10             15 

Large drum (200 liter)               200              20             40 

Road tanker             1000              15            110 

 

It seems reasonable to assume that capacitances to earth of large un-earthed metal storage silos for 

powders in industry can be considerably larger than the largest capacitance (road tanker) in Table 1. 

An anonymous internet source gave a further capacitance value of 5000 pF for a silo truck. This 

would yield stored electrostatic energies of 250 mJ and 2250 mJ at voltages of 10 and 30 kV 

respectively. The nomogram in Fig. 1 gives the charged electrostatic energy ½CU2 as a function of 

the capacitance C and the voltage U to which C has been charged. 

Capacitive electrostatic spark discharges in air can only take place if the two objects at different 

electrical potential are sufficiently close to each other at some point to allow electrical breakdown of 

the air gap between them there to take place. On the other hand, the spark gap distance must be 

sufficiently long to permit the required voltage difference for ignition to build up before break-down.  

Boyle and Llewellyn (1950a) described some experiments where various quantities of various metal 

powers (Al, Fe-Mn, Mg, Si and Zn) were passed through a sieve cloth of copper or silk, into a metal 

pan of known capacitance with respect to earth. The aim of the experiments was to determine the 

min. mass of the various powders that had to be passed through the sieve to produce a stored 

electrostatic energy in the pan equal to the minimum electrostatic-spark ignition energies of clouds 

in air of the various powders. The largest required mass varied with the type of powder, the 

capacitance of the pan, the min. ign. energy of the dust cloud etc., but none of them exceeded 5-6 kg. 
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Fig. 1. Nomogram giving the charged electrostatic energy ½CU2 on a process item as a function of 

the capacitance C of the item and the voltage U to which C has been charged. The dotted lines give 

an example: A capacitance of 1000 pF charged to a voltage of 20 kV gives a charged electrostatic 

energy ½CU2 of about 200 mJ 

 

1.3 Current standard methods for measurement of MIEs of dust clouds 

ISO/IEC (2016) and ASTM (2015) describe the essential requirements to test apparatuses and 

methods currently approved for laboratory determination of minimum ignition energies (MIEs) of 

dust clouds internationally. Cesana and Siwek (2016) describe the commercially available and widely 

used MIKE 3 apparatus for this purpose. 

The main features of such apparatuses are illustrated in Fig. 2. The main steps of the experimental 

procedure are as follows: At first an appropriate quantity of the dust to be tested is placed in the ring-

shaped dispersion cup at the bottom of the about 1.2 L cylindrical explosion vessel made of glass or 

transparent plastic. Then this dust is dispersed, by means of a blast of air, to form a dust cloud 

throughout the vessel volume. To facilitate the dust dispersion process, the upwards flow of 

dispersion air into the vessel is deflected downwards onto the dust sample by means of a conical ‘hat’ 
as indicated in Fig. 2. Then a capacitive electric spark of a selected energy ½CU2 is passed across the 

gap between the two electrodes. This passage has to occur synchronously with the appearance of the 

transient dust cloud in the spark gap region. Various synchronization techniques are in use, as 

reviewed by Eckhoff (2019). However, in general these do not work for spark energies below 1-2 mJ. 

During an experiment with apparatuses as illustrated in Fig. 2 it is observed by the eye if ignition of 

the dust cloud takes place. The entire experiment is repeated, varying the quantity of dust, the delay 

between onset of dust dispersion and spark discharge, and the strength of the air blast, until the lowest 

spark energy for ignition of clouds in air of the dust under test has been found. When the optimal test 

conditions for ignition have been identified, MIE is defined as the lowest spark energy at those test 

conditions that gives at least one ignition in a series of apparently identical trials, typically 10 or 20. 
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Fig. 2. Illustration of a typical apparatus for experimental determination of minimum electric spark 

ignition energies (MIEs) of explosible dust clouds in air. From Eckhoff (2016). 

1.4 Influence of spark discharge duration on MIE 

As discussed by Eckhoff (2003, 2019) there can be a strong influence of the spark discharge duration 

on MIE of dust clouds, in particular with large spark energies of the order of 1 J and more. In standard 

MIE testing according to ISO/IEC (2016) and ASTM (2015) it is assumed that optimal discharge 

times for ignition are achieved by introducing a series inductance of at least 1-2 mH in the discharge 

circuit.  

1.5 Range of MIEs for dust clouds 

Minimum electric spark energies (MIE) for ignition of dust clouds vary with dust material, particle 

size, and other factors. Right up to the 1970-s it was thought that the absolute lower limit of MIEs of 

dust clouds in air was of the order of 10 mJ, i.e. about two orders of magnitude larger than the typical 

MIE range most gases and vapours in air. However, it is now generally accepted that clouds of many 

dusts in air have lower MIEs in air that 1 mJ. Bartknecht (1993) showed that MIEs of clouds of 

various dusts in air span over at least 7-8 decades, from perhaps 10 µJ in the lower energy end to 

beyond 1kJ in the upper. This is illustrated in Fig. 3. 

 

 
 

Fig. 3. Broad spectrum of MIE values obtained with 200 different dusts as reported by Bartknecht 

(1993). Each diamond point represents the percentage of the 200 tested dusts having MIEs in an 

interval around the diamond point value. Hence, the sum of all the 7 percentages given in the figure 

amounts to 100. Bartknecht (1993) did not clarify the exact meaning of “M < 63µm” 
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Current standard test apparatuses for determining MIEs of dust clouds cannot produce synchronized 

electric sparks of energies lower than about 1 mJ. This is because of limitations in the various methods 

currently used for synchronizing the spark discharge with the appearance of the transient experimental 

dust cloud in the test apparatus. Efforts have been made, therefore, to develop special spark generators 

that can produce synchronized sparks of energies down to the order of 0,1 mJ. One possible solution 

was presented by Olsen et al. (2015).  

2. Pioneering research on the effect of a series resistance on min. electrostatic energy for dust 

cloud ignition 

2.1 Boyle and Llewellyn (1950b)  

The earliest detailed study traced of the effect of series resistance on the min. capacitor energies ½CU2 

for ignition of dust clouds is the one by Boyle and Llewellyn (1950). Some of their results are 

reproduced in Fig. 4. As the figure shows, Boyle and Llewellyn found that the minimum capacitor 

energy ½CU2, C being the capacitance and U the capacitor voltage before discharge, capable of 

igniting clouds in air of a wide range of dusts, decreased substantially when a large series resistance 

was introduced in the discharge circuit. Fig. 4 shows that the min. ½CU2 for ignition of clouds in air 

of both a fine Al powder and a fine Mg powder decreased by a factor of about 10 when a series 

resistance in the range 104 - 105 Ω was introduced in the discharge circuit.   

 
Fig. 4. Ignition of dust clouds in air by capacitive electric sparks  

when including large an additional series resistance in the discharge circuit.  

From Eckhoff (2003) based on Boyle and Llewellyn (1950b) 

Boyle and Llewellyn (1950b) also reported similar trends for dust clouds in air of ferromanganese, 

zinc, silicon, and sulphur. Table 2 summarizes the main findings. In their paper Boyle and Llewellyn 

(1950b) did not specify the level of ignition probability to be associated with their quoted minimum 

ignition ½CU2 values, whether 50% or some lower value. 

Table 2. Summary of data given in Tables I and Tables IV-VIII of Boyle and Lewellyn (1950b). 
Powder/dust type Min. ½CU2 for ign. 

without added Rs [mJ] 

Min. ½CU2 for ign. with 

optimal added Rs [mJ] 

Value of optimal 

added Rs [kΩ] 

Granular Al (Table I)         > 490                 47             75 

Mg (Table I)            200                 25                                   45 

FeMn (Table IV)          3300               280      250-1000 

Zn (Table IV) No data in Table IV               170            75 

Si (Table IV)       > 4300             2500         35-50 

Tetryl (Table V)  C=1-3 nF          23-38             12-16       50-1000 

Acaroid resin (Table VI)             60                30            25 

PMMA (Table VII)             27                17                             50 

S (Table VIII) C=0.55-2 nF             45                 9-24        50-250 
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Table 2 shows that for some materials the min. ½CU2 for ignition varied somewhat with the value of 

the capacitance C, both with and without added series resistance. It is not clear why this is so. 

Probably there was some influence of the time constant R•C of the discharge circuit. However, three 

overall conclusions seem so emerge from the data in the table: Firstly, for most of the metal powders 

the min. ½CU2 for ignition dropped by a factor of about 10 when an optimal series resistance was 

added to the spark discharge circuit. Secondly, the optimal series resistance for ignition varied 

considerably, from 25 kΩ to 1 MΩ. Thirdly, the influence on the min. ½CU2 for ignition seems to be 

less pronounced with organic powders/dusts than with metal powders/dusts. Boyle and Llewellyn 

(1950b) commented on the third point as follows:  

“The inclusion of a series resistance in the discharge circuit increases the incendiary power 
of an electrostatic spark so far as ignition of metal powder dust clouds is concerned. This 

principle, however, cannot be extended ‘ad hoc’ to all other dust clouds since we have 

established cases, e.g. dust clouds of some organic materials, where it does not appear to be 

applicable; further the resistance which corresponds to the lowest igniting energy is not 

always 50,000 ohms.” 

Boyle and Llewellyn (1950b) expressed their results in terms of stored capacitor energy ½CU2. 

However, during a spark discharge with a large series resistance in the discharge circuit, a major part 

of the initial capacitor energy is absorbed by the series resistor. Therefore, as discussed by Eckhoff 

(1970, 2017) the energy actually delivered in the spark gap, and hence available for igniting the dust 

clouds, was considerably lower than the corresponding ½CU2 values. When relating their findings to 

practical conditions in industrial plants, Boyle and Llewellyn (1950b) stated as follows:  

“The hazard, reduced to its simplest terms, therefore consists merely in the discharge of a 

condenser through an airborne dispersion of the inflammable powder. The discharge may 

either occur directly to earth or to another conductor of a different potential, when it will be 

noisy and luminous, or through a resistance, e.g. an operative or a piece of wood, when it will 

be less obvious, but nevertheless more incendiary.” 

Most of the data in Table 2 are reproduced graphically in Fig. 5. 

 

 
Fig. 5. Ignition of dust clouds in air by capacitive sparks, including large additional series 

resistances in the discharge circuit. Graphs constructed from data in tables in the paper by Boyle 

and Llewellyn (1950b) 
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2.2 Line et al. (1959) 

Line et al. (1959) followed up Boyle and Llewellyn’s pioneering research. However, they limited 
their investigation to one dust only, viz. the naturally occurring organic dust lycopodium, i.e. the 

spores of the plant club moss. Furthermore, instead of working with transient dust clouds generated 

by exposing a small sample of the dust to a blast of air, they worked with stationary quasi-laminar 

columns of dust settling in air. Some results for both wall free and wall confined 25 mm columns, are 

reproduced in Fig. 6. The inclusion of a series resistance of 100 kΩ in the spark discharge circuit in 
fact reduced the min. ½CU2 for ignition by a factor of about 10 even for the organic dust lycopodium. 

As can be seen for both wall free and wall confined dust columns, the min. capacitor energies ½CU2 

required for producing a given probability of ignition, decreased by a factor of roughly 10 if a series 

resistance of 105 Ω was included in the discharge circuit. Both the magnitude of the maximum 
decrease and the order of magnitude of the series resistance giving this decrease, agree with the 

corresponding figures found by Boyle and Llewellyn for various metal powders/dusts (Figs. 4 and 5).  

 

  
Fig. 6. Frequency of ignition of a 25 mm diameter laminar column of 80 g/m3 of lycopodium dust in 

air, as a function of capacitor energy. Effect of an additional 105 Ω series resistance in the 

discharge circuit, and of wall confinement of the dust cloud.  

From Eckhoff (2003) based on Line et al. (1959) 

It is interesting to note that the min. ½CU2 for ignition of clouds in air of lycopodium responded more 

strongly to adding a large Rs into the discharge circuit than did the organic powders/dusts tested by 

Boyle end Llewellyn. The unique surface topography of lycopodium particles may offer a possible 

reason for this. One side of the particle surface is covered by a thin-walled honey-comb structure with 

the walls oriented perpendicularly to the main, rather smooth particle surface. The other half of the 

main particle surface is covered by three plane “foils”, also perpendicularly oriented at the surface 
with approximately 120 degrees between them. It may appear that this special surface structure causes 

very efficient transport of lycopodium particles by an air flow, including the blast wave emitted by a 

spark discharge.  

 

2.3 Research at King’s College London (1970) 
 

During his experimental research at King’s College London, Eckhoff (1970) studied the ignition of 
clouds in air of lycopodium (clavatum) by capacitor sparks of comparatively high energies (range 

about 1-10 J) and quite short discharge times (a few µs). Some results are given in Fig. 7. 

A comparison of Fig. 7 with Line et al.’s data in Fig. 6 shows that with no added series resistance, 
the probability of ignition was between 0 and 100% over an appreciable range of comparatively high 

spark energies in both investigations. Even with very high min. ½CU2 values of nearly 10 J, the 

ignition probability was lower than 100%. Nearly 50 years after the appearance of Eckhoff’s 1970 

thesis, his original results were eventually published in an international journal (Eckhoff, 2017). 
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Fig. 7. Probability of electric spark ignition of clouds of lycopodium in air as a function of dust 

concentration, for three different spark energies. Spark discharge duration 5–10 μs. External 
circuit resistance 0.01 Ω. Circuit inductance 2 μH. Spark gap length 2.7 mm. From Eckhoff (2003), 

based on Eckhoff (1970) 

Based on the high-speed movie records by Line et al. (1959) Eckhoff (1970, 2017) assumed that the 

poor incendivity of “short” energetic sparks was the result of a “knife edge” competition between the 
two processes illustrated in Fig.8.  

 

 

Fig. 8. Qualitative conception of process of ignition of explosible dust clouds by electrostatic spark 

discharges of high energies and short discharge times.  

From Eckhoff (1970, 2017) 

The first process is transfer of heat from the hot spark channel to the surrounding dust cloud, which 

clearly promotes ignition. However, this energy transfer is counteracted by a competing process, viz. 

very fast mechanical separation of the dust from the very hot high-pressure spark channel by the blast 

wave emitted from the channel when it expands, which counteracts ignition because the dust particles 

are blown away from the spark. This existence of this separation process was actually confirmed by 

high-speed film recordings performed by Line et al. (1959). The “knife edge” nature of the 

competition between these two processes is illustrated by Line et al.’s results in Fig. 6 for the wall 
free case and no series resistance. The probability of ignition in fact dropped as the discharged energy 

½CU2 was increased from 1 J to 3 J. 

In his experiments as illustrated in Fig. 8, Eckhoff (1970, 2017) synchronized the appearance of the 

dust cloud at the spark gap with the appearance of the spark discharge in a way that may also occur 

accidentally in industry. Before dispersing the dust sample in the dispersion cup, the voltage across 

the spark gap was raised to slightly below the natural breakdown voltage in air for the hemispherical 
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electrode gap used (about 10 kV). Then the air blast was for dust dispersion was activated. As soon 

as the front of the raising dust cloud entered the spark gap, electrical breakdown of the gap occurred. 

More recently further experiments demonstrating ignition of dust clouds in this way were presented 

by Eckhoff and Randeberg (2005) and Randeberg and Eckhoff (2006). 

 

2.4 Research at CMI (Chr. Michelsen Institute), Bergen, Norway 

In a later study Eckhoff (1975) worked with a spark discharge circuit containing a 1 mH series 

inductance as an inherent part of the system used for synchronizing spark discharge with dust 

dispersion. Because of the resulting comparatively long spark discharge durations, very low MIEs 

were measured for clouds in air of a fine sulphur powder and a fine aluminium powder.  

Inspired by the high-speed film recordings by Line at al. (1959) Eckhoff and Enstad (1976) conducted 

a simple experiment demonstrating the “blowing away” effect of strong short spark discharges. They 

found that the blast wave from capacitive discharges of durations about 1 μs and energies of up to 0.3 
J could push a 4 × 5 mm piece of very thin paper, supported by thin threads, and initially hanging 

very close to the spark gap, an appreciable distance away from the spark. Table 3 gives the actual 

figures. 

  

Table 3. Displacement of a 4 × 5 mm paper piece, initially hanging close to a spark gap, by the 

blast waves from capacitive electric sparks of short and long discharge times. 

From Eckhoff and Enstad (1976) 

 

Spark energy [mJ] Length of spark gap 

[mm] 

Displacement distance [mm]                 

  ‘short’ spark ‘long’ spark 

  10 0.1           < 0.5 0 

  25 0.2              2.5 0 

100 1.0            12      < 0.5 

300 2.0            35 1 

 

As the spark energy increased beyond 25 mJ, the displacement of the paper piece by ‘short’ spark 

discharges was appreciable. 

On the other hand, with decreasing spark energies below 10 mJ, the displacement was practically 

negligible even for the ‘short’ sparks. This probably means that the minimum ignition energy may 
not necessarily increase with decreasing discharge duration in the range of spark energies below the 

order of 10 mJ. At such low spark energies, the influence of the shock wave from the spark discharge 

is small. Adding a series resistance to the spark discharge circuit, in this case may in fact increase the 

½CU2 required for ignition, rather than reducing it. 

Enstad (1981) investigated the particle displacement caused by the blast wave from the spark 

discharge theoretically. His “bench marks” were the high-speed-movie-record data of Line et al. 

(1959). Enstad’s results for a 1.5 J spark discharge in a cloud of lycopodium in air are summarized 

graphically in Fig. 9. The assumptions made are listed in Eckhoff (2003).  Each solid curved line in 

Fig. 9 gives the calculated distance of a dust particle (lycopodium) away from the spark centre as a 

function of the time after spark discharge and the initial position of the particle. Beyond about 104 µs 

(10 ms) after spark discharge the settling velocity of the particles in quiescent air dominates. 

Enstad’s theoretical calculations agree well with the experimental high-speed-film observations 

reported by Line et al. (1959). A dust free zone, separating the dust cloud from the hot gas core, was 

established. The zone radius at 2 ms after spark discharge is in close agreement with the experimental 

value of about 10 mm observed by Line et al. (1959) for the same spark energy, dust type and instant 

after spark discharge.  
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Fig. 9. Summary of theoretical prediction of positions of dust particles and surface contours of the 

hot-gas core following a ‘short’ spark discharge (discharge time about 1 µs) of 1.5 J stored 

capacitor energy, inside a cloud of lycopodium particles in air. From Enstad (1981) 

Fig. 9 also gives the 1000 K and 700 K radii of the hot gas sphere resulting from the spark as functions 

of time. The minimum ignition temperature of lycopodium clouds in air, as determined in the standard 

Godbert-Greenwald furnace, is about 700 K. From Fig. 9 it thus follows that a dust free zone 

separating the dust cloud from the incendive part of the hot gas core of the spark channel, is gradually 

formed from 100 μs after the spark discharge and onwards, making ignition of dust particles 
impossible. Fig. 9 indicates that from less than 1 μs to about 100 μs after the spark discharge, particles 

with initial positions 2 to 5 mm from the spark centre will be trapped in the spark. However, this is 

unlikely to cause ignition, because the induction period for ‘long’ spark ignition of lycopodium clouds 
in air, as shown by high speed photography by Line et al. (1959), is of the order of 1 ms. 

 

3. Proposal for a modified test method for assessing min. ½CU2 for ignition by accidental 

electrostatic spark discharges 

 

3.1 Current standardized test circuit  

Fig. 10 illustrates the basic structure of capacitive spark discharge circuits prescribed by current 

standards (ISO, IEC, ASTM) for assessing the min. ½CU2 for ignition by accidental electrostatic 

spark discharges in industry. As reviewed by Eckhoff (2019) various types of switches are in current 

use.  

 
 

Fig. 10. Basic spark discharge circuit used currently for determining MIEs of dust clouds for 

assessing the ignition hazard by electrostatic spark discharges. 
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3.2 Proposed modified test circuit and test method 

Fig. 11 illustrates the modification of the test circuit suggested in the present paper, viz. addition of 

an appreciable series resistance Rs to the discharge circuit. 

 

 
 

Fig. 11. Proposed modified basic spark discharge circuit, with an added series resistance, for 

assessing the ignition hazard by accidental electrostatic spark discharges  

A first provisional outline of a revised test method could be as follows: If the min. ½CU2 for ignition 

without added Rs is >10 mJ an additional test series is to be carried out with Rs = 50 kΩ. It is then 
assumed that spark discharges of ½CU2 >10 mJ emit blast waves of sufficient strength to displace 

dust particles close to the spark channel to an extent that will inhibit ignition significantly. If then the 

min. ½CU2 for ignition with added Rs is lower than without Rs, further tests are to be carried out with 

other values of Rs in order to detect the very min. ½CU2 for ignition. This value of min. ½CU2 for 

ignition will then be the result of the test. If, on the other hand, the min. ½CU2 for ignition without 

added Rs is <10 mJ, no further tests will be required. 

A revised test method along these lines necessarily implies that the modified test method will be more 

laborious than the present one. However, this seems to be a necessity if one aims at a realistic 

assessment of the true min. ½CU2 values for ignition. 

It is clear that the revised method indicated above can by no means be the final method. For example, 

further research and testing with various dust types is required for identifying the max. ½CU2 values 

without added Rs that do not to any significant extent blow away the dust particles close to the spark 

channel. Also, this max value will probably vary from dust to dust. The optimal Rs for yielding the 

very lowest min. ½CU2 for ignition will probably also vary with type of dust, as indicated by Fig. 5. 

4.  Conclusion 

Accidental electrical circuits in industry that can accumulate electrostatic charges may contain large 

ohmic resistances e.g. due to corrosion or construction materials of comparatively low electrical 

conductivity. Such large resistances can prolong the spark discharge time substantially and thereby 

reduce the blast wave emitted from the spark channel. This, in turn, will significantly reduce the 

blowing-away of dust particles adjacent to the spark channel and hence reduce the min. ½CU2 for 

ignition.  

Therefore, current standard test methods for min. ½CU2 for ignition by accidental electrostatic spark 

discharges should not only require removal of the series inductance of 1-2 mH from the standard MIE 

spark discharge circuit. Additional tests with one or more selected added series resistances Rs in the 

spark discharge circuit are required. The purpose will then be to detect the very lowest min. ½CU2 

for ignition as a function of added series resistance. Unless this is done the electrostatic-spark ignition 

hazard can be grossly underestimated. This is definitely so when the min. ½CU2 values for ignition 

without added Rs are from the order of 100 mJ and upwards. On the other hand, for dusts of min. 

½CU2 values for ignition without added Rs, from 10 mJ and downwards, the mechanical disturbance 

of the dust cloud by the spark discharge without added Rs becomes negligible.  
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The details of a final experimental test procedure have to be clarified through further research. 

Tentatively it seems reasonable to start with Rs = 0, as in the current standard test procedure. If the 

min. ½CU2 for ignition is then large (say > 100 mJ, further tests should be performed with an agreed 

value of Rs, e.g. 50 kΩ. If the min. ½CU2 for ignition is then significantly lower than with Rs = 0, tests 

with Rs both smaller and larger than 50 kΩ may have to be conducted to detect the absolute min. 
½CU2 for ignition. 

Further systematic research with various dust types is required to resolve the influence on the min. 

½CU2 values for ignition of both Rs and other apparatus parameters, e.g. the shape of the electrodes 

for both symmetrical and asymmetrical spark gaps.  
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Abstract 

Self-ignition of solid fuels storage is one of the main causes of human and economic losses. 
Additionally, each fire caused by this phenomenon emits an amount of toxic gases that contributes 
on the development of climate change. Nowadays, several methodologies are used in order to detect 
the self-ignition tendency of solid fuels, but they have as main disadvantages the amount of money 
and time that they require. The aim of this study is to propose a methodology of detection of incipient 
self-ignition of solid fuels through the measurement of gas emissions. With this methodology, it is 
possible to determine this process in advance with the equipment currently available in every 
industrial facility, reducing costs and improving efficieny. 

Keywords: self-ignition; storage; biomass; gas emission 

  

1. Introduction 

Nowadays, climate change is the most dangerous environmental problem affecting all regions over 
the world (“Climate Change” 2015; European Union, n.d.; Nasa Earth Observatory, n.d.), clearly 
related to the emission of greenhouse gases. A greenhouse gas is defined as “any gas that absorbs 
infrared radiation in the atmosphere”. This definition includes carbon dioxide, methane, nitrous oxide, 
ozone and fluorinated gases (chlorofluorocarbons, hydrochlorocarbons, hydrofluorocarbons, 
perfluorocarbons and sulfur hexafluoride) (Agency, n.d.) However, the primary gas emitted through 
human activities is carbon dioxide (Metz et al. 2007). 

Carbon dioxide is naturally present in the atmosphere as part of the Earth’s carbon cycle, but human 
activities are altering this cycle, increasing the CO2 emissions primarily since the industrial 
revolution. The main human activity that emits this gas is the combustion of fossil fuels for energy 
and transportation (“Climate Change” 2015), and the amount of emitted CO2 related with these fuels 
is continuously increasing. 

This problem may be partially reduced by the use of biomass sources. It has been considered that the 
net CO2 emissions of biomasses are almost null, due to the amount of gases emitted during their 
processing and use are almost the same as the CO2 absorption they have while they are alive. 

However, the use of biomass presents some disadvantages and risks that are still under research. Self-
ignition of dust materials is one of the most dangerous phenomenon that can occur during the storage 
of coal, carbonaceous material and of course biomass materials, and it can be an important source of 
CO2 emissions. Burning of coal waste piles and accidental fires in biomass stockpiles can be 
developed as a result of a self-heating process leading to the ignition of the organic material (Ribeiro, 
da Silva, and Flores 2010). Besides the loss of raw materials and gas emissions, these accidents 
represent an important safety problem. 
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These associated risks have been evaluated for several materials, as agricultural products (Ramírez, 
García-Torrent, and Tascón 2010) or thermally dried sewage sludge (Medic Pejic et al. 2016). Several 
experimental techniques can be used to characterize the thermal behaviour of materials (Raemy, 
Hurrell, and Löliger 1983)(Gil et al. 2010). The self-ignition temperature can be determined in 
samples of different volumes in an isothermal oven that reproduces environmental temperatures 
(García-Torrent et al. 2012), but this technique needs a large amount of sample and a long time for 
testing. On the other hand, self-ignition properties can be determined by thermogravimetry and 
differential scanning calorimetry techniques (Doyle 1961)(Jones et al. 1998), which need less amount 
of sample and provides more information about the combustion process (Magdziarz and Wilk 2013).  

Also numerical simulations can be used to study the combustion processes of dust materials (Everard 
et al. 2014). However, the combustion process starts even before the point detected by these analyses, 
and the first indicator of this combustion is the gas emissions associated to their heating processes. In 
fact, in the very beginning stage of a self-combustion process, the heating starts to break some 
chemical bonds in the solid structure, releasing molecules of gases. 

Due to this conviction, experimental research has been carried out in order to develop a new 
methodology for the detection of the incipient self-ignition processes in solid fuels (Fernandez Anez 
et al. 2015), and it has been implemented in several fuels to study their self-ignition tendency. Here, 
we compare different compactions and particle size, and describe the best methodology to define the 
incipient self-ignition temperature for detecting the process in advance. 

 

2. Materials and methods 

2.1 Materials 

Fourteen samples have been selected including biomass (7), sewage sludge (4) and fossil fuels (3) 
with the objective of comparing a wide range of solid fuels. Their main granulometric parameters, 
determined by laser diffraction with a Mastersizer 3000 in the fine cases and by sieving in the coarse 
ones, are shown in Table 1, representing d10, d50 and d90 the grain diameter where 10 %, 50 % and 
90 % of the distribution has a smaller particle size, respectively. Samples received as bulk material 
(SAM-1, 2, 3, 5, 6, 9 and 14) were milled and sieved through a 180-µm mesh, and tested in both sizes 
when possible. SAM-4 was milled and sieved through a 1-mm mesh due to its high ignition tendency 
when milled. The rest of the samples were received as powdery substances and tested as received. 
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Table 1. Particle size specifications of the studied samples 

Sample Material d10 (µm) d50 (µm) d90 (µm) 

SAM-1 
Fine 

Wood chips 
46.5 146.6 404.1 

Coarse 400 1100 1800 

SAM-2 Wood pellets 43.4 152.9 379.0 

SAM-3 
Fine 

Torrefied wood pellets 
22.3 104.0 327.0 

Coarse 2300 3500 6400 

SAM-4 Stubble 160.00 800.00 1750.00 

SAM-5 Straw 43.7 171.2 474.5 

SAM-6 
Fine 

Olive pit 
20.5 68.2 196.7 

Coarse 800 1300 1800 

SAM-7 Almond shell 14.8 44.3 143.0 

SAM-8 Sewage sludge 290.5 638.2 1209.7 

SAM-9 
Fine 

Sewage sludge 
24.5 98.1 204.3 

Coarse 1000 1500 2000 

SAM-10 Sewage sludge 29.6 92.0 193.7 

SAM-11 Sewage sludge 17.7 94.7 205.3 

SAM-12 Coal 8.2 45.9 116.1 

SAM-13 Coal 4.4 26.8 68.2 

SAM-14 
Fine 

Coke 
8.8 77.4 194.9 

Coarse 500 1200 3600 

 

Their proximate analyses, determined following Standards EN 14775 (“EN 14775. Solid Biofuels. 
Determination of Ash Content” 2009), EN 15148 (“EN 15148. Solid Biofuels. Determination of the 
Content of Volatile Matter” 2009) and EN 14774 (“EN 14774. Solid Biofuels. Detemrination of 
Moisture Content. Oven Dry Method” 2009) for samples SAM-1 to SAM-7, and Standards UNE 
32004 (“UNE 32004. Solid Mineral Fuels. Determination of Ash” 1984), UNE 32019 (“UNE 32019. 
Hard Coal and Coke - Determination of Volatile Matter Content” 1984) and UNE 32002 (“UNE 
32002. Solid Mineral Fuels. Determination of Moisture in the Analysis Sample” 1995) for samples 
SAM-8 to SAM-14, are represented in a triangular diagram with volatiles (top), ash (bottom right) 
and fixed carbon (bottom left) in the three vertices as can be seen in Figure 1, where the differentiation 
among the different studied groups is shown. Biomasses present higher percentage of volatiles and 
lower ash content, while fossil fuels present a higher percentage of fixed carbon. Sewage sludge 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

781



 

samples present almost the same volatiles than ash contents, while their fixed carbon content is the 
smallest of the studied groups. 

 

 

Fig. 1. Triangular diagram of proximate analyses of the studied samples, with the three vertices 

been volatiles (top), ash (right) and fixed carbon (left).  

 

2.2 Methods 

2.2.1. Gas emissions test 

This test was carried out through the equipment schematically represented on Figure 2, composed by 
a 10 L sealed cylindrical container, an isothermal oven P-Selecta, a Type K thermocouple, a digital 
temperature display Testo 925, a suction pump, two 1-litre Tedlar sampling bags Sigma-Aldrich and 
a gas analyser Rosemount Analytical NGA-2000. 

 

 

Fig. 2. Schematic of the used experimental device. 
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50 grams of the analysed sample were introduced inside a 1000 cm3 basket without tapping or 
compacting, and the basket was placed inside the sealed container and closed. This container had a 
narrow fitting 3 millimetres diameter that connected the inside of the container with the suction pump 
through a plastic tube closed with a Mohr wrench. The thermocouple was located in the middle point 
of the sample in order to detect the temperature of the sample in every moment during the experiment, 
through the connection with the temperature display. The container was closed and introduced inside 
the isothermal oven, previously preheated at the tested temperature. 

Once the desired temperature inside the sample was reached, the gas accumulated inside the container 
was stored inside the Tedlar bags through the plastic tube by opening the Mohr wrench. Due to the 
small volume of the tested samples, temperature quickly stabilizes and it is considered constant during 
the sampling time. When the bags were full, they were disconnected from the plastic tub and 
connected to the analysers. CO and CO2 emitted during combustion were measured, starting at the 
connection between bag and analyser, until gas emission was back to zero. The value of the 
concentration of emitted gas was considered as the maximum value that was achieved during the 
measuring process. 

This methodology was repeated for all the studied temperatures, from 40 to 200 ºC each 20 K, 
replacing the sample for each test. CO and CO2 emissions were plotted on a diagram vs temperature 
as the one shown on Figure 3 for wood chips, where the dots represent the values experimentally 
determined, and the lines are approximation of the expected behaviour on the middle values. 

 

 

Fig. 3. CO and CO2 emissions during the heating process of wood chips. Dots are the 

experimentally determined values, lines are approximations of the expected behaviour in the middle 

values. 

 

2.2.2. Thermogravimetric and differential scanning calorimetric analysis 

Thermogravimetric (TG) and differential scanning calorimetric (DSC) analyses have been widely 
used to study the thermal behaviour of solids and to determine their self-ignition tendency. These 
analyses have been carried out with a Mettler Toledo TG 50 apparatus. The procedure followed in 
this case has been detailed in previous publications (Fernandez Anez et al. 2015). We have used this 
data in order to compare the studied procedure with methodologies that are commonly used in the 
field. 

 

3. Results 

The goal of this research is to determine the initial point of self-heating process through the detection 
of the gases emitted during the heating process of solid materials. With this knowledge, prevention 
and protection measurements can be designed to act on an early measure to minimize the 
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consequences of an incident or accident. Additionally, we studied different particle sizes and 
compaction to understand their behaviour and differences in terms of gas emissions. 

Figure 4 shows the results experimentally obtained in the lab. We have divided the samples in two 
groups in order to make easier-to-see graphs. One group is formed by biomass and the other one is 
formed by sewage sludge and fossil fuels. In these graphs, the data obtained in the lab are represented 
by dots, while the lines are approximations of the expected behaviour for intermediate temperatures. 
Both CO (top graphs) and CO2 (bottom graphs) emissions were studied. 

 

 

Fig. 4. CO and CO2 emissions vs temperature of all the studied samples: a) CO emissions of 

biomass, b) CO2 emissions of biomass, c) CO emissions of sewage sludge and fossil fuels, and d) 

CO2 emissions of sewage sludge and fossil fuels.  

 

Here, we can observed how both granulometry and compaction affect the emission of gases during 
the heating process of biomass. However, the observed dependency is not similar in all the studied 
samples, and does not fit our previous expectations. 

The first hypothesis that we worked with was that in all cases coarse particles were going to emit less 
gases than fine particles due to the increase on specific surface area for finer particles, which implies 
an increase on the reaction rate. However, when looking at the five samples that we studied for both 
granulometries, this behaviour was not always observed. Two of the samples (SAM-1 and SAM-9) 
do not follow this, emitting more amount of gases for coarse particles than for fine. There is an 
influence of the compaction that needs to be taken into account, but in SAM-9 the fine non-compacted 
sample is the one emitting the least amount of gases, while expectations were just the opposite.  

The second hypothesis was that compacted samples were going to emit less gases than the same non-
compacted ones, based on the oxygen access and supported by the fact that compacting samples has 
been a way of avoiding self-ignition in storages for a long time. Several of the studied samples 
supported this hypothesis, but not all of them. 
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The differences between our pre-established hypotheses and the obtained results show that both the 
heating and the emission processes are not the same for all the materials, and their composition is key 
when studying their self-ignition tendency.  

These two lines together show the importance of new methodologies and techniques to be used to 
determine the starting point of self-heating. To this end, focusing on the graphs in Figure 4, the point 
at which the heating starts needs to be determined, being the point at which the slope of the graphs 
starts increasing. We obtained that point using four different methodologies that are detailed in the 
following subsections. 

3.1. Relative percentage of emissions 

In first procedure consists on determining the relative percentage of emissions for each 20 K – interval 
using Eq. 1. 

𝑅𝑃 =  (𝑒𝑇2 − 𝑒𝑇1)𝑒𝑇1∑ ((𝑒𝑇2 − 𝑒𝑇1)𝑒𝑇1 )𝑖𝑖  ∙ 100 

 

Where eT1 means the emissions at the lowest temperature of the interval and eT2 are the emissions at 
the highest temperature of the interval, it represents each interval. 

We consider that the emissions start to significantly increase when the relative percentage is larger 
than 15%. 

 

3.2. Inflexion point 

The second procedure consists on determining the inflexion point of a third degree curve that has 
been previously obtained from the numerical results of the test (Figure 5). The inflexion point is the 
point in which the curve changes from a concave form to a convex one, or vice versa. It can be 
determined by calculating the second derivative of the curve and equate it to zero.  

 

 

Fig. 5. Inflexion point methodology for CO2 emissions of wood chips, with the third degree curves 

approximated to the experimental curves. 
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3.3. Environmental limits 

This procedure aims to be a quick and easy to understand way of determining a common threshold 
for all the available materials. It is based on the environmental limits that have been stablished for 
this pollutants. The emission temperature is determined as the temperature at which these limits are 
achieved, revealing that the process is already underway. These limits are 25 ppm for CO and 0.5 
%vol for CO2. 

 

 

Fig. 6. Environmental limits methodology for CO2 emissions of wood chips, represented by the red 

horizontal line. 

 

3.4. Baselines 

Once the RP are calculated, the first one greater than 15% is considered the critical interval as it 
represents the precise moment where the combustion-related gas emissions rise. The interval will be 
defined by its lower temperature (Tl) and its higher temperature (Th). As the record is not constant, 
and the data is discrete, it is necessary to fit a curve to the data. The fit type curve selected in this 
method is Piecewise Cubic Hermite Interpolating Polynomial (PCHIP), which is a cubic Hermite 
spline. From now on, the considered data will be the curve points, instead of the experimental data.  

A straight line that approximates data from starting temperature to Tl, and a second straight line from 
Th to the ending temperature are calculated. The crossing point of both lines would be the represents 
the initial gas-emission temperature (IET), and it is always within the critical interval. 
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Fig. 7. Baselines methodology for CO2 emissions of wood chips 

 

4. Discussion 

Gas emissions tests have been used to measure CO and CO2 emissions, and the point at which these 
emissions start to be significant has been determined by four methodologies, as showed in Table 2 In 
order to discuss the obtained results, we compare them with the thermogravimetric and differential 
scanning calorimetric results, common methodologies used to this end. 
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Table 2. Gas emissions results for solid fuels 

Sample 

Method 

Interval 

(˚C) 
Inflexion 

(˚C) 
Limits 

(˚C) 
Baselines 

(˚C) 
DSC 

(˚C) 

SAM-1 
70 62 75 102 83.9 

SAM-2 
90 98 123 121 94.2 

SAM-3 
90 76 84 103 90.3 

SAM-4 
90 100 118 123 105.3 

SAM-5 
90 67 105 123 93.0 

SAM-6 
110 92 110 134 116.7 

SAM-7 
130 93 93 136 81.3 

SAM-8 
70 96 113 92 109.8 

SAM-9 
50 42 104 105 103.6 

SAM-10 
50 83 102 103 107.2 

SAM-11 
90 33 92 131 107.1 

SAM-12 
90 50 80 119 104.1 

SAM-13 
70 83 102 131 100.0 

SAM-14 
130 95 94 158 72.0 

 

 

We defined the temperature at which self-ignition starts as the lowest of the values obtained for CO 
or CO2 for each methodology. In the case of the intervals methodology, and in order to make it 
comparable with the other methods, we have put the middle value of the range in the table. The 
minimum values of all the compared methodologies is highlighted in Table 2. When comparing the 
five methods (including DSC), we can see that the inflexion point methodology is the one providing 
the lower temperatures, meaning that it would be the first one detecting the incipient process of self-
heating. 

Furthermore, we compared these numerical results with the information provided by the susceptibility 
graph Tcharact vs Ea, both parameters obtained or derived from TG analyses. In this graph (Figure 
8) 10 of the 14 studied samples are located on the high self-ignition risk area, one in the very high 
(sewage sludge), and the other three in the medium area (wood chips, wood pellets and coke). The 
activation energy does not seem to be an important parameter in this study, since the only samples 
that present a value of more than 79 kJ/mol are the coals and the coke. 

 

 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

788



 

 
Fig. 8. Susceptibility graph of the studied samples. 

 

When comparing these locations with the results obtained from the emissions of gases experiments, 
it is observed that the only sample located in the very high-risk area is the one with the lowest 
temperature of incipient self-ignition, and the one with the highest temperature is one of the samples 
located in the mid-risk area. Therefore, both methodologies agree on the main outcome, while the 
provided information is complementary and, together, could give a general view of the risk. 

 

5. Conclusions 

Different methodologies for the detection of incipient self-ignition and its risk of occurrence are 
currently in use all over the wold. TG and DSC tests provide important information about combustion 
processes, and about the self-ignition risk of dust materials. However, the starting point at which this 
self-ignition will take place can be detected in advance by studying the emissions of gases of the 
samples. 

CO and CO2 are gases that are measured in many industrial facilities due to environmental policies. 
If the self-ignition tendency of dust samples can be detected in advance by these emissions, it is an 
easy-to-implement and cheap way of increasing the safety in solid fuel storage and handling 
processes. Three different methods to study these emissions in relation to the self-ignition of solid 
substances are presented. One of them is based on reaching environmental safety limits of CO and 
CO2 to detect the phenomenon and it provides higher temperatures than the other methods studied. 
The interval method allows to detect the incipient combustion process in advance, while the inflexion 
point method is more consistent and provides more accurate results. 
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Abstract 

Severe accidents in biomass storage units, including explosions and large flaming fires, are often 

preceded by smouldering fires. We report laboratory experiments on the evolution of smouldering 

fires in biomass stored in silos. Specifically, we study the effects on smouldering processes of 

supplying additional fuel material. The direct consequences on the sample of the material added are: 

cooling, enhanced thermal isolation, and facilitation of more intense combustion at a later stage. We 

find that the effects these mechanisms have are highly dependent on the stage of the smouldering 

process. 

Keywords: wood pellets, silo, smouldering 

  

1. Introduction 

Biomass represents a way to harvest solar energy that is technological simple. The use of biomass 

has continuously increased during the last 15 years and this rise is expected to continue. Within this 

group of fuels, forestry accounts for more than 60% of all EU domestic supplied for energy purposes 

(The European Comission’s Knowledge Centre for Bioeconomy 2019). In the EU, wood pellets have 

become an important energy carrier traded on a large scale and over long distances, due to their 

high energy density and stable characteristics (The European Comission’s Knowledge Centre for 
Bioeconomy 2019). On the other hand, there are concerns that production of wood pellets directly 

from the main stems (instead of from wood wastes) may harm the climate (Searchinger et al. 2018). 

Irrespectively of the raw material used, large quantities of wood pellets are produced and need to be 

handled and stored. A common way of storing biomass is in vertical silos with roofs that prevent 

moisture absorption. With this configuration, large amount of material can be stored in a limited plant 

area.  

However, storing organic materials in such a configuration leads to high-risk situations as self-heating 

(Guo 2013; Larsson et al. 2012). During self-heating, temperatures increase spontaneously in the 

stored material due to (exothermal) oxidation processes. Part of this heat accumulates in the material, 

accelerating the oxidation process, eventually leading to combustion of the material, a phenomenon 

known as self-ignition. One of the most common consequences of self-ignition is smouldering fires, 

a slow, low-temperature, and flameless form of combustion (Rein 2016). 

Consequences of smouldering in silos include loss of stored material, fires and dust explosion, 

causing both human and material losses. Smouldering fires are difficult to predict, detect and control. 

They occur deep inside the material, releasing low quantities of gases, and reaching only moderate 

temperatures (Lohrer, Krause, and Steinbach 2005). Attempts to extinguish these fires using water 

are often unsuccessful, even if significant amounts are applied, making the best solution in many 

situation to let the content of the silo burn (Mikalsen et al. 2019). 
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However, materials are not always feed into silos in a continuous mode, but often in batches after 

being processed. This refilling process involves several risks: the generation of dust clouds due to the 

perturbation of the stored bulk material is an example. A not-yet-answered question is what happens 

if these refills are made when smouldering combustion is already ongoing. The introduction of fresh 

material will on one hand lower the temperature of the stored sample, while it also increase the 

potential for more intense combustion at a later point. We have investigated these two opposing 

effects experimentally in a laboratory-scale silo geometry. The time scales are well separated: the 

cooling leads to an almost instantaneous reduction in the combustion rate – followed by a much 

slower increase, in part facilitated by the additional fuel material. We focus on the cooling phase and 

obtain a master curve for the reduction in combustion rate as a function of the amount of added 

material. 

2. Methodology  

2.1 Materials 

We have tested wood pellets that hast the characteristics detailed in Table 1.  

Table 1. Material properties of the wood pellets used in the experiments.  Columns 1-4: Determined 

using Thermogravimetric Analyzer and Carbon/Hydrogen/Nitrogen determinator.  Column 5:  

Determined using Thermogravimetric Analyzer and Moisture Analyzer.  Columns 6-7:  Determined 

using Thermogravimetric Analyzer. Defined as the amount of the material which undergoes 

pyrolysis and primary oxidation to form char.  Columns 8-9:  Determined using bomb calorimetry. 

C (%) H (%) N (%) S (%) 
Moisture 

(%) 

Volatiles 

(% d.b.) 

Ash (% 

d.b.) 

Upper 

calorific 

value 

(kJ/kg) 

Lower 

calorific 

value 

(kJ/kg) 

47.91 6.42 0.03 0.10 6.76 82.13 0.49 18 834 17 433 

 

2.2. Experimental set-up and procedure 

Wood pellets have been studied in the experimental set-up shown schematically in Figure 1. It 

consists of a steel cylinder, 15 cm diameter, surrounded by 6 cm thick isolation along the side walls. 

This cylinder is on top of an aluminium plate that homogeneously distributed the heat from a hotplate 

below it, set at 320 to 340 ˚C. A thin steel ladder containing 30 Type-K thermocouples was placed in 

the middle of the cylinder. Thermocouples were separated 2 cm vertically and 3.7 cm horizontally. 

These components were placed on a scale that registered changes in the sample mass as the 

experiment evolved. Temperatures and mass were recorded every 15 s. 
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Fig. 1. Experimental set-up. Main components (top to bottom): cylindrical sample holder with 

positions where temperatures were measured, hotplate and scale. Further details are described in 

the main text. 

Once the ladder was placed in the cylinder, wood pellets were slowly filled in, until the sample height 

reached a predetermined value. It was not possible to further compact the sample. Smouldering was 

initiated by switching on the hotplate for a given time. After the hotplate had been switched off, the 

sample evolved independently of external disturbances, with one exception:  

Additional wood pellets were added to the sample at 8 h intervals. The amount of wood pellets was 

adjusted in each case, so that the sample mass after refilling reached its initial value. Thus, the refilled 

amount of material varied – reflecting the combustion during the preceding 8 h period. 

Typical results from the experiments are shown in Figure 2, for a 14-cm-height sample, with recorded 

mass (top) and temperatures (bottom). Focusing on the mass vs time graph, it has a characteristic 

saw-tooth shape, with the vertical portions corresponding to the refill. During much of the process, 

the mass-loss rate is relatively low. Occasionally, however, the smouldering combustion gets more 

intense, with larger mass losses up to 50%. The cooling from the refilled material stops this intense 

combustion. Each of these peaks of intense combustion has a corresponding peak of high 

temperatures (middle part of Figure 2). Figure 2 bottom shows where the maximum temperatures 

were recorded (red areas). For the experiment in figure 2, the highest temperatures are mainly in the 

core of the sample (between 6 and 12 cm), and when the intense combustion periods occur, high 

temperatures are recorded near the upper surface of the sample. 
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Fig. 2. A typical experiment. Upper part: sample mass as function of time. Middle part: 

temperature as functions of time-measured at a number of positions in and above the sample (as 

shown in figure 1). Lower part: temperatures recorded at the different heights at different times. 

In previous studies with the same experimental set-up, there seemed to be a lower threshold for 

inducing self-sustained smouldering using the protocol described above, at a sample height of 6 cm.  

We therefore decided to start these experiments at a sample height 10 cm, and have explored 10, 12, 

14, 16 and 20 cm. We observed that for the three first heights smouldering occurred in a similar 

manner that we will discuss later in this manuscript. However, 16-cm-height samples did not 

smoulder, while smouldering was observed again for larger samples (20 cm), but a different 

behaviour than for the smaller sizes was observed. 

 

2.3 Data analysis 

Statistical tools were developed to characterise the behaviour observed in the experiments. A linear 

prediction (i.e. R: zoo::na.approx, (Team and others 2013)(Zeileis and Grothendieck 2005)) was 

carried out to estimate values in points where there were no recorded data (i.e. fall-out in the data 
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logging). Then, the mass data was smoothed to further investigate the characteristic features of the 

mass curve with time (Figure 3). We have used a Local Polynomial Regression fitting (LOESS). 

The fitting is done locally, which means that a value in a point Xi is estimated based on the value of 

its neighbourhood, weighted by their distance from Xi. The size of the neighbourhood is controlled 

by the span, and the larger it is, the smoother the results are. In our case, we have used a span which 

covers 100 measurements and a polynomial degree of 1. 

 

Fig. 3. Recorded sample mass (black) and filled (smoothed) curves using LOESS approach 

described in the main text (red). The upper part shows the entire experiment, while the lower part 

displays a sequence of magnifications (zooms). This is the same experiment as shown in Figure 2. 

 

We predicted the mass variation by intervals of 1 second (h = 1 s), and then calculated the first 

derivative numerically using a centred difference approximation (Eberly 2008). 𝐹′(𝑋) =  (𝐹[𝑥 + ℎ] − 𝐹[𝑥 − ℎ])2ℎ  

At each refill point (i.e. points where new material was added to take the sample back to its initial 

mass; Figure 3) we calculated the refilled mass and the difference of the combustion rates before and 

after refilling, defining the combustion rate (the mass-loss rate) as the negative of the derivative of 

the sample mass curve. The refilled mass is the difference between the mass at the beginning (Wi) 

and at the end (Wf) of the refill, while the difference in the combustion rates is obtained from the first 

derivative of the adjusted curve (i.e. LOESS prediction) at 15 min before (CRi) and 15 min after (CRf) 

the refilling point. There are two reasons for this choice. First, the smoothed curve does not fit well 

near the refilling point (compare red and black in vertical parts of the left plot in lower line of Figure 

3). Second, it also allows the system to stabilize after the disturbance from the refill (Figure 4). 
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Fig. 4. Important quantities used to calculate the amount of refilled material and the combustion 

rate directly before and directly after the refill. See further explanation in the main text. 

 

3. Results and discussion 

Following the procedure described in Section 2.2.1, we analysed each peak of the mass vs time curve 

(each refill), as shown in Figure 5 upper part, where the refills are marked with consecutive numbers 

from 1 to 28. We also plot the difference in combustion rates vs the mass of the refill (Figure 5 lower 

part).  

For small refills, the change in combustion rate (mass-loss rate) is small, but increases for large refills 

More surprisingly, for the largest refills, the change in combustion rate is again close to zero. 
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Fig. 5. Results from analysing the same experiment as shown in Figures 2 and 3. The upper part in 

the present figure shows again the smoothed data, with refills numbered. The analysis has been 

carried out from the red vertical line on. Thus, the initial period with external heating (hotplate on) 

has been excluded from the analysis. The lower part shows results, in terms of the difference in 

combustion rate (mass-loss rate) from directly before to directly after the refill – as a function of 

the refilled amount of wood pellets (as fraction of initial sample mass). 

 

Repeating this analysis for all experiments, results follow a similar trend for all sample heights, as 

observed in Figure 7 where the difference in combustion rates versus refill (as fraction of initial 

sample mass) is plotted. Three graphs are displayed: i) the combustion rate before the refill (top left); 

ii) the combustion rate after the refill (top right); and iii) the difference in the combustion rate with 

the refill (bottom). A LOESS fit (span = 0.25, and degree = 2) was used for plotting trends in the data 

for each sample height (i.e. colour lines). Four regimes may be observed in the graph (as indicated 

by vertical lines): 

 

a) Up to 10 % refills: the combustion rates before refills increase linearly, and the refill does not 

affect it. The difference in the combustion rates is close to 0. Thus, the refill do not influence the 

smouldering process 

 

b) From approx. 10 % to 25 % refills: there is a rapid increase in the combustion rate before 

refill, which is halted when we add more fuel material (i.e. combustion rates after refill are much 

lower). In this regime, the smouldering processes are more intense and occur at higher temperatures. 

Consequently, the mass-loss is larger and so is the refilled amount of wood pellets. A large refill leads 

to a stronger cooling of the sample and a larger reduction in the combustion rate. The nonlinear curve 

shapes in Figure 6, parts A and C is reasonable in view of the highly nonlinear dependency of the 

combustion rate on temperature (Arrhenius expression). 
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c) From 25 % to 50 %: the combustion rates before refills level off and start to decrease, In this 

regime, the large refilled amounts of wood pellets indicate a relatively long period of intense (high 

temperature) smouldering before the refill occurred. During this period, the sample has lost significant 

amounts of heat through convection and radiation. Thus, the cooling effect of the added material is 

less pronounced. 

 

d) Refills higher than 50 %: the combustion rate before refills are low and similar to the values 

after refills (i.e. differences close to 0). In this regime, the sample has lost heat to an even larger 

degree than in the previous regime. The added fuel material, when the refill finally occurs, have close 

to no cooling effect. 

 

 

Fig. 6. Refill vs. diff combustion rate for all experiments 

4. Conclusions 

Storage of biomass as wood pellets is and will continue being key in a renewable-energy future. In 

order to secure the availability of these materials, a safe storing system should be ensured. Self-

heating, self-ignition and smouldering combustion in silos have previously been widely studied due 

to its high frequency of occurrence. A specific situation is refilling of these silos when a smouldering 

process is already ongoing. This process has been studied by long-run experiments at different sample 

heights (10, 12 and 14 cm) in a 15 cm diameter silo, and the influence of the refill size was studied. 

If the refill is small or large, it does not influence the behaviour of the smouldering fire, and we 

observe the same combustion rate before and after the refill. However, if the refill is intermediate in 

size, the smouldering process is normally ongoing under a high combustion rate, and by refilling the 

laboratory-scale silo these rates decrease, slowing down the combustion process. 
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Abstract 

The Mediterranean area is responsible for about 98% of the olive oil world-wide production, with 

900 million of olive trees occupying 10 million of hectares. However, the manipulation of 100 kg of 

olives leads to the production of 40 kg of wastes, mainly constituted by olive pomace, which is 

potentially recoverable as energetic or material source. In general, in the past 20 years, the 

exploitation of olive pomace has increased, but along with it the need of further information about its 

chemical-physical characterization and the related hazard in industry. Thus, a risk analysis assessment 

(RAS) was made. When pelletized or in chunks, olive pomace does not pose any greater hazard than 

a pile of woody material, but when pulverized, it might become dangerous. Two parallel series of 

experiments were carried out at Dalhousie University (Lab 1) and at Polytechnic of Turin (Lab 2), 

according to slightly different experimental procedures. Olive pomace dust explosibility and 

flammability parameters were measured: minimum ignition energy (MIE), minimum ignition 

temperature (MIT), maximum pressure rise rate ((dP/dt)max and KSt), maximum pressure (Pmax) 

and minimum explosible concentration (MEC). Moreover, the chemical and physical characterization 

of olive pomace was carried out: moisture content, particle size analysis, Scanning Electronic 

Microscope (SEM) investigation, thermo-gravimetric analysis (TGA), solid-state Nuclear Magnetic 

Resonance (NMR), mass spectrometry, calorific value and bulk density estimation. Different thermal 

behavior was observed in function of the sieving/grinding pretreatment. As concern flammability 

tests, samples seemed not to be sensitive to electric arc ignition (a value of MIE could not be 

measured) while coarser samples demonstrated higher ignition sensitivity to hot environment sources 

(MIT furnace) than finer ones. On the opposite, explosion violence parameters were enhanced by 

decreasing the particles size (KSt), while peak pressures were significantly influenced by the heat of 

combustion and the moisture content. Finally, a new test was developed to quantify the propensity of 

the raw material to produce fines by abrasion. The properties of the fines produced were measured as 

well.  

Keywords: dust explosions, olive pomace, moisture effect, particle size distribution effect, milling, 

grinding    

1. Introduction 

The Mediterranean Sea area is responsible for the production of about 98% of the olive oil worldwide 

produced, which counts 900 million of olive trees occupying 10 million of hectares, as reported by 

Barbanera et al. (2016). From each 100 kg of olive it is possible to produce about 60 kg of olive oil, 

which makes its production an important economic, cultural and political resource for the countries 

which look out on the Mediterranean Sea, as well as, unfortunately, 40 kg of waste, which needs to 

be treated or recovered. Current extraction technology passed from the traditional pressing to a 

continuous centrifugation process, which could be realized in two or three phase flow. A wet solid 

phase is obtained as waste, with a moisture content of about 55-70%, which could be reduced 
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afterwards with a drying phase, and a little fraction of oil, which is recovered with solvent extraction. 

The resulting solid residue, made predominantly of olive skin, pit and pulp, is called olive pomace or 

olive mill waste (as in Christoforou & Folkaides, 2016). According to today’s need of an ecological 
transition, this waste may be introduced in a circular-economy-based supply chain. Energetic 

characteristics, combustion behavior and densification properties made these biomass feedstock 

usable to generate energy through different processes (Eliche-Quesada & Costa, 2016, Yucel, 2011 

and Akar et al. 2009): olive pomace could be feed to thermochemical processing (combustion, 

pyrolysis, gasification) or biochemical processing (Christoforou & Folkaides, 2016). The first, 

implying high temperatures ambiances, do present several hazardous situations involving olive 

pomace handling and conveying, silos storing, gasification and pyrolysis in reactors or undesirable 

deposits in milling and/or grounding systems. In order to respond to a lack of information concerning 

the safety of these operations, this work aims to conceive a physical-chemical characterization 

method for olive pomace, as well as a risk assessment analysis, focused on its explosibility and 

flammability as a dust and on the comprehension of its behavior in the above-mentioned possible 

situations. 

2. Experiments 

This work was carried out with the same olive pomace sample but in two different laboratories, in 

order to enlighten eventual differences concerning the equipment, the methods and the standards. The 

laboratories were the Dust Explosion and Process Safety Laboratory at Dalhousie University (Halifax, 

Canada) and the dust Explosion Laboratory of the Applied Science and Technology Department of 

Polytechnic of Turin (Turin, Italy). From here on, they will be referred as Lab 1 and Lab 2, 

respectively.   

2.1 Characterization analysis 

The olive pomace sample came from a Spanish olive mill that uses a 2-phase extraction method (as 

depicted in Figure 1), with a final pelletizing step. Different milling techniques and tools were used 

in the two laboratories involved in this work, as to obtain information in a quite wide range of PSD 

(coarse, intermediate and fine particles). For samples A, B, C and D a complete conditioning process 

was performed, leaving the samples with a residual moisture content between 1.1 and 0.6% in weight, 

whereas samples from Lab 2 were not conditioned and were tested as received. Moisture content of 

these samples was between 5 and 7% in weight. This differentiation was thought to compare the 

explosivity behaviour of the samples and investigate moisture effect. These characteristics are 

synthetized in Table 1, while the appearance of the samples is shown in Fig. 2.  

Different sieves were used to obtain fractions, according to ASTM mesh numbers, Particle size 

distribution was measured through granulometric diffraction with a laser granulometer, coupled with 

a dry dispersion system.  

The SEM was used to describe the particle shape and the eventual presence of peculiar structures or 

agglomerates. The coating was made using a Low Vacuum Coater Leica EM ACE200 (current 

intensity of 20 mA, exposition time of 260 s, pressure of 0.04-0.08 bar). At the end, particles were 

coated with a 20 nm gold-palladium layer. The SEM investigation was carried out with a Hitachi 

S4700 Field Emission Scanning Electron Microscope, using a potential of 10 kV.  

The thermal behavior of the samples was determined through a thermo-gravimetric analysis (TGA). 

Having the results from both the under-air and under-nitrogen test, it is possible to determine the 

moisture content (MC), the volatile matter (VM), the fixed carbon (FC) and the ash content of the 

sample. Both VM and FC influence the combustion behavior and can be used as indicator of the 

biomass reactivity. In fact, high VM and low FC means higher reactivity of the biomass (Garcia et 

al., 2013). 

The analysis was performed in a Q600 SDT (Simultaneous Differential Technique), with a heating 

rate of 10°C/min, a final temperature of 1000°C, under air and argon atmosphere.    
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Table 1: Characterization of the different samples tested for this work.  

  Lab 1  Lab 2  

Particle size distribution   

(fraction, range in μm)  

D : < 45  IV : < 75  

C : 75 - 45  III : < 250  

B : 212 - 75  II : 500 - 250  

A : 425 - 212  I : 1000 - 500  

Conditioning  24 hours @ 110°C  NO  

Milling/Grinding method  Hammer mill  Knife mill  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Two-phase continuous centrifugation process to extract oil from olives.  

 

 

Fig. 2. Appearance of the olive pomace sample: as it were (to the right) and compared to the 

sieving outcomes (to the left).  

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

802



 

Through a solid-state NMR it is possible to obtain information about the sample’s chemical 
composition. In this case, since the material has a ligneous-cellulosic matrix, the main goal is to 

estimate its chemical composition in terms of lignin, cellulose and hemicellulose contents. 

Carbohydrates, aromatics, carboxylic and aliphatic species classes were adopted to identify cellulose, 

hemicellulose and lignin, respectively. Each of them has a specific maximum peak which can be used 

for the characterization: carboxyl groups have maxima around 173 ppm (integral range 191 - 164 

ppm); aromatic groups (integral range 164 - 112 ppm) have maxima around 154 ppm (aromatic 

containing oxygen atoms), 144 ppm (aromatics bonded each other), 129-116 ppm (aliphatic-

substituted or non-substituted aromatics); carbohydrates have maxima typically around 104 ppm, 72 

ppm, 64 ppm, 56 ppm (integral range 112 - 45 ppm); aliphatic (CHn where n=1-3) have not specific 

maxima (integral range 45 - 3 ppm) (Cory & Ritchey, 1988, Harris et al., 2001) Hence, 1H and 13C 

were chosen as nuclei. This analysis was carried out in a Bruker Avance DSX NMR spectrometer 

with a 9.4 T magnet (Larmor frequencies: 400.24 MHz for 1H, 100.64 MHz for 13C) using a probe 

head for rotors of 4 mm diameter.   

Calorific value allows to know the amount of thermal energy released by tested sample complete 

combustion and thus the maximal thermal energy potentially available for an explosive-like behavior. 

The analysis was made with a Parr oxygen calorimetric bomb. 

2.2 Explosibility and flammability parameters 

Explosibility parameters were measured on all the samples A to D and I to IV separately. Methods 

and results are described hereafter.  

2.2.1 Minimum Ignition Energy 

The apparatus used to determine the MIE was a MIKE 3, equipped with a 1,2 L glass tube as explosion 

vessel and generally following the ASTM E2019-03 standard procedure. The dispersion occurs with 

a 7 bar pressurized air pulse. The analysis was carried out (according to the ASTM E2019-03 standard 

procedure) with different amounts of dust (900, 1200, 1500, 1800, 2400 and 3000 mg), different delay 

time (90, 120 and 150 ms) and with inductance (1 mH) for each sample. The spark energy ranged 

between 1 and 1000 mJ.   

2.2.2 Minimum Ignition Temperature, in cloud 

As for samples A, B, C and D the MIT measurement was made with a 0.35 L BAM Oven generally 

following the ASTM E1419-06 standard procedure. A test was considered positive if the ignition 

occurs within 5 seconds from the dust injection. MIT of samples analyzed in Lab 2 were obtained 

with a Godbert-Greenwald Furnace, according to ISO 80079-20-2:2016.  

2.2.3 Minimum Ignition Temperature, in layer 

Sample III was also subjected to a layer ignition tests; Chilworth Hot-plate apparatus was used for 

this purpose and the procedure followed the ISO 80079-20-2:2016. The layer height was 5 mm.  

2.2.4 Minimum Explosible Concentration 

To determine the MEC, a Siwek 20L spherical vessel was used with a butterfly-shaped rebound 

nozzle. Lab 1 made the measurements following ASTM E1515-07 standard procedure, using one 2.5 

kJ chemical igniter as ignition source. Lab 2 measured MEC in a 20 L sphere according to UNI EN 

14034-3:2011, using two 1 kJ chemical igniters.  

2.2.5 Explosion parameters 

KSt and Pmax are the explosion parameters which were determined. The measurements were 

undertaken by Lab 1 generally following ASTM E1226-12a standard procedure. The software that 

was used for the measurements was the KSEP 6.0. Similarly, in Lab 2 explosion parameters were 

measured by means of the same apparatus, according to UNI EN 14034-1 and 2.   

 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

803



 

3. Results and discussion 

3.1 Characterization analysis 

Sample granulometric distributions are shown in Fig. 3. They are all unimodal, except for sample C, 

which shows a little (and negligible) mode centred in 18.5 μm. Furthermore, there are no isolated 
groups of coarse particles (as it happens in a bimodal distribution with one of the mode-values in the 

coarse particles range), which may act like a heat sink during the explosion (Saeed et al., 2018).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Particle size distribution (d10, d50 and d90) for the samples tested.  

The proximate analysis (Table 3) was obtained by TG analysis. The samples had different behavior 

when slowly heated up. The pellets showed some irregularity compared to the others, it was still 

possible to identify three characteristic peaks: the first wide one is associated to water loss (A, B, C, 

D do not show such a peak because they passed through an air-oven-drying step before); the second 

one, between about 180 and 370°C is associated to some thermal degradation reaction; the third one, 

between 370 and 520°C, is associated to the oxidation of the char (Xie et al., 2018a, Guizani et al., 

2016, Di Blasi, 2008, Xie et al., 2018b, Vecchio et al., 2009). The peak associated to the hemicellulose 

and cellulose degradation reactions are rather narrow and centered respectively around 250 and 

290°C, while the lignin one is wider, centered around 350-400°C and covering the range 200-450°C. 

The samples showed a slightly different behavior in the char combustion step, where sample D (the 

finest one) stands out with its sharp peak. Furthermore, the peak temperature seems to follow a 

decreasing trend as the particle size increases. The results from the TG analysis were used to 

determine the proximate analysis, whose results are reported in Table 3, together with the moisture 

content and the calorific value. The samples presented different volatile matter to fixed carbon ratio 

(VM/FC) when heated up: sample B showed the highest value, samples C and D similar values, while 

sample A showed the lowest one.  

The different thermal behavior did not come from a difference in the chemical composition. In fact, 

the signals resulting from the solid-state NMR are in almost the same for all samples, with some 

relatively important changes only for the pelletized sample. 

The SEM investigation was useful to understand how the particles are shaped and whether it was 

possible to identify some characteristic structures, related to olive pit, skin, pulp or kernel, which 

could possibly explain any difference observed in the flammability tests of the samples. Pictures are 

shown in Fig. 4. 
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Table 2 : Proximate analysis results. VM, FC and HHV were calculated on a dry-ash-free basis, ash 

content was calculated on a dry-basis. a Calculated from the TG analysis. b From Miranda et al., 

2008.  

Sample 

Moisture  

(before drying) 

%wt 

Moisture  

(after drying) 

%wt 

Volatile 

Matter 

%wt 

Fixed 

Carbon 

%wt 

VM/FC 
Ash 

%wt 

HHV 

MJ/kg 

Pellets 6.1 - 72.8 11.7 6.2 15.5 23.7 

A 5.4 0.6 66.0 25.5 2.3 8.5 22.9 

B 5.0 1.0 79.3 6.7 11.8 14.0 24.4 

C 6.4 1.0 76.0 13.3 5.7 10.7 23.7 

D 6.0 1.1 74.5 17.1 4.4 8.3 22.6 

Olive pit 9.0 - 10 - 80.9 18.5 4.3 0.6 20.7 

Olive pulp 6.0 - 6.5 - 79.1 15.3 5.2 5.6 24.4 

Residual olive cake 5.5 - 6.0 - 77.8 17.9 4.3 4.3 23.3 

 

Samples A and B showed a variety of particle shapes, more than the other two, but also particles with 

smoother surface, while the two finest samples seemed to have more jagged surfaces. Main structures 

identified are indicated here as: broken pills, wrap, blunt particles, cylinders, smooth particles and 

agglomerates. Broken pills are present in coarser samples (A, B) and present a honeycomb-like 

morphology, which could be attributed to olive cells in the endocarp, as in Marsilio et al. (2000). 

Wrap structures are quite irregular and appear only for sample A; they could be associated to olive 

skin, epicarp (see Lanza et al. (2015)). Blunt particles are present in all samples, as they likely 

constitute the softer fraction, the olive pulp, or mesocarp (Lammi et al., 2018). Cylinders are very 

different from any other particle shapes and could be part of some olive tree inflorescences or 

fractionated tranches (wooden, and so fragile material). Flat particles could be found in all samples, 

except A, and they seem to come from the inner layer of olive endocarp, as in Marinova et al., 2011. 

Smooth particles (C and D samples) are derived from the crushing of olive endocarp layer, the most 

resistant part. Agglomerates are made by finer particles which stick together, the majority could be 

found in finer fractions, C and D. 

3.1 Explosibility and flammability 

Explosibility and flammability analysis results are shown in Table 4.  

As regards the MIE test, it was found that the olive pomace dusts were not sensitive to be ignited by 

an electrical spark with energy lower than 1 J.   

The explosion parameters and the MEC values showed how the explosibility of olive pomace dust is 

likely related to the chemical composition (affecting the energetic content) and the particle size 

distribution (affecting the flame propagation rate). This dependence is shown in Fig. 5 and in Fig. 6. 

As expected, the (dP/dt)max (and also KSt) followed an increasing trend as the particle size 

decreased, while Pmax showed a maximum for sample B, which had the maximum HHV and the 

maximum VM/FC ratio (respectively, higher energetic content and higher volatile matter over fixed 

matter). As the particle size decreases, in fact, the surface area increases and in turn also the reaction 

rate does and consequently the KSt, as well-known from literature (as reference Cashdollar, 2000), 

and specifically for biomass dust, as in Semenova et al (2006) with pine bark dust, Huescar Medina 

et al. (2015). Finest samples, thus, needed also a lower concentration to ignite, while the coarsest 

samples registered higher MEC values. Conclusively, (dP/dt)max, KSt and MEC were mainly 

influenced by the particle size, while Pmax was mainly influenced by energetic content and chemical 

reactivity (VM/FC). The moisture content has had an important role in determining the explosion  
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Fig. 4.  SEM images of the four samples: sample A (upper-left); sample B (upper-right); sample C 

(lower-left); sample D (lower-right). The images were chosen in order to be as much representative 

as possible  

parameters of olive pomace dust as can be seen comparing the results obtained from samples II and 

II, which did not undergo conditioning. 

Higher moisture content in the samples led to a rather important decreasing of Pmax, mainly 

influenced by the energetic content of the dust (a 20% decrease of HHV is observed), whereas the 

slight differences in KSt are mainly due to the different particle size distribution.   

MIT values showed the two finest samples were more thermally stable than the coarsest two, thus 

needing a higher temperature to reach the ignition point. It was noticed using the BAM oven, that for 

temperatures above 510°C the two coarsest samples showed an instantaneous ignition, while as the 

temperature was around 500°C, the flame coming out the metal flap was weaker and slower (result 

of the ignition of the off-gases). As regards of the two finest samples, the flame was never as 

instantaneous as in the case of the two others, but it was probably due to the ignition of the off-gases 

released by the settled dust and the excess of particulate matter. This analysis confirmed the 

hypothesis of low thermal reactivity of the two finest samples, as well as the higher thermal reactivity 

of the other two. Sample B registered the lowest MIT, as similarly high Pmax was obtained, attesting 

a dependence of the two values on specific characteristics of this sample, different from PSD (i.e. 

chemical and physical of singular particles, as reported in the conclusions). Although the fractions 

analyzed were not the same the lowest MIT value was the one relative to sample III, quite close to 

size range of sample B. A similar trend was observed in the MIT evolution with particle size for the 

two Labs, as in Fig. 7, where for both a minimum was registered (samples III, B). MIT of non-

conditioned samples were higher than conditioned ones (so directly correlated to higher moisture 

content), while the difference could be also explained by the adoption of the two different measuring 

devices, since the BAM furnace gives slightly higher temperatures than the GG furnace (Echkoff, 

2003). In the GG furnace, the combustion chamber containing the hot surface is vertical: this allows 

to eliminate the effect of the off-gases, which can ignite instead of the dust. An ignition in the GG 

furnace is, then, only attributable to the ignition of the dust cloud. 
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Fig. 5. Influence of particle size (tenth percentile, d10) on the maximum explosion concentration 

(MEC) and on the KSt, for samples A to D.  

 

 

Fig. 6. Influence of calorific value (left) and VF/MC (right) on the maximum explosion pressure, 

Pmax. determined in the Lab 1 and 2 

 

Table 3: Results from the MIE, MIT, MEC and explosion parameters study. The MIE apparatus 

highest spark energy which could be studied was 1000 mJ; thus a negative test obtained at 1000 mJ 

means the MIE is higher; ND stands for not determined values.  

Sample A B C D I II III IV 

MIE, mJ >1000 >1000 >1000 >1000 ND ND ND ND 

MIT, °C 500 480 540 550 740 660 490 590 

Pmax, bar(g) 7.3 8.4 7.8 7.6 ND 5.9 6.8 ND 

(dP/dt)max, bar/s 84 166 258 255 ND 78.8 182.1 ND 

KSt, bar/m/s 23 45 70 69 ND 21 49 ND 

MEC, g/m3 140 110 100 90 ND >1250 200 ND 
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3.2 Influence of grinding and sieving  

The samples behaved differently from each other, even though they only went through a grinding-

sieving step. Olive pomace is constituted by particles coming from the olive tissues: exocarp (skin), 

mesocarp (pulp), endocarp (pit) and kernel. Each of them has different mechanical resistances and 

thus they might show different behavior to a grinding treatment. As a result, particles coming from 

the softer parts of the olive (pulp and skin) will be more easily ground than the harder part (pit and 

kernel, mainly). Then, with a further sieving step, these two types of particles are separated from each 

other, generating two fractions with different mechanical, physical and chemical behavior. In fact, 

Lammi et al (2018) performed a dry fractionation by following a flowchart-procedure based only on 

mechanical processes, to obtain stone-rich and pulp-rich fractions from olive pomace, using various 

types of mill (knife, impact and ball mills) and a sieving system. Then, it is possible to assume that 

the grinding and sieving step of olive pomace led to A, B, C and D powders with potentially different 

physical and chemical behaviors. Beside this, the differentiation in the milling tool used in the two 

labs is likely to affect the particle shape and size, since knife mill used to obtain samples I to IV do 

apply a shear stress, while hammer mill (samples A to D) impact differently on the pellets.  

3.3 Role of the chemical composition  

A chemical composition variation among the different samples is not straightforward observable. The 

solid-state NMR did not enlighten any important differences in terms of aromatics, carbohydrates, 

carboxyl-group or aliphatic compounds. The main cause of these different explosivity behaviors 

among the samples may be a change in the specific areas associated to different particles. It is well 

known that as the particle size decreases, the surface specific area of particles increases, so that the 

overall reactivity of the sample increases. However, if the sample is made of particles with different 

mechanical-resilience (as in the case of olive pomace) and the grinding-sieving step has been proved 

to be influencing the sample behavior, then it is possible to assume that each particle comes from a 

different tissue of the olive, which has peculiar characteristics, such as specific area, porosity and heat 

transfer coefficient. Even though the overall composition did not change so much, certain 

characteristics may have changed from particle to particle, leading to some different thermal 

behaviors. This could be the key to explain the observed differences in the samples’ thermal behavior.  
3.4 Fine particles generation: cause and effects  

As to understand the magnitude of fines generation by abrasion with respect to material manipulation 

and handling, a simple test was developed in Lab 2. Pelletized olive pomace was put inside of a 

cylindrical box and then left for 48 hours on a rolling mixer device (those typically used for powder 

mixing in laboratories). This device was thought to recreate the actual stresses to which a 

Fig. 7. MIT trend for the samples: Lab 1 (left) and Lab 2 (right). 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

808



 

granulated/pelletized biomass, as olive pomace waste, is subjected when conveyed to storage or to 

furnace in biomass plants.  

The sample was sieved under 250 μm and the explosibility parameters of the fines measured. This 

sample is defined as “Sample V” in the followings. As depicted in Fig. 8 (to the right), the fines 

generated by milling contains a greater fraction of fine particles (<100 um about 25% against 7%). 

Sample V has been tested for its explosibility and it revealed to be, as expected, less hazardous than  

sample III (see Fig. 8, to the left), with a KSt lower by about 40%, while its explosion is slightly more 

severe with respect to that of Sample II. As Pmax is considered, a decrease of about 16% is observed 

between milling and rolling sample, while same values are measured between rolling sample and 

sample II. 

These results underline the degree of uncertainties in term of explosible parameters values, when 

different sampling procedure or material preparation to test are chosen. Sample III seems to be a 

conservative choice as reference for pomace dust, while actually sample V does represent better the 

manipulation effect on this material, in its processing plant. A clear view of the issue must consider 

all those factors, if a reliable risk assessment is required and where a detailed approach is needed to 

go beyond mere KSt and Pmax measurements.  

 

 

Fig. 8. To the left, PSD curve for Sample III (milling) and V (rolling). To the right, the influence of 

the milling/rolling procedure to generate fine particles on the KSt values. 

4. Conclusions 

The hazard related to the handling of olive pomace and potential formation of olive pomace dust has 

been estimated studying its explosibility and its flammability when dispersed in air, forming dust 

clouds. Particle size did not have the major and absolute role in determining the explosion 

characteristics of the samples (Pmax and KSt), but it seemed to be co-ruling over it with the 

heterogeneous nature of the sample itself. It seems the grinding-sieving step had a deep influence on 

the behavior of the samples, in terms of thermal behavior, explosibility and flammability. 

Nonetheless, particle size was the most influencing factor on the MEC. Olive pomace dust clouds 

showed to be rather sensitive to be ignited by hot surfaces, causing fire classifiable as flashfire. These 

results were quite in line with the VM/FC values, which allowed to estimate the thermal reactivity of 

the samples. Actually, some other factor did contribute to give the MIT rise for finer samples (as 

occurred in both Labs test, see Fig. 7), such as chemical or physical differentiation of the material, as 

explained before. Samples did not show sensitivity to be ignited by an electric spark with an 

associated energy of 1000 mJ. Moreover, a 5%wt difference in the moisture content may potentially 

lead to a 20% reduction of the Pmax, though leaving the KSt almost unaltered.  
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This work would need to be filled with further information, in order to have an overall comprehension 

of which factors are significant in olive pomace dust risk analysis and which ones are not. PSD, 

chemical nature, morphology and moisture content will be relevant factors to investigate further, by 

testing samples with a broader range of these parameters. Furthermore, a dry fractionation of olive 

pomace to obtain a pulp- and a pit-rich fraction might illuminate on the different behavior of the two 

main tissues of olives and thus on the olive pomace dust behavior during explosion and fire, and 

coherently give targeted indications on the explosion risk level, according to the waste fraction 

processed in different operations or the different oil extraction method, generating the pomace.  
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Abstract 

This work aims to validate the pressure peaking phenomenon occurring in constant hydrogen releases, 
which is important for the safety of enclosures and human beings during accidental releases of ignited 
and unignited hydrogen. Rapid hydrogen discharge from a tank in confined spaces leads to high 
overpressures that can cause property damage. This pressure peaking phenomenon (PPP) is defined 
as an impermanent pressure rise in an enclosure with limited ventilation. PPP is a specific 
phenomenon for gases lighter than air, especially when a lighter gas is released at a relatively high 
mass flow rate into an enclosure filled with a denser gas with a relatively small vent area.   

The experiments were performed in a large-scale setup consisting of a steel-reinforced container with 
volume 14.9 m3 and a ventilation area sized from 0.0006 m2 to 0.0165 m2. The hydrogen was released 
through a 4 mm round nozzle with varying mass flow rates (�̇�), and the overpressure was measured 
within the enclosure. The aim was to choose parameters that result in a pressure lower than 10–20 
kPa, which is accepted as a safe overpressure limit. Experiments were controlled by a pulse generator 
(a central timing unit), and all data were stored on two oscilloscopes. The �̇� was measured during 
the experiments by a Coriolis-type mass flow meter, and a Kulite pressure transducer (XTM-190) 
was used to measure the overpressure inside the enclosure. Two different cases were investigated, 
one with unignited releases of hydrogen and the second with ignited releases. Hydrogen concentration 
sensors (XEN-5320) were installed on the enclosure walls to measure the hydrogen concentration and 
temperature change during unignited experiments. For ignited releases, thermocouples were used for 
temperature measurements. The experimental setup assured no air ingress into the enclosure, a 
constant ventilation area, and almost constant hydrogen inflow. All the experiments proved the 
phenomenon and the hazards of hydrogen releases in confined spaces. The maximum pressure occurs 
at the beginning of the hydrogen release. For unignited releases, the hydrogen concentration continues 
to increase after the pressure peak. This considerably increases the risk of ignition and thus explosion 
hazards as well as oxygen depletion leading to asphyxiation. The ignited releases result in much 
higher overpressures. In this case, the ventilation area had to be increased a minimum of 28 times to 
keep the pressure below the 10 kPa limit. 

Keywords: hydrogen safety, pressure peak phenomenon, hazards, passive ventilation, large-scale 

experiments. 

1. Introduction 

Hydrogen fuel vehicles are becoming a valuable and attractive zero-emission alternative. Two types 
of tanks are used for hydrogen storage: 350 bar and 700 bar, each with mandatory mounted pressure 
relief devices (PRD) (European Parliament, 2010). The PRD provides fast hydrogen release from the 
tank in the case of a car accident where high temperatures are present. The role of PRDs is to keep 
the tanks safe from explosion when exposed to fire for extended amounts of time (Sunderland, 2008). 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

813

mailto:Agnieszka.Lach@usn.no


 

The regulation codes and standards (RCS) do not specify safety orifice diameters for PRDs. The 
orifice presently used has diameter of 5.08 mm, which results in high mass flow rates (Brennan et al., 
2019). 

The hydrogen releases from a thermally activated pressure release device (TPRD) with the mentioned 
diameter will likely be acceptable in open-air scenarios. Nevertheless, the rapid discharge of hydrogen 
in confined spaces presents additional hazards and must be considered by automobile manufacturers 
and regulated by the RCS. 

The pressure peaking phenomenon occurs for both ignited and unignited releases. Nevertheless, the 
overpressure reaches different ranges (ignited releases result in much higher overpressures due to the 
combustion process), and the two cases must be investigated separately. The environmental 
conditions have an influence on the results; thus, it is worth noting that the unignited release 
experiments in this work were performed in the summer and the ignited release experiments in the 
autumn. 

The consequences of indoor hydrogen releases differ significantly from outdoor releases and can 
affect people, structures, and the environment. Many European research projects have focused on 
those consequences by investigating hydrogen energy systems and related safety issues. Releases in 
an enclosure with insufficient ventilation can result in the formation of explosive clouds 
(Papanikolaou et al., 2010). The final report of one of the projects (HyIndoor; Fuster et al., 2017) 
presented existing knowledge gaps including ventilation solutions. Leakage from the hydrogen fuel 
tank inside a small enclosure was studied by Gupta et al. (2009) with non-catastrophic conditions. 
The relationship between the hydrogen discharge ratio and the enclosure ventilation is a crucial 
parameter to avoid or significantly reduce the risk of the enclosure’s collapse. For the safety 
development of hydrogen applications, those knowledge gaps need to be closed. Consequently, an 
engineering tool must be developed and distributed among hydrogen safety engineers. 

The high mass flow rates of hydrogen releases in confined spaces result in high overpressures. This 
may create hazards and cause property damage and injury. The rising pressure is called the pressure 
peaking phenomenon (PPP) and can be defined as “a transient process of pressure change in vented 
enclosure with a characteristic peak exceeding the steady-state pressure” (Makarov et al., 2018). PPP 
occurs when introducing a gas with lower density into an enclosure filled with a heavier gas (e.g., 
hydrogen into air). The phenomenon is pronounced for hydrogen and occurs when the released 
hydrogen mass flow rate is relatively high and the vent area is relatively small (Makarov et al., 2018). 
Under those conditions, the molar flow at the vent will consist of a mixture of the gases inside the 
enclosure. The inflow will only be hydrogen. At the beginning of the hydrogen release, the flow rate 
at the nozzle is higher than that at the vent area. This will lead to molar accumulation and hence 
increased pressure inside the enclosure. The overpressure will grow until the molar flows at both 
openings become equal. Then pressure peak will be reached and the molar flow at the vent area starts 
to increase, hence the pressure will decrease.  

A previous study (Hussein et al., 2018) affirmed that the vent size and hydrogen mass flow rates are 
major parameters that determine the overpressure in an enclosure. Brennan and Molkov (2018) 
investigated hydrogen releases with constant and blowdown mass flow rates. The results of their work 
showed hazards with the TPRD diameters used presently. Their study provided a model that was used 
to prepare the experiments described in this work. Their study presented a relationship between TPRD 
diameter, overpressures, concentration, and vent area. Larger orifice diameters result in higher 
overpressures. Increasing the vent area decreases the maximum overpressure but increases the 
hydrogen concentration inside the enclosure, hence creating a higher hydrogen concentration at the 
maximum overpressure. A high level of hydrogen concentration creates hazards of asphyxiation and 
ignition. The hydrogen tanks designed for cars that are currently in use are type 4 (Stephenson, 2005), 
with the limitation of being exposed to high temperatures. The exposure time increases with 
decreasing PRD diameter, which must be taken under consideration. The PPP validation study was 
made for the first time by Makarov et al. (2018). Their study developed a model for ignited releases 
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from the TPRD and revealed the risk of much higher overpressures compared to unignited releases. 
The model consists of the volumetric mass balance of introduced, generated, and combusted gases 
under the perfect mix assumption based on a stoichiometric evaluation. The adiabatic temperature 
was included in calculations for the temperature change inside the enclosure. The results from 
laboratory-scale experiments presented the possibility of a new hazard for garage-like enclosures, as 
they showed that, in few seconds during ignited hydrogen releases, the enclosure will be destroyed 
by the overpressure. This issue must be addressed in order to avoid too high pressures from hydrogen 
releases in confined spaces.  

The following study considers hydrogen releases in a confined space with a limited ventilation area. 
Residential garages and underground parking are the main focus. In Norway, passenger ferries and 
ships play a significant role in transport traffic, and their use of hydrogen systems and fuel cells 
provide a promising alternative that reduces greenhouse gas emissions. A risk assessment of a 
hydrogen-fueled high-speed ferry (Aarskog et al., 2020) showed the need for adjustments to keep 
risks within acceptable limits. The PPP is relevant for maritime applications as well as any confined 
space where hydrogen releases may occur. Specifically, proper ventilation systems must be 
investigated as a part of a risk evaluation. The investigation of hazards from unignited and ignited 
hydrogen releases at the mentioned conditions is part of the pre-normative research for the safety of 
hydrogen fuel vehicles and transport through tunnels and similar confined spaces (HyTunnel-CS, 
project founded by HFC, Horizon2020).   

2. Experiments 

The experiments were performed in a steel-reinforced container of volume 14.9 m3, shown in Fig. 1. 
The steel-reinforced container has five vents with 80 mm diameter in total, each located at the front 
and back wall. Four of them are in the lower corners, and the fifth is located in the middle of the front 
wall (Fig. 1) to the inside of the chamber floor. The fifth vent was used for the hydrogen inlet from a 
crate of 12x50 l bottles at 200 bar. For the case of ignited releases, a propane pipe was used as an 
ignition system, described in Section 2.2. 

 

Fig. 1. The steel-reinforced container of volume 14.9 m3. (A) Air inlet, (B) hydrogen inlet, (C) ventilation area. 

A valve at the bottle crate was used to control the hydrogen pressure. A stainless steel pipe with ID 4 
mm connected the bottle crate with the mass flow meter. From the mass flow meter, the pipe was 
connected to a ball valve before it was connected to the 4 mm release nozzle. The nozzle was placed 
in the center of the steel-reinforced container’s floor to vertically discharge hydrogen inside the 
chamber. An oscilloscope (Sigma; Fig. 3 and Fig. 5) was used to record the hydrogen mass flow data 
obtained from the Coriolis-type mass flow meter. The mass flow rates of hydrogen discharge were 
narrow due to the maximum operating pressure of the mass flow meter (110 bar) and a continuously 
reducing hydrogen pressure in the bottle stack. The explosion chamber was equipped with a pressure 
transducer, thermocouples (ignited), and hydrogen sensors (unignited). To measure the overpressure, 

1. 2. 

3. 
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the Kulite pressure transducers XTM-190-10A (unignited)  and -50A (ignited) were used, mounted 
1.5 m above the floor in the middle of the back-plate (P1 in Fig. 1). The overpressure was logged at 
25 kHz, which gave a measurement precision of 𝜎 = 0.07 𝑘𝑃𝑎. The accuracy was calibrated with a 
Fluke pressure calibrator. The pressure transducer was connected to an oscilloscope (HBM Gen3i) 
with a transient recording. A pulse generator was used to control all instrumentation. It was 
programmed to send the trigger at the same time to both oscilloscopes and the hydrogen release valve. 
An air fan (Fig. 1, A) was activated after the release of hydrogen was closed. This was done to dilute 
the hydrogen inside the enclosure after unignited releases and to flush out the hot air after ignited 
releases. 

2.1 Unignited experiments 

For unignited releases, only one vent was used for ventilation (V1 in Fig. 1), located 15 cm above the 
floor. To place the ventilation outlet 20 cm from the ceiling, a 75 mm diameter vertical PVC pipe was 
installed inside the steel-reinforced container. The cover with the diameter of the desired ventilation 
area was placed at the end of the PVC pipe (outside the explosion chamber) (Fig. 2).  

 

Fig. 2. The vent with variable area. 

Hydrogen concentration measurements were carried out continuously with two wireless XEN-3520 
concentration sensors, placed inside the steel-reinforced container during experiments. Due to 
technical problems for Experiments 6–11, a USB cable was used instead of the wireless connection 
(measurements at 3 Hz were stored by the laptop computer). One sensor was mounted in the middle 
of the front wall, 1.24 m above the floor. The second sensor was mounted in the middle of the back 
plate, 2.85 m above the floor (Fig. 3). 
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Fig. 3. Unignited setup: Simplified piping and instrumentation diagram (P&ID). 

The hydrogen concentration (after the hydrogen discharge was stopped) in the steel-reinforced 
container reached 13%–62% (depending on the experiment). To ensure the same initial conditions 
for each experiment, air from the fan was introduced to reduce the hydrogen concentration to less 
than 2% (without interfering with the applied sealing).  

2.2 Ignited experiments 

For the ignited releases, a propane pilot flame with a 10 kV spark ignition source controlled by a 
pulse generator (Fig. 4) was mounted on the hydrogen nozzle. The propane was supplied through a 
stainless steel pipe with ID 4 mm. The potential pressure increase due to the propane pilot flame was 
measured to be lower than the precision of the sensor. 

The ignited hydrogen releases were carried out without hydrogen concentration sensors. The 
temperature was measured continuously with four thermocouples (Type K Autek-TD20H-KP). 
Teflon cables were used between the thermocouples and amplifiers, and a PVC-insulated 
compensation cable was used between oscilloscope and amplifiers. Each thermocouple had a 20 mm 
compression fitting plug mounted in the chamber walls. Sensors were mounted 0.06 m from the wall 
to avoid boundary layers. They were mounted at heights 0.035 m, 1.24 m, 1.85 m, and 2.85 m. 

Fig. 4. The ignition pilot, located together with hydrogen nozzle. 
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Fig. 5. Ignited setup: A simplified piping and instrumentation diagram (P&ID). 

3. Results and discussion  

In this chapter, the experiments from unignited and ignited releases will be presented and analyzed.  

3.1 Unignited releases 

Table 1 lists the measured overpressures (pressure peaks) and maximum concentrations. The pressure 
peaking phenomenon was observed during all experiments. Due to the limitation of hydrogen 
discharge described in Section 2, observations of PPP required the implementation of small 
ventilation areas (Table 1, column 4). The ventilation area was assured constant by applied sealing. 
The initial pressure in the enclosure was equal to the ambient pressure. Due to technical issues with 
the XENsensors, no data were stored for Experiments 4 and 5. For Experiments 2 and 3, the 
temperature data used a format rounding to unity, resulting in large uncertainty. Therefore, the initial 
temperature for those experiments was assumed to be 293 K. The hydrogen concentration increased 
until the H2 discharge was stopped, resulting in maximum values at the end of the H2 inflow. 

Table 1. Results of measured maximum overpressures and hydrogen concentrations for Experiments 2–11. Vertically 

discharged unignited hydrogen through 4 mm nozzle. 

Setup Measured 

Exp. 
no. 

T0 in 
enclosure 

[K] 

H2 release 
time [s] 

Vent area 
[m2] 

Mass flow rate 
[g/s] 

Experimental 
overpressure [kPa] 

Experimental max H2 

conc. [%] 

2 293.00* 90 0.0012 1.90 0.42 13 

3 293.00* 120 0.0020 3.50 0.51 28 

4 293.00* 120 0.0020 9.05 2.86 - 

5 293.00* 120 0.0014 9.90 6.45 - 

6 296.00 120 0.0014 10.1 6.74 62 

7 292.34 180 0.0006 3.05 4.07 35 

8 291.94 180 0.0006 3.05 3.96 35 

9 293.12 200 0.0006 4.75 8.05 53 

10 289.71 200 0.0006 4.20 6.70 47 
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11 293.57 1000 0.0006 blowdown 7.00 34 
*Assumed values 

The last experiment was performed with a continuously decreasing mass flow rate (blowdown) from 
a maximum value of 4.85 g/s. The mass flow rate decreased due to the falling pressure inside the 
hydrogen bottles. This experiment had the longest duration of hydrogen inflow, but the hydrogen 
concentration data was only stored until 122 s (due to a technical issue). Nevertheless, H2 
concentration data were captured at the time of maximum pressure t(pmax) (Table 2). The H2 
concentration changes depended on the experimental conditions (�̇� and Av). From Table 2, it can be 
seen that the concentration at t(pmax) is higher with higher �̇� at the same Av. 

Table 2. Measured hydrogen concentration at max pressure. 

Exp. No. �̇� [g/s] 

Av  [m2] 

2 
1.90 

0.0012 

3 
3.50 

0.0020 

6 
10.10 

0.0014 

7 
3.05 

0.0006 

8 
3.05 

0.0006 

9 
4.75 

0.0006 

10 
4.20 

0.0006 

11 
4.85blowdown 

0.0006 

H2 % at pmax 

t(pmax)  [s] 

1.5% 
10 s 

0.2% 
10 s 

24.0% 
37 s 

15.4% 
80 s 

16.0% 
77 s 

25.0% 
89 s 

22.0% 
89 s 

21.5 % 
64 s 

When �̇�𝑖𝑛 = �̇�𝑜𝑢𝑡, the maximum overpressure (pmax) is reached. Then, the molar flow at the vent 
( �̇�𝑜𝑢𝑡 = �̇�𝑜𝑢𝑡 𝑀⁄ 𝑒𝑛 ) continues to increase, as it is higher than the molar flow at the nozzle 

(�̇�𝑖𝑛 =  �̇�𝑖𝑛 𝑀𝐻2⁄ ). This leads to a decrease in the overpressure. The enclosure volume does not affect 

the time of maximum overpressure t(pmax) at a given ventilation area, but �̇�𝑖𝑛 does have an affect 
(Brennan and Molkov, 2018). As an obvious outcome based on a model description (Lach, 2019), 
with the same ventilation area and constant enclosure volume, pmax will be higher for higher �̇�𝑖𝑛. 
Higher �̇� increases the time needed to reach the maximum pressure (Fig. 6). This result can be used 
to estimate the evacuation time and also provides a design criterion for the TPRD diameter.  

 

Fig. 6. Experimental overpressures for different �̇� at the same ventilation area (𝐴𝑣 = 0.0006 𝑚2); pressure peak 

occurrence (rectangle). 

All the experiments showed that the maximum overpressure occurred before the hydrogen 
concentration reached its maximum (Fig. 7). Increasing the hydrogen concentration increases 
ignition risks and depletes the oxygen in the container, which is hazardous to human life.  
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Fig. 7. Hydrogen concentration for Experiment 10. Inflow duration is 200 s, �̇� is 4.2 g/s. 

As expected, the results showed that higher �̇�  results in higher pmax and a higher hydrogen 
concentration for the same ventilation area.  Experiment 9 had the highest pressure peak among the 
experiments with Av=0.0006 m2. It also had the highest hydrogen concentration at that point (Table 
2).  

3.2 Ignited releases 

Table 3 lists the results from 31 tests of ignited hydrogen releases in the same steel-reinforced 
container. The pressure peak phenomenon was successfully demonstrated for hydrogen jet fires. The 
tests were conducted with different and approximately constant mass flow rates and a combination 
of three possible vents. Each vent has an area of 0.0055 m2. Steel flanges were used to blind the vents 
to get the desired total ventilation area. The initial pressure in the enclosure was equal to ambient 
pressure. The temperature and pressure were measured continuously; Table 4 provides the maximum 
values for overpressures and underpressures and the maximum values for each thermocouple. The 
initial temperature is the volume-weighted average temperature, measured with thermocouples at the 
beginning of the experiment. For the first 10 experiments, the air fan was used to flush out hot air and 
water from the enclosure after the hydrogen jet flame was shut down. This was done prior to opening 
the door to the enclosure. Due to the observed underpressure after the H2 release was closed, the air 
fan was disconnected for the rest of the experiments. This was done to investigate the possible 
underpressures in the experiments. 

Table 3. Experimental results: 31 tests of H2 releases through a 4 mm nozzle with varying �̇� and ventilation area. One 

open vent = 0.0055 m2, two open vents = 0.0109 m2, three open vents = 0.0164 m2. 

Setup Measured 

Exp 
no. 

T0 in 
enclosure 

[K] 

H2 release 
time [s] 

Open 
vent 

Mass flow 
rate [g/s] 

Experimental 
overpressure 

[kPa] 

Experimental 
underpressure 

[kPa] 

Temperature [oC] 

T1 T2 T3 T4 

1 8 5.0* 1 1.45 4.8 -0.1 9 45 86 85 

2 9 10.0* 1 1.37 4.5 -0.3 14 81 128 125 

3 10 5.0* 1 3.38 16.7 -0.6 69 119 171 164 

4 12 10.0* 1 3.15 15.8 -2.8 141 175 251 225 

5 15 10.0* 2 3.14 5.3 -1.1 93 175 270 230 

6 15 10.0* 2 3.04 5.0 -1.1 86 176 258 223 

7 3 6.0* 2 7.90 22.0 -2.5 166 209 353 319 

8 4 6.0* 2 7.50 20.6 -2.3 142 207 348 287 

9 6 6.0* 3 8.37 13.9 -2.9 194 242 403 345 
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10 6 6.0* 3 8.35 13.7 -2.8 192 243 389 332 

11 7 7.5 3 8.63 14.7 -3.3 204 249 416 358 

12 9 6.0 3 8.90 15.1 -2.3 176 215 372 322 

13 8 6.0 3 11.72 21.7 -4.3 244 288 458 408 

14 4 6.0 3 11.37 21.1 -3.8 241 274 430 352 

15 4 6.0 3 4.00 4.3 -0.5 40 129 202 194 

16 4 6.0 3 4.07 4.5 -0.5 45 130 209 190 

17 5 6.0 2 11.52 33.3 -3.2 211 263 415 367 

18 5 6.0 2 11.47 33.0 -3.4 205 267 414 367 

19 5 6.0 1 8.62 48.1 -5.7 194 205 359 300 

20 5 7.5 1 8.50 46.5 -8.2 243 247 383 332 

21 7 6.0 2 8.52 23.7 -2.0 166 223 333 294 

22 7 6.0 2 2.60 4.1 -0.3 12 98 142 139 

23 6 15.0 2 2.36 3.5 -1.1 87 174 275 238 

24 7 25.0 3 2.38 1.8 -1.0 195 240 368 331 

25 5 25.0 3 3.87 4.1 -2.2 315 339 481 435 

26 9 20.0 3 6.70 10.1 -4.6 384 467 603 568 

27 8 10.0 3 6.65 9.9 -2.7 213 259 433 391 

28 9 10.0 2 6.56 16.8 -3.5 219 247 419 369 

29 8 20.0 2 6.55 16.7 -8.7 375 474 578 531 

30 10 10.0 1 6.65 35.9 -14.1 246 259 392 349 

31 9 20.0 1 6.56 35.3 -25.3 366 444 556 522 
* The air fan was used after hydrogen release (duration time). 
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The obtained overpressures show the dependency (with high sensitivity) of hydrogen mass flow rates 
and ventilation areas (Fig. 8), as was expected based on previous unignited experiments and other 
PPP studies. The model developed for ignited releases in enclosures (Makarov et al., 2018) simulated 

overpressures from a 700 bar tank through a 2 mm nozzle in the 1 m3 enclosure. The model showed 
that overpressures from ignited hydrogen releases of 107 g/s can be 100 kPa higher with only one 
brick difference and will destroy the enclosure in less than 10 s.  

The experiments from this study showed that, with a higher ventilation area, the overpressures reach 
lower values and the time of pressure peak (t(pmax)) occurs earlier (Fig. 8). The accepted safe 
overpressure in enclosures has a threshold of 10–20 kPa (Brennan and Molkov, 2018). During 
experiments with �̇�  not higher than 4 g/s, the safe overpressures were obtained with all three 
ventilation areas (𝑃𝑚𝑎𝑥 < 20 𝑘𝑃𝑎); see Fig. 8(A). The ventilation area with two and three open vents 
gives a pressure below the threshold (𝑃𝑚𝑎𝑥 < 10 𝑘𝑃𝑎). For �̇� = 8–9 g/s, only three open vents gave 
overpressures below 20 kPa; see Fig. 8(B). The ventilation area with one open vent showed 
overpressure over 45 kPa, double the threshold, and further experiments with only one open vent for �̇� ~11.5 g/s have not been performed. For �̇� ~11.5 g/s, the obtained overpressures were over 21 kPa, 
which is above the thresholds with both ventilation areas (two and three open vents). The pressure 
peak occurred about 2 to 6 seconds after the hydrogen releases (for unignited experiments, it was 75 
to 90 seconds).  

Fig. 8. Overpressures for (A) 3.1–3.9 g/s, (B) ~8.6 g/s, and (C) ~11.4 g/s �̇�s at three different ventilation areas, where 

one open vent = 0.0055 m2, two open vents = 0.0109 m2, and three open vents = 0.0164 m2. 
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For higher ventilation areas, the value of the pressure peak is lower but occurs faster (Fig. 8). This is 
opposite the results from the unignited experiments, where a higher �̇� resulted in a later time for the 
pressure peak.  

In the 14.9 m3 steel-reinforced container with a ventilation area of 0.0165 m2 (three open vents), the 
pressure peak occurs no later than 3 s for each value of tested �̇�. This means that the time of 
maximum pressure (t(pmax)) can be estimated based on ventilation area and enclosure volume 
(independent of �̇�). The pressure drop takes longer than its rise but is still relatively short. The fast 
pressure drop may cause enclosure collapse and is a danger to the enclosure, surroundings, and human 
lives. 

The comparison of overpressures with hydrogen releases from unignited (Experiment 8) and ignited 
releases (Experiment 4) are presented in Fig. 9. The hydrogen was released into the same enclosure 
volume with approximately the same �̇� but with different ventilation areas. The hydrogen jet fire 
resulted in four times higher overpressure than occurred from unignited releases with nine times 
larger ventilation area. 

 

Fig. 9. Pressure peak phenomenon for unignited and ignited releases with �̇�~3.1 g/s through a 4 mm nozzle. 

Hydrogen jet fires cause high overpressure due to the large amount of energy (from the chemical 
reaction) released in a very short time. Water vapor is the only combustion product. The energy of 
water formation has the highest influence on the temperature inside the enclosure, hence the 
overpressure. 

The temperature depends on the total amount of energy from combustion and heat loss in the 
enclosure (as well as the ventilation area): 

 The heat loss in the enclosure is the sum of the convective heat loss and the heat loss from vapor 
condensation at the walls/ceiling. The condensing water increases the heat transfer to the walls. 
The temperature of the walls is an important factor affecting the condensation rate (Jia et al., 2001) 
and, at the beginning, was assumed to be equal to the ambient temperature (~4oC for a Norwegian 
autumn). 

 The longer combustion occurred, the higher the maximum temperatures that were obtained (last 
six experiments). 

The pressure peak does not depend on the total amount of burnt hydrogen. It occurs at the beginning 
of the release of jet fires and drops to a value close to ambient pressure. While combustion continues, 
the temperatures increase inside the enclosure. After closing the hydrogen release (no jet fire), a rapid 
decline in the temperature was observed. As a consequence, an underpressure was measured inside 
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the enclosure. This depended on the total energy released during combustion (total amount of burnt 
hydrogen) and the change in density inside the enclosure as air from the outside flowed into the 
enclosure.  

The last six experiments investigated the relationship between overpressure and underpressure from 
the total time of combustion and ventilation area (for the same mass flow rates). The experiments 
showed that, for the same ventilation area, the pressure peak was the same, independent of the total 
time of hydrogen combustion (Fig. 10). The underpressure, on the other hand, showed a large 
dependency on the ventilation area, as also occurred for overpressures and the duration of hydrogen 
combustion. With a longer combustion duration, the absolute values of the underpressure increased.  

Fig. 10 presents the pressure data from the last six experiments. The red curves show the data from 
the experiments with one open vent, the black curves represent two open vents, and the blue curves 
are for three open vents. Dashed lines are the short combustion duration experiments (10 s), while the 
solid line indicates the longer combustion duration (20 s). If we investigate the difference between 
the overpressures, we see that there is no significant difference between the short and long combustion 
times. However, the combustion time influences the peak underpressure. In general, longer 
combustion duration results in a lower absolute pressure in the negative phase. 

The two experiments with three open vents show that the difference in underpressure was 1.9 kPa. 
For the two experiments with two open vents, the difference was 5.2 kPa, and with one open vent, it 
was 11.2 kPa. 

 

Fig. 10. Overpressures in the 14.9 m3 enclosure during hydrogen releases of 10 s and 20 s with three different ventilation 

areas at the same �̇�~6.6 g/s. One open vent = 0.0055 m2, two open vents = 0.0109 m2, three open vents = 0.0164 m2. 

Experiments 26–31. 

4. Conclusions 

The pressure peaking phenomenon was validated in large-scale experiments for two cases: ignited 
and unignited releases: 

 Ignited releases result in much higher overpressures, and a larger ventilation area has to be 
applied. 

 With increasing �̇�, the value of pressure peak is higher. For ignited releases, it occurs earlier. 
The opposite results are shown for the unignited experiments, where a higher �̇� resulted in a 
later occurrence for the pressure peak.  

 The heat loss is a significant factor and cannot be neglected when designing an engineering 
tool. 
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 Ignited releases result in underpressure after closing the hydrogen discharge, creating 
additional hazards to the enclosure, surroundings, and human lives.  

Further investigations into hydrogen releases (ignited and unignited) with a blowdown mass flow 
type from a 700-bar tank are scheduled for later this year (2020). The heat loss investigation and 
detailed modeling will be an integral focus of further studies. 
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Abstract 

Contact-opening discharges from electrical equipment in potentially explosive atmospheres typically 

generated at low voltages below 30 V and low currents between 30 mA and 100 mA are a relevant 

ignition source. The electrical characteristics of these discharges, which are dominated by metal 

vapor, have been presented in previous works (Uber et al. , 2019). However, the transition phase from 

a discharge to a thermochemical ignition has not yet been properly analyzed. This fact prevents a 

multiphysical model from being developed and evaluation criteria from being defined for the non-

ignition or ignition of a discharge. Here, the correlation between the electrical power of the discharge 

and the ignition is analyzed and determined with the aim of correcting this shortcoming. In these 

investigations, discharges are systematically generated by using a constant voltage source with an 

electronic current limitation circuit in order to maintain a constant current value throughout the entire 

experimental procedure. Depending on the electrical power input and its temporal and spatial 

distribution, the development of the discharge and its ignition is monitored and data for the ignition 

limit is determined. Initial estimations are made for the ignition limit with and without 

thermochemical ignition in accordance to the energy conservation law. 

Based on previous work and present results, an initial estimation is made here for an evaluation of 

the ignition energy. However, more detailed investigations are necessary in order to ensure statistical 

significance for the results presented here. 

Keywords: contact-opening discharges, ignition limit, thermochemical ignition, spark test apparatus, 

metal vapor discharge, intrinsic safety 

1. Introduction 

For the evaluation of contact discharges in electric circuits in the field of explosion protection, the 

so-called spark test apparatus described in IEC 60079-11 (2012) and the ignition limit characteristics 

defined in IEC 60079-11 (2012) are used. These curves are also based on the spark test apparatus. 

For a rough estimation of the ignitability of such discharges generated during contact-making 

operations, a simplified calculation model of the effective energy was developed by Johannsmeyer 

(1983). For contact-breaking operations, such a simple assessment method is not yet available. 

Calculations for contact-breaking operations, such as those presented by Zborowski & Cotugno 

(1974), have not yet provided useable results. Ignitable discharges from make-contact processes are 

also shorter than break discharges and last typically 2 µs. More comprehensive examinations exist 

for discharges near the ignition limit with significantly higher voltages and a fixed position of the 

electrodes with a gap of several millimeters (Bane, 2010; Essmann, 2018). These discharges are 

significantly shorter, being in the range of nanoseconds. Many other publications treat this subject 
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but disregard the thermochemical ignition. They often analyze the “electrical discharge” process in 

the field of electrical engineering. 

For ignitable high-voltage discharges with fixed electrode gaps, Eckhoff & Olsen (2010) described 

the elements of the energy flow as follows: losses in the circuit, losses of the discharge due to 

electromagnetic radiation, heat conduction into the electrodes, shock wave and expansion of the gas 

core and thermochemical ignition. In order to calculate the ignitability of discharges via slow 

contact opening processes using the energy balance, the process must also include the mechanical 

contact opening during the breaking operation and the energy transfer from the discharge into the 

gas mixture. The correlation between the mechanical contact opening and the discharge 

development was investigated in Uber (2019). An essential element in this process is the transition 

of the discharge energy into the volume required for the ignition and its influences (e.g. flow), as 

the quenching distance is much larger than the maximum discharge length. The quenching distance 

and critical radius for other conditions are described in various publications (Lewis & von Elbe, 

1987; Warnatz & Maas, 1993; Glassman & Yetter, 2008; Ballal & Lefebvre, 1977; Bradley & Lung, 

1987). According to Lintin & Wooding (1959), the ignition of the flammable gas occurs in a layer 

on the surface of the discharge that is reduced by the electrode’s surfaces during the contact opening 

process investigated here. 

For the experimental validation of the processes and correlations described, it must be specified 

that, for a discharge of the type examined here created by a slow contact opening a specific 

determination of each individual effect is not possible.  

2. Setup and Experiments  

In the experimental setup presented here, a tungsten wire with a diameter of 200 µm is used as an 

anode. The cathode consists of a rough, preconditioned cadmium block. The preconditioned surface 

was prepared by carrying out several thousand contact operations. The contact opening process that 

takes place during the breaking operation is shown in Fig. 1. 

 

Fig. 1. General schematic procedure of the processes and duration of a slow contact opening in the 

experimental contact apparatus 

In the first phase of the slow contact breaking operation, the tungsten wire slides over the moving 

cadmium surface (cathode). In this time interval, the cadmium block moves out of and into the image 

plane. During this phase, there is always an electrical contact between the tungsten wire and the 
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cadmium block. As the tungsten wire is moved away, pre-processes (small discharges, which are 

considered to influence the probability of ignition) take place at a very small electrode distance (phase 

2). As the wire slowly moves aside, the distance between the electrodes increases; after approx. 1 ms, 

a distance of approx. 150 µm is reached. When this point is reached, electrical discharges with typical 

lengths of approx. 150 µm are generated (phase 3). The discharge generates a temperature field with 

a hot gas core whose changes over time are influenced by the local conditions (geometry, flow, etc.) 

Uber (2019). 

According to Eckhoff & Olsen (2010), the discharge generates a shock wave and the gas core 

expands. This can result in a flame front (phase 4). A more precise estimation of the temperature field 

around the discharge, the expansion of the gas core and the influence of the electrodes are the 

objectives of the investigations presented here. 

3. Experiments 

An experimental contact device was specially designed for the investigation of the above-mentioned 

discharge processes. For the optical investigations, the experimental contact device was placed in an 

explosion chamber (12 liter volume) with windows made of quartz glass. The hydrogen-air mixture 

(φ (H2) = 21 %) fed into the explosion chamber was controlled by a mass flow controller. The contact 

device is connected to a constant current source with a voltage limitation in order to be able to carry 

out specific, systematic experiments with fixed parameters (see Uber, 2019). 

The schlieren photography was performed with a schlieren system following the experiments of 

Toepler with two lenses and a knife edge (Schardin, 1942). A far-field microscope (Questar QM1), 

an image intensifier (Hamamatsu C10880) and a high-speed camera (Photron Fastcam SA5) were 

used for the optical imaging. The images were taken at a frame rate of 10 000 fps as a compromise 

between the radiation intensity and the temporal resolution. The electrical values were recorded with 

an oscilloscope (Yokogawa type DL9040L) and corresponding probes. More detailed information 

regarding the experimental setup can be found in Uber (2019). 

4. Modelling approach 

By including the above-mentioned contact discharge characteristics and conditions, the following 

mathematical models for the ignitable discharges and their corresponding ignition criteria can be 

derived (See table 1 and 2). 

Table 1: Mathematical models used for the ignition of the hydrogen-air mixture (φ(H2) = 21 %) 

Equation Annotation Reference 𝑊𝑑𝑖𝑠 = ∫ (𝑉sup(t) − 𝑉los)t0 ⋅ 𝐼dis(t)dt   (01) 𝑃𝑑𝑖𝑠(𝑡) = (𝑉𝑠𝑢𝑝(𝑡) − 𝑉𝑙𝑜𝑠) ⋅ 𝐼𝑑𝑖𝑠(𝑡)     (02) 

 

Make discharges 

 𝑉𝑙𝑜𝑠 = 11 V 

Duration typ. approx. 2 µs 

Johannsmeyer 

(1983) 

𝑃𝑑𝑖𝑠 = (𝑉𝑠𝑢𝑝,𝑚𝑎𝑥−10 V)24𝑅  (03) �̅�𝑑𝑖𝑠,𝑚𝑎𝑥 > 350 mW for an ignition 

Resistive circuits 

 
Johannsmeyer 

et al. (2010) 
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Table 2: Ignition characteristics for a hydrogen-air mixture (φ(H2) = 21 %) 
Characteristics Reference 

Min. ignition energy (MIE) 17 µJ 

Autoignition temp. 560 °C 

Max. exp. safe gap (MESG) 290 µm (spark between flat plates) 

Brandes & Möller 

(2008) 

Min. ignition volume approx. 0.1 mm³ (r ≈  350 µm) 

Quenching distance (flame in a tube)  𝑑𝑝 = 0.65 ∙ 𝑑𝑧    𝑑𝑧 ≈ 450 µm    

Steen (2000) 

𝑀𝐼𝐸 = 0.07 𝑑𝑞 2
  𝑑𝑞 = √𝑀𝐼𝐸0,07 = √17 µJ0.07 = 490 µm  

Lewis & van Elbe 

(1987),  

Babrauskas, V. 

(2003). 

 𝑀𝑖𝑛. 𝑖𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 =  𝑐𝑝𝜌∆𝑇𝑎𝑑 (16 𝜋) 𝑑𝑞3
  

Ballal & Lefebvre 

(1977). 

Min. ignition energy 17 µJ with 0.5 mm electrode distance 

Min. ignition energy 38 µJ with 0.45 mm electrode distance 

Wähner et al. 

(2010) 

 

Equation 1, originally presented by Johannsmeyer (1983), refers to normally make contact discharges 

that occur in combination with capacitive circuits. Compared to contact break discharges, these are 

significantly shorter (typically with 1-2 µs discharge duration), occur at an electrode gap of approx. 

60 µm and have significantly higher current and power values. The resulting energy value 

corresponds to the minimum energy of 17 µJ obtained by Brandes & Möller (2008), with an ignition 

probability of 10-3 (see Table 2). 

Equation 3 in table 1 and the power value required for an ignition originally presented by 

Johannsmeyer et al (2010) are empirically determined for resistive circuits and were measured using 

the spark test apparatus.  

Table 2 shows relevant ignition criteria such as the minimum ignition energy and volumes required 

for successful ignition. Values for these parameters have already been mentioned but used fixed 

electrodes, high voltage and no contact break. Wähner et al. (2010) also mentioned a dependence of 

the energy required for the ignition on the electrode gap. There, the optimum electrode gap for an 

ignition is 500 µm, which is larger than the maximum experimental safe gap and smaller than the 

quenching diameter. 

For the estimation of the ignition limit for a contact break discharge, the above-mentioned 

relationships and criteria do not offer suitable results. Therefore, in the following sections, a selection 

of findings and the resulting conclusions necessary for an initial estimation of this specific situation 

are presented. 

The general characteristics of a discharge leading to an ignition are presented in Fig. 2. In order to 

achieve this discharge, a voltage limited constant current source with 60 mA and an adjustable voltage 

source generating a voltage on the order of 30 V were used.  The curves presented in Fig. 2 show the 

different discharge phases discussed in the previous chapter. A contact opening is created in which 

pre-processes are generated for approx. 240 µs (t1 to t2); here, the wire touches the micro-tips of the 

rough surface. A voltage of approx. 8 – 12 V can be measured in this phase because of the explosively 

collapsing micro-tips. Then, the wire is moved slowly from the surface (t2); after 1 ms, a distance of 

approx. 150 µm is reached (past t4) in order to allow better examinations. The distance-time 

characteristic of the tungsten wire is shown in Fig. 2 as well. 
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Fig. 2. Schematic sequence of the wire distance, electrical power supplied and flame front 

The electrical power supplied (green, t1 to t3) is calculated from the product of the constant current 

(60 mA) and the length-dependent voltage of this discharge form, according to the equation presented 

in Uber (2019).  

Also shown in this diagram is the curve of the radius of the temperature threshold (t4) of the flame 

front as a rough estimation. For the first estimation presented here, this was determined from schlieren 

photographs (Uber et al. ,2016) taken with a faster contact opening but in a comparable situation with 

adapted time steps. In the context of the scattering of measurement results, this is the first practical 

approach as an applicable estimation. The schlieren images are shown in Fig. 3. 

  

Fig. 3. Schlieren images for a contact break with the experimental contact apparatus (Uber et al., 

2016) 

In the sequence of images presented in Figure 3, starting from the left, the wire is on the surface and 

there is electrical contact. In the following image, the discharge is formed at the outer edge of the 

cadmium block. This leads to the propagation of the hot gas kernel (flame front), as depicted in the 

right image. A schematic representation of these physical processes as they are applied to the test 

situation presented here is shown in Fig. 4: 
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Fig. 4. Geometric correlations of the electrodes, the discharge and the gas kernel (2D) 

In Fig. 4, the discharge generated between the cathode (right) and the anode (dashed line, left, t1) is 

shown in the middle in a simplified form. The length of the smallest ignitable discharge measured is 

110 µm. In this schematic representation, the power transferred to the discharge column is determined 

following Capp (1972). The power stored in the plasma column is estimated by subtracting the 

cathode sheath voltage drop from the measured discharge voltage drop. The remaining voltage drop, 

which is over only the discharge column, is multiplied by the discharge current, resulting in the total 

discharge power input. Only part (44 %) (Capp, 1972) of the total input power will be used to heat 

up and expand the surrounding gas. This part is considered to be 44 % of the total input power. The 

mathematical system of equations used to compute this power (Pdis) is presented in Eq. (4) and (5). 

 𝑉𝑑𝑖𝑠(𝑡) = (𝑉𝑠𝑢𝑝(𝑡) − 8.6 𝑉) ∙ 0.44                   (4) 𝑃𝑑𝑖𝑠(𝑡) = (𝑉𝑠𝑢𝑝(𝑡) − 8.6 𝑉) ∙ 0.44 ∙  𝐼dis(𝑡)    (5) 

 

For a successful ignition, the hot gas kernel must propagate to at least the size at which the self-

sustaining thermochemical ignition and the flame front can occur. This size was determined by 

Wähner et al. (2010) to be 500 µm for the radius with the lowest required energy; this value is used 

in the estimation presented here. Based on our images, we estimated that a radius of approximately 

500 µm is reached after 200 µs. This time interval is therefore used for the calculation presented in 

this paper.  

 

In Fig. 3, the gas kernel is quenched, most likely due to the electrode geometry. Here, it is assumed 

that the power losses via heat conduction into the electrode surface increase due to the large metallic 

surface surrounding the discharge. A shock wave common at high current values is not visible here. 

The effective power Ppro for the expansion of the gas kernel was estimated in accordance with fig. 4 

via the ratio of the 2D areas Apropagation and Aloss (see equation 6) based on the schlieren images of Uber 

et al. (2016). 

 (𝑃𝑙𝑜𝑠+ 𝑃𝑝𝑟𝑜)𝑃𝑙𝑜𝑠 = (𝐴𝑙𝑜𝑠𝑠+ 𝐴𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛)𝐴𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛      (6) 
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According to these estimations, the power estimated for the expansion Pexp of the gas kernel using 

the area is estimated to be 55 % of the power stored in the discharge column Pdis. The criterion for 

estimating the beginning of the expansion is the point in time at which a power Pdis of 190 mW is 

reached. This value is a reference to the 350 mW (net) of Johannsmeyer (2010). Thus, the energy in 

the gas kernel is 

 

t0 < t < t3: 𝑊𝑔𝑎𝑠 𝑘𝑒𝑟𝑛𝑒𝑙 =  0    for Pdis(t3) < 190 mW      (7) 

t3 > t > t4: 𝑊𝑔𝑎𝑠 𝑘𝑒𝑟𝑛𝑒𝑙 = ∫ (𝑃𝑑𝑖𝑠(𝑡) − 𝑃𝑙𝑜𝑠(𝑡))  𝑑𝑡𝑡4𝑡3     with t4 - t3 = 200 µs      (8) 

 

This correlation is assumed for 200 µs since, in the schlieren images in Fig. 3, this is the length of 

time required for the kernel to grow to the estimated 500 µm. If no electrical power is supplied in the 

period of 200 µs, a reduction in energy must be taken into account, which is estimated here to be 

45 % of the last power Pdis according to equation 6. For purposes of simplification, this value is 

assumed here to be constant, in spite of the fact that it depends, among other things, on the geometry, 

the electrode distance and the energy level.  

 

These equations yield the following curves for the above-mentioned power and energy in the gas 

kernel result (see Fig. 5) 

 

Fig. 5. General example of the curves of the different power and energy in the gas kernel  

The example chosen is a typical discharge that, in our tests, resulted in an ignition probability of less 

than 10-3 – statistically, one ignition in over 1000 discharges. Therefore, given similar conditions, 

many discharges take place in the experiment without an ignition; this is assumed to be due to the 

influence of other effects such as surface structure and flow. A typical measured curve including the 

power and energy curve in the gas core of a discharge with an ignition is shown in the following 

diagram. 
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Fig. 5. Curves of the different power and energy in the gas kernel of a measured discharge 

In Figure 5, an energy of approx. 30 µJ in the relevant gas kernel is estimated for the time at which 

the gas kernel reaches the estimated relevant radius of 500 µm. Compared to Figure 4, a longer energy 

input can be seen for other parameters, as in practice, the discharges can exist longer than the example 

in Fig. 4 up to the spatial (and thus temporally given) length limited by the maximum source voltage. 

The energies of the gas core with 500 µm of further example discharges show energies of 30 µJ to 

60 µJ, which are in the same range as the values of Wähner et al. (2010). However, these have only 

been developed under very imprecise and rough assumptions. For an application, a detailed analysis 

of the relationships and values is necessary. 

 

5. Discussion and Conclusion 

The results presented here offer an initial estimation of the comprehensive interrelationships of an 

ignition created by a discharge with a slow contact opening. Due to the assumptions and influences 

that can currently only be approximately determined, this is only a rough estimation. More precise 

information must be determined by means of schlieren investigations or comparable methods with a 

higher temporal and local resolution. In addition, the detailed relationships present at the transition 

from the discharge to the ignition with the combustion zone must also be checked, determined and 

understood. A numerical model able to physically describe the discharge may also be able to support 

this. 

Additional investigations with a variation of the electrical circuit parameters, the opening speed of 

the wire and the speed of the cadmium block or the electrode geometry would provide further 

information for the slow contact break discharge. Investigations on faster contact-opening discharges 

must also take place. 
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Abstract 

Electrical contact break discharges are a potential ignition source for combustible gas mixtures. 

Therefore, electrical equipment in which electrical contact discharges may occur must meet safety 

requirements when used in explosive atmospheres. The electrical discharges generated by slow 

contact openings have been characterized in previous articles of the authors. The relevant discharges 

near the minimum ignition energy (17 µJ for hydrogen-air mixture) typically occur at voltages lower 

than 30 V and currents higher than 30 mA. These discharges are dominated by metal vapor, which 

can be deduced from the optical radiation. Processes that operate on different time scales (nano-, 

micro- and milliseconds) as well as on different spatial scales (micro- and millimeter) pose a 

considerable challenge for optical investigations. In this article, the relevant electrical and 

spectroscopic parameters of the discharge and the mechanical parameters of the contact opening are 

compared. The data obtained serves as the basis for modeling and as support for standardization. 

Keywords: Electrical discharge, optical emission spectroscopy, cadmium, temperature determination 

1. Introduction 

An assessment for the safe operation of electrical equipment in explosive atmospheres in which 

contact break discharges can occur can be carried out using the so-called spark test apparatus 

according to the international standard IEC 60079-11 (6th Ed.) (2012). In this device, electrical 

discharges are generated in a gas mixture, but the results scatter and their reproducibility is poor. For 

the development of an alternative to the spark tester with more reproducible results, the physical 

relationships are currently being analyzed and a multiphysical model is being developed. 

In explosion protection, the ignition behavior of electrical discharges, which can occur due to high 

voltages, has been investigated (Essmann, 2018; Eckhoff & Olsen, 2010; Bane, 2010; Brabrauskas, 

2003). Ignitions due to electrical discharges in the low-voltage range can occur during contact 

openings and closures and have only been partially investigated to date (Johannsmeyer, 1984; 

Zborovszky & Cotugno, 1974; Babrauskas, 2003; Uber, 2019a). These investigations are not 

sufficient for modeling ignitable discharges by means of contact processes. The electrical discharges 

described in this article at slow contact openings have been characterized by Uber (2019a). The 

relevant discharges near the minimum ignition energy (17 µJ for hydrogen-air mixture φ(H2) = 21 %, 

Brandes & Möller, 2008) typically occur at voltages lower than 30 V and currents higher than 30 mA. 

These discharges are dominated by metal vapor. However, the transition from the discharge 

dominated by metal vapor to the thermo-chemical ignition has not yet been sufficiently analyzed to 

derive a model and evaluation criteria for the ignition or non-ignition of a discharge. 

To understand the transition from the electrical contact break discharge to the ignition processes, 

spectroscopic investigations can be carried out. Spectroscopic investigations of electrical discharges 

do exist, but were performed under different conditions such as the use of high voltage 
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(Essmann, 2018). First investigations on contact break discharges with low voltage have been 

presented in Uber (2019c). 

In this article, the procedure for determining the relevant electrical and spectroscopic measured 

variables of the discharge, the mechanical characteristics of the contact opening and the resulting 

propagation of the flame front are presented. A model contact apparatus developed for this purpose 

is based on the components of the above-mentioned spark test apparatus but allows systematic 

investigation and separation of effects (Uber, 2019a). The basic data obtained serves as a basis for 

modeling and as support for standardization. 

2. Experimental methods 

For the investigation of parameters and physical effects of slow contact-opening discharges, a model 

contact apparatus has been developed and put into operation. During the contact opening, the 

following processes can be observed (Fig. 1). 

 

Fig. 1. General schematic sequence of processes of a slow contact opening in the model contact 

apparatus (cf. Uber (2020)) 

First, the tungsten wire (anode) slides along the surface of a solid cadmium block (cathode). 

Whenever there is a gap between the anode and the cathode due to the surface topology, the pre-

processes will be initiated. These micro-discharges occur sporadically, have a spatial dimension of at 

most a few tens of micrometers, and have a duration of some microseconds. If the wire is released to 

more than 100 µm, the main discharge is established and an ignition usually follows. More details 

can be found in Uber (2020) and Uber (2019a). 

For experimental investigations, the model contact apparatus was placed in an explosion chamber 

(12-liter volume) equipped with quartz windows for optical access. Prior to each experiment, the 

chamber was flushed with ambient air three times the chamber volume. Then, the hydrogen-air 

mixture (φ(H2) = 21 %) was added via a mass flow controller. The model contact apparatus was 

operated by means of a constant current source with maximum voltage limitation in order to be able 

to carry out targeted and systematic experiments with fixed parameters (see Uber, 2019a).  

Optical emission spectroscopy was performed with a grating spectrometer Acton Research 

Cooperation Type SpectraPro 300. A grating with 150 lines/mm was used, leading to a spectral 

window of about 500 nm that was observed by the detector. The discharge was imaged onto the 

entrance slit of the spectrometer by means of a Questar QM1 far-field microscope and recorded by a 

Electrical 

contact
Main discharge

Convection, heat conduction, radiation

Thermochemical reaction

Pre-processes cadmium electrode moves

out of the image plane

Phase 1

Wire slides on the

rough surface

Phase 2

Distance of a 

few micrometers

Phase 3
Discharge

Phase 4

Flame front

Tungsten wire Ø = 200 µm

moves away from the surface or edge

10 mm

30 mm

10 mm

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

837



 

 

Photron Fastcam SA5 high-speed camera utilizing a Hamamatsu C10880 image intensifier. The 

spectroscopic images were taken at a frame rate of 10,000 fps as a compromise between radiation 

intensity and temporal resolution. The electrical values were recorded with a Yokogawa oscilloscope 

type DL9040L and corresponding probes. More detailed information is given in Uber (2019a). 

3. Results and discussion 

The voltage and current characteristic of the model discharge investigated in this article is shown in 

Fig. 2.  

 

Fig. 2. Voltage and current characteristics of a contact break discharge with 60 mA constant 

current and 30 V (voltage limited) with a following ignition (cf. Uber (2019c) 

The current is set at 60 mA by a current source. The length of the discharge was determined using 

half the maximum value of the intensity (Uber, 2019a). The discharge starts with pre-processes 

characterized by a discharge length shorter than 50 µm (≈-450 µs <t< ≈450µs) and a voltage level of 

less than 10 V. When the contacts are separated with a speed of around 0.15 m/s, the voltage required 

to drive the current is increased. A zero point in time is set to the trigger signal for contact separation. 

The discharge lasts about 1.5 ms and is interrupted when the required voltage exceeds the supplied 

voltage. Therefore, the duration of the discharge depends on the contact opening speed. The higher 

the opening speed is, the shorter the maximum discharge duration will be. 

The temperature of the discharge over time using the electrical conductivity as well as the excitation 

temperature for the area of greatest intensity close to the electrodes was determined in Uber et al. 

(2019c). Here, a more detailed analysis is performed to evaluate the spatial distribution of excitation 

temperatures depending on the location between the anode and the cathode. Fig. 3 presents spectra 

taken at different instants in the discharge evolution showing the axial intensity distribution. 
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Fig. 3. Spectra of the sample discharge for three representative points in time 157 µs (top), 457 µs 

(center) and 757 µs (bottom). 
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The discharge spectrum at 157 µs (Fig. 3 top) corresponds to a distance between the electrodes of 

less than 50 µm and is dominated by one spatial peak of low intensity. In addition, cadmium lines are 

visible. In the spectrum of the discharge after 457 µs, only one spatial peak is visible, but the intensity 

of the discharge is higher and the region is larger. In the spectrum after 757 µs, the discharge has 

increased even more: two peaks can now be seen in front of the electrodes that can be clearly 

identified as an anode and cathode glow. The intensity values in between are about 40 % lower. The 

prominent lines of cadmium can also be seen in the further spectra. 

For each spectrum, a linear regression was performed in a Boltzmann plot taking into account Cd 

atomic lines at 326 nm, 347 nm, 361 nm, 468 nm, 480 nm and 508 nm. This allowed the excitation 

temperature per time step along the axial coordinate to be estimated.  

 

 

Fig. 4. Estimation of the spatio-temporal excitation temperature distribution between the anode and 

cathode. 

The discharge in the H2/air mixture in Fig. 4 shows maximum excitation temperatures between 

5500 K and 10500 K that are also located at the positions of the intensity maxima directly in front of 

the electrodes. These values are comparable to earlier results at the position with the highest intensity 

and in a similar time range (Uber et al., 2019c). However, this figure reveals that temperatures in 

front of the anode are higher than in front of the cathode. This behavior cannot be explained directly 

because higher electric fields are expected in the cathode sheath while stronger heat flux into the 

electrode via the electron inrush is expected for the anode, which might also affect the energy 

deposited into a space charge sheath in front of the anode. Furthermore, conclusions drawn from the 

maximum temperatures according to the overall electrical conductivity are of limited accuracy, as 

extended regions of the discharge exist at lower excitation temperatures. Here, the temperature drops 

to values around 4600 K. 

From this figure, it is also obvious that the limited spatial resolution, which is expected to be around 

20 µm, hinders interpretation of the first 300 µs because spatial blurring cannot be distinguished from 

the interaction of the cathode sheath and the anode sheath. Blurring might also explain a slight shift 

of the local maximum in front of the cathode towards the anode up to 10 µm. Hence, conclusions 

must be drawn carefully. The fact that there is just one spatial maximum for the first time points does 

not mean that there the cathode and anode sheaths are not well separated.  

Although it is highly reasonable that non-equilibrium effects are to be expected during initiation of 

the discharge and in the electrode sheaths, as already concluded in Shekhar et al. (2019), a detailed 

analysis shows excitation temperature in the column of around 4600 K, which is very close to 
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previously estimated temperatures from electrical conductivities, which are about 5000 K 

(Shekhar et al. (2019)). Associated with the information that an ignition takes place starting from 

350 mW net according to Johannsmeyer et al. (2010) and Uber (2019a), the relevant value is in the 

range of the discharge length from 80 to 100 µm. From this discharge length with two peaks, a larger 

extension can be seen at comparable temperatures. The challenge is to verify which part of the ohmic 

heating is invested in the enthalpy of the flammable gas. Initial steps in this direction are detailed in 

Uber (2020) (at this conference). 

Another topic addressed in this investigation is the spectral emission of a flame front and its relation 

to the discharge. By means of optical emission spectroscopy utilizing a far-field microscope, a region 

of about 300 µm x 300 µm is imaged onto the entrance slit of the spectrometer. Discharges leading 

to an explosive ignition show an additional spectral feature that can be found around 450 nm in Fig. 3. 

To date, it has not been possible to identify this spectral feature by means of an atomic spectral line 

nor by means of molecular emission of known constituents of the plasma. In addition, no further 

spectral emission is observed during the discharge that is clearly identifiable for the emission of the 

flame front and the thermo-chemical reaction.  
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Fig. 5. Overview of spectrum obtained with compact spectrometer during ignition including contact 

break discharge (100 ms exposure). 

However, examining the plasma by means of a bare fiber connected to a compact spectrometer 

(Avantes ULS2048-EVO) during the explosion yields the spectrum presented in Fig. 5. The fiber 

collects radiation from a cone covering a significant part of the whole volume of the explosion 

chamber (approx. Ø ≈ 250 mm, h ≈ 250 mm). All the Cd lines including the additional spectral 

feature mentioned above disappear from this spectrum, although the exposure time includes the 

contact break discharge as well. Nevertheless, some spectral features starting at 600 nm have not been 

observed for the Cd discharge. These features must be examined in terms of the thermo-chemical 

reaction of H2 and O2 and the radiation emitted during this reaction. Furthermore, a typical OH band 

(around 310 nm) is observed in the flame front spectrum of Fig. 5 but not in the spectrum of the 

discharge in Fig. 3. Moreover, none of the atomic spectral lines of H, O or N is identified in the 

spectrum of Fig. 5, as the gas is assumed to be too cold for these emissions. Nevertheless, it is 

reasonable to argue that the radiation from the thermo-chemical reaction is much more intense and 

lasts much longer than the initial discharge, which is why no Cd lines are observed here. 
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4. Conclusion 

The spectra obtained in this investigation provide detailed information on discharges that ignite 

flammable gas mixtures. From the axial distribution of excitation temperatures, it can be concluded 

that temperatures in front of electrodes are significantly higher compared to the bulk discharge. 

Moreover, temperatures in the bulk volume are very close to the temperatures estimated from 

electrical conductivities in previous investigations (Uber, 2019a). Hence, the investigations form a 

solid basis for further estimations of the energy dissipation of discharges that are capable of igniting 

hydrogen-air mixtures. The results presented here do not support the hypothesis that the physical 

properties of the individual discharges promote an ignition. Further questions to be investigated 

concern the overall energy balance and heat transfer to the flammable medium and possible 

quenching effects due to geometrical boundary conditions. In the future, additional spectroscopic 

investigations of the discharge as well as schlieren measurements of the flame front will help to 

address these questions. 
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Abstract

The ignition of combustible gas mixtures by electrical discharges can lead to catastrophic consequences.

While this potential ignition source needs to be considered regularly, the prediction of ignitions by

electrical discharges by numerical models is not yet feasible for practical systems. This study gives an

overview of recent experimental work by means of optical emission spectroscopy, schlieren imaging,

and laser-induced fluorescence of OH. Based on the results, a qualitative analysis of the energy balance

in the ignition kernel is performed. Further, one-dimensional numerical simulations considering

detailed chemical kinetics and detailed transport processes are performed. Through the combination of

these techniques, a detailed view of the ignition process by electrical discharges close to the MIE is

obtained.

Keywords: ignition, electrical discharge, minimum ignition energy, optical emission spectroscopy,

schlieren, laser-induced fluorescence, numerical simulation

1 Introduction

The ignition of combustible gas mixtures by electrical discharges poses a risk to the safe operation of

electrical equipment in hazardous areas as well as to safety-relevant processes in the chemical industry

and can lead to catastrophic consequences (Hattwig & Steen, 2004). To avoid such events, explosion-

protected devices must be designed according to certain standards. However, the background of these

standards is, in parts, experience-based rather than scientifically sound. Despite numerous experimental

and theoretical studies, the ignition by electrical discharges can be predicted only for simple systems.

For accurate predictions concerning practical systems, an even more detailed comprehension of all

sub-processes governing the ignition and their implementation in numerical models is required.

The main parameter influencing the outcome of an ignition test at energies close to the minimum

ignition energy (MIE) is, obviously, the ignition energy E. Increasing the energy will yield a higher

probability of ignition (Eckhoff et al., 2010, Bane, 2010, Wähner et al., 2013) as well as a faster

transition of the hot kernel into a self-sustaining flame (Lim et al., 1987, Kono et al., 1989, Ko et al.,

1991, Essmann et al., 2020). However, the exact pathway that turns a higher discharge energy into a

more probable ignition event was not the focus of these papers. A common perception seems to be that

a higher discharge energy leads to an increased temperature of the kernel which, in turn, will lead to

a more probable ignition. In this study, we contend that this view may be only partially correct. In

general, at some point during the evolution of the kernel, the heat released by chemical reactions needs

be larger than the heat losses, mainly due to conduction, in order to sustain a flame (Sloane, 1990b).

For this purpose, we combine results from different experimental techniques and numerical simulations

to elucidate the role of the parameter ignition energy. In particular, optical emission spectroscopy

(OES) yielded information about the diameter and temperature of the discharge (Essmann et al., 2017).

Further, we consider phase-resolved schlieren measurements of the expansion of the hot gas kernel and

the pressure wave resulting from the discharge at times 10−9 s to 10−5 s after the discharge (Essmann

et al., 2016, Korytchenko et al., 2018). In the 10−5 s to 10−3 s range, time-resolved schlieren data

of the early flame propagation was collected (Essmann et al., 2020). Finally, planar laser-induced

fluorescence of the OH radical (OH-LIF) was carried out for times 10−6 s to 10−3 s after the discharge

(Essmann et al., 2018a). Details on these experiments are presented in the referenced papers. Thus,

only a brief outline will be given in the following section and the results will not be discussed in depth.
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Table 1: Gas mixtures

Burnable gas Concentration in air MIE (Brandes & Möller, 2008) Electrode distance

Hydrogen 23.3 vol. % 17 µJ 0.5 mm

Ethene 8.0 vol. % 82 µJ 1.2 mm

Propane 5.2 vol. % 240 µJ 1.7 mm

HV 

source
USpark 

gap

HV probe 180 MΩ

Current transformer

Variable

capacitor

+

−

Fig. 1: Electrical set-up (Essmann et al., 2016)

Based on the experimental results, we qualitatively analyse the energy balance in the discharge volume.

Moreover, we investigate the ignition process numerically and compare the simulation results with the

experiments. The combination of these approaches yields insights concerning the role of the ignition

energy and temperature.

2 Experiments

Electrical discharges were generated between two tungsten electrodes (2.4 mm diameter rods with

rounded tips) which were placed in a stainless steel explosion chamber. The cylindrical chamber

(140 mm diameter, 110 mm height) was equipped with four flanges to allow for optical access. Mixtures

of combustible gases with air were generated by means of mass flow controllers (table 1). The electrode

distance was selected according to previous research (Wähner et al., 2013). The discharge energy was

chosen close to the respective MIE of the mixture and was varied systematically during the experiments.

To achieve this, the capacitance of the set-up was varied while the voltage across the gap was kept

constant (cf. fig. 1). The discharge energy was estimated as E = 1
2
CU2, where C is the capacitance of

the set-up, including stray capacitances, and U is the breakdown voltage (measured with a high voltage

probe). Ultraviolet light from a frequency quadrupled Nd:YAG laser at 266 nm was used to trigger the

discharge at the desired time instance to allow for synchronization with the measurement equipment

(Essmann et al., 2018b). All experiments were carried out at ambient conditions (T = 21.5±1.0°C,

p = 1000±40mbar). Details regarding the experimental set-up may be found in the paper by Essmann

et al. (2020).

2.1 Optical emission spectroscopy

We recorded emission spectra of the discharge with a temporal resolution of 10 ns (Essmann et al.,

2017). In particular, the emission bands in the second positive system of nitrogen at 360 nm to 410 nm

were analysed. The experimental spectra were compared with a database of numerically simulated

spectra (software Specair) (Laux et al., 2003). From the best fit, the rotational and vibrational

temperature of the plasma, Trot and Tvib, were determined. At atmospheric pressure, Trot is a good

estimate for the gas temperature (Laux et al., 2003).
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2.2 Schlieren measurements

Different schlieren set-ups were used to investigate different temporal regimes of the experiment. Both

set-ups consisted of a light source, two field lenses (500 mm focal length), a schlieren stop, and a

camera. The spatial resolution was determined via a target printed on transparent foil.

A single-shot set-up was utilised to investigate very fast processes with characteristic speeds of several

100 m/s (Essmann et al., 2016). Therefore, a flash lamp with a very short pulse (< 25ns) was used to

freeze the image. A knife edge oriented parallel to the electrode axis was employed as the schlieren

stop. The images were recorded on a CCD camera.

For the high-speed set-up an intense green LED in combination with a pinhole was taken as the light

source (Essmann et al., 2020). Another pinhole served as the schlieren stop. A high-speed CMOS

camera registered the images at 62.5 kHz.

2.2.1 Laser-induced fluorescence of OH

Single-shot OH-LIF was performed for different times after the discharge. Laser light at 532 nm from

an Nd:YAG laser pumped a Rhodamine 6G dye laser whose frequency doubled output was tuned to

283.6 nm to excite the Q1(8) transition of the OH radical (Essmann et al., 2018a). The resulting laser

beam was formed into a thin sheet and cut in the perpendicular direction to match the electrode distance.

The laser sheet was positioned centred in between the electrodes. A CCD camera in combination with

an image intensifier registered the fluorescence at a 90° angle.

3 Numerical simulations

We performed numerical simulations with the program INSFLA (Maas & Warnatz, 1988), which

employs a one-dimensional formulation of unsteady laminar flames. The conservation equation for

mass, momentum, energy and species mass are solved using the method of lines. This method uses

a time integration for the differential-algebraic equations resulting from the spatial discretisation by

the finite difference method. Adaptive grid refinement ensures the accurate resolution of the smallest

flow scales. INSFLA includes a detailed transport model and chemical kinetics. The simulations were

performed for the fuel ethene (C2H4) using a mechanism containing 32 species and 206 elementary

reactions (Luo et al., 2012). The electrical discharge is modeled by adding a source term to energy

conservation equation (Dreizler et al., 2000). A cylindrical shape was considered for the source in the

simulations. The values for the parameters of the source term and the energies are specified in table 2.

4 Results and discussion

4.1 Characteristics of the discharge

Results from the OES experiment show that a typical duration of the discharge light emission is 50 ns.

In the investigated range of discharge energies and electrode distances, this duration depends neither

on the discharge energy E nor on the energy density D = E/V , where V is the volume of the discharge.

Determination of the rotational and vibrational temperature of the plasma showed no clear trend

concerning E, D, or the time after the discharge, either. However, the plasma obviously is non-thermal,

since Tvib = 4000±625K was much greater than Trot = 525±125K (Essmann et al., 2017). The

temperature rise of the gas is around 230 K and not as strong as could be expected. Nevertheless,

OES can only yield data while the discharge volume is emitting a sufficient amount of light. At the

end of this observation interval (t = 50ns), a substantial amount of energy is stored in the vibrational

excitation of the gas molecules. Eventually, vibrational relaxation will transfer this energy to heat and

increase the (translational) gas temperature further.

Further, we found that the discharge diameter is 130±10 µm and is also independent of E and D.

This quantity and its relation with other radii than can be measured will be discussed at the end of

section 4.2.
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Table 2: Parameters for the numerical simulations. Bold values indicate the parameter which was

held constant for a set of simulations. For all simulations the source time (discharge duration) was

kept constant at 50 ns and the spark length (electrode distance) was 1.2 mm. SE – source energy,

SW – source width, ST – source time, E/MIE – discharge energy normalized by minimum ignition

energy, V – discharge volume, D – energy density.

Input parameters Derived parameters

SE/(J/m) SW/m ST/s E/MIE V/m3 D/(J/m3)

1.333 ·10−1 9.000 ·10−5 5.000 ·10−8 2.00 3.05 ·10−11 5.24 ·106

1.333 ·10−1 1.000 ·10−4 5.000 ·10−8 2.00 3.77 ·10−11 4.24 ·106

1.333 ·10−1 1.250 ·10−4 5.000 ·10−8 2.00 5.89 ·10−11 2.72 ·106

1.333 ·10−1 1.500 ·10−4 5.000 ·10−8 2.00 8.48 ·10−11 1.89 ·106

8.920 ·10−2 8.500 ·10−5 5.000 ·10−8 1.34 2.72 ·10−11 3.93 ·106

1.000 ·10−1 9.000 ·10−5 5.000 ·10−8 1.50 3.05 ·10−11 3.93 ·106

1.235 ·10−1 1.000 ·10−4 5.000 ·10−8 1.85 3.77 ·10−11 3.93 ·106

1.494 ·10−1 1.100 ·10−4 5.000 ·10−8 2.24 4.56 ·10−11 3.93 ·106

1.929 ·10−1 1.250 ·10−4 5.000 ·10−8 2.89 5.89 ·10−11 3.93 ·106

2.778 ·10−1 1.500 ·10−4 5.000 ·10−8 4.17 8.48 ·10−11 3.93 ·106

4.938 ·10−1 2.000 ·10−4 5.000 ·10−8 7.41 1.51 ·10−10 3.93 ·106

1.000 ·10−1 1.000 ·10−4 5.000 ·10−8 1.50 3.77 ·10−11 3.18 ·106

1.333 ·10−1 1.000 ·10−4 5.000 ·10−8 2.00 3.77 ·10−11 4.24 ·106

1.933 ·10−1 1.000 ·10−4 5.000 ·10−8 2.90 3.77 ·10−11 6.15 ·106

4.2 Expansion of the hot kernel and pressure wave

Schlieren images depicting the gas-dynamic processes following a discharge are shown in fig. 2. Here,

the experiment was carried out in the propane/air mixture several times and the time at which the

schlieren image was taken was varied. A rapid growth of the kernel occurs during 1 µs following

the discharge. After 0.5 µs to 1 µs, a pressure wave detaches from the expanding kernel. Its initially

cylindrical shape changes to a nearly spherical shape during its propagation. The bottom row of fig. 2

(7.5 µs to 1000 µs) illustrates how the flow induced by the discharge interacts with the kernel.

Figure 3 shows the kernel radius and the reduced pressure wave radius extracted from schlieren images

similar to those in fig. 2 for the case of discharges in air at a constant electrode distance of 0.5 mm

and varying discharge energy. Here, the reduced pressure wave radius rPW, red is the difference of the

pressure wave radius rPW to the radius of a sound wave traveling at speed c, thus rPW, red = rPW − ct.

Figure 3a confirms the two-step expansion of the gas kernel with a rapid growth for 1 µs and a much

slower growth afterwards (note the logarithmic time axis). Increasing the discharge energy yields a

faster expansion of the kernel and an increased kernel radius even at very early time steps. For higher

energies, a temporary reduction of the radius is evident between 1 µs and 10 µs. This is due to the gas

flow which constricts the kernel in the centre (cf. fig. 2). When the energy density is varied while

the discharge energy is kept constant, no significant effect on the expansion of the gas kernel and the

pressure wave is found (Essmann et al., 2016).

Figure 4 depicts the initial radius of the hot gas kernel yielded from schlieren images for a range of

electrode distances and discharge energies. Here, the initial radius was defined as the mean value of

radii measured at up to 200 ns after the discharge. During this time interval, the radius in the schlieren

images is nearly constant (cf. fig. 3a). Clearly, there is a dependency of the initial radius on the

discharge energy. The series of measurements represented as green triangles was performed to examine

the influence of the energy density. Here, the energy was kept constant and the electrode distance was

varied. The energy density changed accordingly. All data points within this subset overlap considering
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Fig. 2: Series of single-shot schlieren images showing the expansion of the hot gas kernel and the

pressure wave after an electrical discharge (E = 241 µJ) in a 5.2 vol. % propane/air mixture (Essmann

et al., 2016). The electrode distance is 1.7 mm.
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Fig. 3: Expansion of the hot gas kernel and the pressure wave following an electrical discharge in air

(0.5 mm electrode distance). (a) Kernel radius, (b) reduced pressure wave radius (Markus et al., 2017).
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Fig. 4: Initial radius of the hot kernel after a discharge in air, measured at times up to 200 ns after the

discharge (Markus et al., 2017).

the margin of error. Thus, the initial radius is a function of the discharge energy, but not of the energy

density.

At first glance, these results are contradictory to the measurements of the discharge radius via OES.

However, the measurement quantity is not the same: OES measurements yield the radius of the light

emitting plasma channel while the schlieren signal is based on the temperature gradient (assuming

constant pressure). The width of the radial temperature distribution corresponds to the heavy particles

and can be much wider than the width of the electron density distribution (Leipold et al., 2000).

For ignition processes, the gas temperature is the appropriate parameter to consider, though radical

generation in the plasma column has been shown to play an important role in some cases (Langer et al.,

2011, Castela et al., 2016).

4.3 Energy balance in the discharge volume

Combining the results from OES and schlieren, we analyse the energy balance in the discharge volume

qualitatively. We assume that the energy input phase by the discharge is finished. Further, we assume

there is a cylindrical volume V0 = Lπr2
0 heated to a spatially uniform temperature T0, where L is the

length of the spark (equal to the electrode distance) and r0 is the initial radius (corresponding to the

temperature profile). We are interested in the change in temperature over time. In terms of rate of

heat transfer, there is a loss term due to heat transfer to the electrodes and the cold gas surrounding

the hot channel. For the sake of simplicity, these rates of heat transfer are combined to a term Q̇. Its

magnitude is proportional to the temperature difference to the surrounding ∆T and the surface area

of the gas kernel A, Q̇ ∼ A ·∆T . On the other hand, there is a heat production term stemming from

the combustion, Ṙ. It depends on the temperature in the hot volume in a non-linear fashion described

by the Arrhenius relation. In practice, the reaction speed and thus the heat release rate will increase

substantially with T . Radiation is neglected since absolute temperatures are not high during the flame

initiation process. The sum of these rates of heat transfer leads to a temperature change in the heated

gas volume which is inversely proportional to the heat capacity cp and the mass m = ρV .

We now consider the evolution of temperature in two such gas kernels following discharges at different

energies. This is shown schematically in fig. 5. Here, the discharge energy of the upper kernel was

larger than that of the lower kernel (E1 > E2). From the experimental results we know that at the end

of the energy input the temperature in both gas kernels is similar, as indicated by the red colouring.

The experimental results also showed that the radius and thus the volume is not equal: the upper kernel
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Fig. 5: Qualitative evolution of the temperature in two gas kernels following discharges with different

energies, E1 (upper kernel) and E2 (lower kernel), where E1 > E2. The kernels are coloured according

to their temperature as indicated by the colourbar.

has a larger volume than the lower kernel. Thus, the rates of heat transfer due to chemical reactions

and heat transfer to the surrounding are also similar for both kernels.1 Therefore, when estimating the

change in temperature, all inputs are equal except for the volume. Hence, the lower kernel will cool

faster than the upper kernel, as indicated in fig. 5. In the further process, the heat release rate due to

chemical reactions will be larger in the upper kernel. There will also be a higher rate of heat transfer

to the surrounding. Nevertherless, Ṙ grows more strongly with temperature than Q̇ and, eventually,

the temperature will rise. Meanwhile, the radius of both kernels will increase further over time (as

sketched in fig. 5); yet, the upper kernel will always be larger than the blue one (cf. fig. 3a).

An important aspect is that the energy in both cases is near the MIE. If the energy were much higher,

for instance ten times the MIE, then ignition would occur during the energy deposition phase. This is

the ignition regime that is intended in internal combustion engines. In addition, the spark duration of

widely-used spark plugs is longer by orders of magnitude. Hence, this kind of treatment would not be

adequate for a spark ignition engine.

To sum up, an increase in discharge energy will lead to a more probable ignition. However, this is not

directly due to a higher temperature of the produced kernel. Instead, the kernel volume is increased

while the temperature stays approximately equal (cf. fig. 4). The larger kernel volume leads to a slower

temperature decrease and consequently to faster chemical reactions, facilitating an ignition. In the

following section, this qualitative analysis is complemented by numerical simulations so as to gain a

quantitative understanding.

4.4 Numerical simulation of the ignition process

Using the numerical model described in section 3, simulations of the ignition process in an 8.0 vol. %

ethene/air mixture were carried out. The input parameters were chosen in a range according to the

experiment. We systematically varied the the discharge energy E, initial radius r0, and the energy

density D as laid out in table 2. Figures 6 to 8 show the maximum OH mole fraction as an indicator of

the progress of the chemical reaction and the maximum temperature in the domain, both as a function

of time.

The results for constant energy are displayed in fig. 6. Here, the initial radius was varied and the

energy density changed accordingly. A decrease of the initial radius results in a higher energy density.

Therefore, the temperature increase is faster and a higher maximum value is reached. After 50 ns, the

energy deposition stops and the gas begins to cool. The cooling rate is higher for the smaller radii

1This is not entirely true, as the heat loss term also depends on the surface area of the kernel which is larger for the

higher-energy kernel. However, the change in temperature due to Q is larger for the smaller kernel since its ratio of

surface area to volume is larger.
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Fig. 6: Simulation results for constant energy. Top: Maximum OH mole fraction in the domain. Bottom:

Maximum temperature in the domain.

due to the increased temperature difference to the surrounding. However, the absolute temperature

is still increased. For smaller initial radii, the onset of OH production occurs at an earlier time. Due

to the increased temperature, the OH mole fraction increases faster and to a higher level. After

approximately 10−5 s, a peak in the OH mole fraction and a second peak in the temperature is observed

for r0 = 90 µm and 100 µm, indicating that ignition has taken place. For r0 = 125 µm and 150 µm, the

temperature and OH mole fraction decline and no ignition occurs. After 10−4 s, the source has no more

influence on the temperature in the system.

Figure 7 shows the results for constant initial radius and varying discharge energy. This case is

straightforward: A higher discharge energy results in a faster temperature rise and an increased

maximum temperature. Also, the OH mole fraction increases earlier and reaches a higher maximum

value. Thus, ignition becomes more likely when the energy is increased at constant initial radius.

While the case E = 1.5MIE does not show ignition, the other cases exhibit two dissimilar modes of

ignition: At E = 2.9MIE the energy is sufficient to ignite the mixture immediately. At E = 2.0MIE,

on the other hand, ignition is delayed to 10−6 s to 10−5 s. This indicates that the heat flux from the hot

kernel to the outside is similar in magnitude to the heat release due to chemistry.

The case of constant energy density is presented in fig. 8. Here, the initial radius was varied and the

discharge energy was changed accordingly to keep the energy density constant. First, the time evolution

of the maximum temperature is analysed. During the energy input phase, the temperature is equal for

all cases. From 10−7 s to 10−6 s the temperature decreases. This decrease is similar for all cases, but

there is a tendency that cooling is stronger for cases with smaller initial radii. At 2 ·10−6 s to 5 ·10−6 s

the temperature rises again. Now, large differences become visible. The temperature rise is stronger

and occurs earlier when the initial radius is large. The plot of OH mole fraction aids in explaining

this behaviour. Starting from 10−7 s, the OH mole fraction is higher for larger r0. This correlates with

the slightly higher temperature and results in faster heat release from the chemical reactions. This

process is self-enforcing, so the differences grow quickly. Between 10−6 s to 10−5 s a rapid rise of

OH indicates the ignition. The ignition takes place at an earlier time for large r0. There appears to

be a critical radius between r0 = 85 µm and 90 µm where the behaviour changes dramatically. For the

smallest initial radius shown, the OH production is minuscule, accordingly the heat release is low and

the temperature drops to the ambient value – no ignition occurs.
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Fig. 7: Simulation results for constant initial radius. Top: Maximum OH mole fraction in the domain.

Bottom: Maximum temperature in the domain.
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Fig. 9: Radial temperature profiles for simulations with constant energy density and different initial

radii at several time instances

Recalling the experimental results, the case of constant energy density seems to be one that is most

likely applicable. Here, the energy increase is compensated by an accompanying increase of the initial

radius. Thus, the temperature at the end of the discharge is not a function of the discharge energy.

The greater volume-to-surface-area-ratio of larger kernels reduces the heat loss to the surrounding,

allowing more time at a higher temperature for the chemical reactions to generate a sufficient rate of

heat release for the kernel to transition to a self-sustained flame.

The case of constant energy density will be analysed in more detail using the radial temperature

profiles shown in fig. 9. For three initial radii, corresponding to a case just below the ignition threshold

(r0 = 85µm), one just above (r0 = 90µm) and one well above this threshold (r0 = 150µm), such

profiles are shown for five time steps during the evolution of the kernel:

1. t = 50ns marks the end of energy input. The maximum temperature is equal for all cases (minor

deviations are due to slightly different time instances actually output during the simulation) and

the radius is, in essence, still the initial radius.

2. t = 1µs is near the time when cooling and heat production from the chemical reactions are equal

in magnitude (cf. fig. 8). The temperature difference between r0 = 85 µm and 90 µm is about

90 K and the difference of the kernel radius is still about 5 µm.

3. t = 10µs is close to the second temperature maximum in fig. 8. While the temperature in the

r0 = 85µm case is reduced by a small amount, there is an appreciable temperature rise for

r0 = 90µm. Also, the radius difference has become larger.

4. t = 100µs is a point in time during the transition to a self-sustained flame. By now, the initially

small differences have amplified to totally different outcomes between the three case.

5. t = 2ms marks the end of the simulation with a fully-developed flame. The profiles for r0 =
90 µm and 150 µm are similar, but the radius difference is now 700 µm, much larger than the

60 µm in the beginning. In the r0 = 85µm case, the temperature has nearly returned to the

ambient temperature.

Sloane (1990a) performed a similar simulation for methane-air mixtures. He likewise found that a

non-ignition case could be turned into an ignition-case by depositing the same energy density over a

larger region. Sloane argued that the H radical is an important parameter to consider: The “temperature

falls more slowly and the rate of build-up of H atoms is faster. The H atoms are lost more slowly by

diffusion because of the smaller concentration gradient near the centre of the larger ignition kernel”

(Sloane, 1990a). However, no experimental data was available at this time to compare the results

regarding this specific issue.

Figure 10 shows radial profiles of the H molar fraction for the same simulations as in fig. 9. Overall,

the profiles tell the same story as the temperature profiles in fig. 9. Clearly, the temperature and H

molar fraction are closely linked quantities. On the other hand, it is not immediately clear whether the

H concentration follows temperature or vice versa.
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Fig. 10: Radial profiles of the H molar fraction for simulations with constant energy density and

different initial radii at several time instances

4.5 Early phase of flame propagation

After the kernel has been ignited, it expands spherically. The early phase of propagation of ethene/air

flames was analysed via high-speed schlieren imaging and single-shot OH-LIF. The kernel radius

extracted from schlieren images is shown in fig. 11a. For each discharge energy (expressed here in

terms of the MIE) several ignition experiments were performed. The dashed lines indicate data from

single experiments and the average values for each energy are plotted as solid, bold lines. The effect

of energy is clearly visible: an increase leads to a faster kernel growth, especially within the first

100 µs. Also, the ignition process becomes more repeatable, as can be seen by the large scatter between

individual experiments at E/MIE = 1.5. The scatter reduces as the energy is increased. Figure 11b

shows the temporal derivative of the average curves in fig. 11a plotted over the kernel radius. Three

phases of flame propagation can be identified. First, an over-driven phase where the propagation

speed is dominated by the electrical discharge, second, a transitional phase, and third, a phase where

the propagation speed is independent of the ignition source and only determined by chemistry and

flame stretch. The first phase – termed spark-assisted flame propagation by Bradley & Lung (1987) –

affirms once more that the discharge energy is not consumed solely for heating the gas volume but also

contributes to the kernel growth by means of gas-dynamic expansion.

While the high-speed schlieren images are useful to investigate the time-dependent evolution of the

kernel, their information is limited to the kernel radius. The radial distribution of OH in the kernel

yields information about its internal structure. Figure 12 shows the radial intensity profile of single-shot

OH-LIF experiments for two discharge energies at three time steps. The first time step (t = 40µs)

corresponds to the rapid growth phase of the cylindrical kernel before detachment of the pressure

wave; the second one (t = 130µs) is near the end of the first phase of flame propagation (spark-assisted

regime); and the third one (t = 580µs) is in the transitional phase where the propagation speed is

still influenced by the ignition source. At t = 40µs the profiles appear bell-shaped. The maximum

intensity and the radius of the distribution are enhanced at larger discharge energy. This suggests faster

production of OH radicals and a faster expansion of the kernel which matches the previously discussed

experimental data and the results from the numerical simulations. At t = 130µs, the difference in

flame radius is further increased. The maximum OH intensity of the lower-energy case approaches

that of the higher-energy case. At t = 580µs, the difference in flame radius does not change by a large

amount with respect to the previous time step. The radial OH profiles start to appear like those of a

fully-developed laminar flame with steep gradients at the flame front and a gentle decay in the centre

region (Berglind & Sunner, 1986, Dreizler et al., 2000). However, at least the data for E/MIE = 2.0
must be viewed with caution since it is single-shot data from different realizations of the experiment.

As fig. 11 shows, the amount of variation is significant in this case. Still, this data provides important

insights as to the structure of the flame kernels at different energies.
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Fig. 11: Expansion of the kernel in an 8.0 vol. % ethene/air mixture after ignition by an electrical

discharge for several ignition energies close to the minimum ignition energy. (a) Kernel radius as a

function of time after discharge, extracted from schlieren images. The dashed lines indicate individual

experiments; solid, bold lines indicate the respective average values. (b) Average kernel propagation

speed as a function of the kernel radius, based on the average values (Essmann et al., 2020).
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Fig. 12: OH-LIF signal intensity in flame kernels in 8.0 vol. % ethene/air for two ignition energies
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5 Conclusions

The ignition of combustible gas/air mixtures by electrical discharges at energies close to the MIE

was investigated experimentally and numerically. Optical emission spectroscopy was employed to

study the discharge diameter and the temperatures of the plasma. Here, no clear dependency on

the discharge energy were found. Schlieren measurements of the gas-dynamic expansion of the hot

kernel and the pressure wave created by the discharge evidenced that higher discharge energies lead

to a faster expansion of the kernel. Also, the kernel radius at very early time steps is influenced by

the energy. Based on these results, a qualitative analysis of the energy balance and the temperature

evolution inside the kernel was performed. The analysis is able to explain how an increase in energy

yields a higher chance of ignition even though the temperature after the discharge is not increased.

To further study this process, we performed numerical simulations assuming cylindrical symmetry

while considering detailed transport processes as well as detailed chemical kinetics. The simulation

parameters were chosen according to the experiment. Systematic variation of the energy, the initial

radius, and the energy density was carried out. The results indicate that in the experiments, an increase

in energy is accompanied by an increase of the initial radius in such a way that the energy density

stays approximately constant. However, the larger kernel cools down more slowly and is more likely to

ignite the mixture. Finally, experimental results concerning the early phase of flame propagation after

an ignition were presented. Data from high-speed schlieren imaging revealed the limited repeatability

at low energy and the propagation of the kernel in three phases. Radial profiles of the OH-LIF intensity

allowed for an analysis of the kernel structure at several time steps during this early stage.

In combination, our results present a detailed analysis of the ignition process by electrical discharges

close to the MIE. Further research will target the time-resolved temperature field induced by the

discharge. This will be achieved via background oriented schlieren (BOS). In addition, OH-LIF

experiments will be carried out at 50 kHz to account for the variation of the ignition process at low

energies.
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Abstract 

The determination of ignition temperature under non-atmospheric conditions provides a new view on 
the behavior of flammable liquids under the conditions in which they are present usually today. The 
study of flammable substances under increased initial pressures should be studied to ensure safety in 
operation, equipment and other areas where flammable substances occur. In contrast to the 
determination of the ignition temperature in an open cup under atmospheric conditions, the determination 
of the ignition temperature under non-atmospheric condition is performed in a closed vessel at a constant 
volume without air exchange with the surroundings. These ignition temperature determinations also differ 
in the way of determination. Papp, et al. (2012) describes an ignition criterion in a closed vessel as 
a temperature increase of at least 50 °C and a pressure increase of at least 10 %.  
This article describes the determination and evaluation of ignition temperatures of two commonly 
used flammable liquids, on which the effect of initial pressure and oxygen concentration was tested. 
On these two parameters, the test equipment developed by us was tested and verified by comparing 
selected values with literature and with results from our cooperating organization PTB Braunschweig. 
Our test equipment is made of stainless steel, which is a suitable material to guarantee the safety of 
operation in the test vessel. During the tests, we confirmed the effect of increased initial pressures on 
the ignition temperatures. In our experiments, we also found under what non-atmospheric conditions 
flammable liquids can cause fire, loss of life, personal injury and property damage. There is currently 
no standard to determine the ignition temperature of flammable liquids in a closed vessel. 
 
Keywords: ignition temperature, non-atmospheric condition, closed vessel, pressure, oxidant 

1. Introduction 

Many industrial processes are now operated under increased pressures. It is known that the ignition 
temperature of a mixture of flammable liquids and air decreases with increasing pressure.  
Brandes et. al. (2005) wrote that according to Semenoff's theory, the dependence between the pressure 
of the mixture and the ignition temperature is expressed in relation (1): 𝑝𝑝 = 𝑘𝑘.𝑇𝑇(

2𝑛𝑛+1)
. 𝑒𝑒𝑒𝑒𝑝𝑝 (

𝐸𝐸𝐴𝐴𝑅𝑅𝑅𝑅)     (1) 

where   𝑝𝑝 is pressure fuel/air mixture  
  𝑇𝑇 is autoignition temperature fuel/air mixture 𝐸𝐸𝐴𝐴 is an apparent activation energy  𝑛𝑛  is the overall reaction order (usually assumed to be 2).  𝑘𝑘 is speed constant 𝑅𝑅 is gas constant 
The ignition delay time is expressed by the reaction value according to the following Arrhenius-like 
relation (2): 𝜏𝜏~

𝑘𝑘𝑝𝑝𝑛𝑛  . 𝑒𝑒𝑒𝑒𝑝𝑝 (
𝐸𝐸𝐴𝐴𝑅𝑅𝑅𝑅)                            (2) 

 where   𝜏𝜏 is ignition delay time 
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At higher pressures the expected ignition temperature is lower and the ignition time is longer. In some 
cases, the determinated ignition temperatures in a closed vessel are significantly lower at a pressure 
of 100 kPa compared to the determinated ignition temperatures by standardised methods (e.g. EN 14 
522, IEC 60079-20-1). These methods use an open cup, and therefore the ambient pressure is 
constant. As an ignition criterion, they use a visible flame. For our determination in a closed vessel, 
the ignition criterion is a sharp increase in temperature and a sharp increase in pressure. Series of 
substances have ignition temperature in an open cup between (300 to 450) °C. Especially esters and 
ketones show a significant decrease of the ignition temperature in closed vessel compared to an open 
vessel (Papp, et al., 2012). 

2. Experiments 

2.1 Test vessel 

The Technical Institute of Fire Protection has a 1 dm3 test vessel. The test vessel allows measuring of 
the ignition temperature of flammable liquids up to an initial pressure of 5 MPa and is designed to a 
maximum operating temperature up to 450 °C and a maximum pressure of 44.5 MPa. This vessel was 
structurally modified after initial experiments, when some deficiencies were detected. We have based 
these adjustments on the experience and knowledge of foreign and domestic partners. The design 
modifications consisted of adjusting the input opening for the liquid dosage using an HPLC pump and 
creating two holes for thermocouples that scan the temperature in the middle and top of the pressure 
vessel. This design modification is apparent from the following Figure 1 (Ševčík, et al., 2018). 

 
Fig. 1. Drawing of the test vessel in the cut 

Legend: 1 - test vessel, 2 - collar nut, 3 - flat cover, 4 - internal lid, 5 - screws, 6 -  duplicator in a 

central section, 7 - graphite trapezium gasket, 8 - thermocouple No. 1, 9 - thermocouple No. 

2, 10 - armature for HPLC pump, 11 - burst membrane, 12 - valve, 13 - thermocouple pocket, 

14 - thermocouple No. 3, 15 - sensor for pressure measuring, 16 - plunger, 17 - heating 

jacket, 18 - thermally insulating sheath, 19 - extender of the internal lid 
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The temperature in the closed vessel is indicated by three thermocouples with a diameter of 1 mm, 
which are evenly spaced in the test vessel.  The furnace is horizontally divided and consists of a fixed 
top and a flip bottom, which allows the mounting of a collar nut, see Figure 2. Temperature control 
is ensured by two programmable regulators, see Figure 3. 

   

 Fig. 2. Test vessel placed in the furnace   Fig. 3. Temperature control 

2.2 Ignition temperature determination procedure 

The determination is carried out by heating the vessel to the required temperature and subsequently 
by evacuating to 3 kPa. A mixture of a flammable liquid and air is dosed into the test vessel. First, 
the air is dispensed into the test vessel from a pressure cylinder. This is followed by spraying of the 
exact amount of a flammable liquid using the HPLC pump. After spraying of the flammable liquid, 
the ignition is determined. The time when the ignition occurs is normally within 180 seconds, 
therefore the interval of 300 s is sufficient to determine whether the ignition occurs or not. The lowest 
temperature is determined as the ignition temperature, at which the substance with air ignites. To 
determine the ignition temperature, it is necessary to determine at least five different concentrations 
of a flammable liquid. Between the measurements, the vessel is released, repeatedly evacuated and 
refilled with a mixture of air with a liquid after the test. Measurements with different concentrations 
are carried out because not all concentrations of the mixture ignite at a given temperature. 

3. Results and discussion 

3.1 Comparison of measurements in closed vessels 

We first verified the accuracy of our measurement by comparing the set ignition temperature values 
for heptane at different initial pressures, see Table 1. The measured values of the Technical Institute 
of Fire Protection and PTB can be found a good match of the measured results. Differences are due 
to the size of the vessel, the shape of the test vessel, the thermocouples used, the dosing method, the 
amount of the spraying mixture of a flammable liquid with air, etc. Our test equipment has a volume 
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of 1 dm3, three thermocouples with a diameter of 1 mm and we use a three-way hand valve for dosing 
flammable liquid. Brandes et. al. (2005) describes the equipment of PTB, which has a volume of 0,5 
dm3, has only 2 thermocouples with a diameter of 0,5 mm and uses a pneumatic valve to dosing a 
flammable liquid. PTB dosed the amount of flammable liquid in the range (15 to 40) % vol., we in 
the range (10 to 50) % vol. 

Table 1: Comparison of heptane ignition temperatures with PTB (Brandes et. al., 2005) 

Initial pressure po [kPa] T ign [° C]  

(1 l vessel TÚPO) 
T ign [° C]  

(0,5 l vessel PTB) 
100 218 220 

200 207 201 

500 203 197 

We also compared our test results with the results calculated according to the equation (1). The 
calculated apparent activation energies under different initial pressure for heptane and pentane were 
in the range from 140 kJ/mol to 230 kJ/mol. We also compared our calculated results with the 
calculated results of Brandes et. al. (2005). Their calculated results from experimental values for pure 
substances (not only heptane and pentane) were in the range from 100 kJ/mol to 350 kJ/mol.  

3.2 Effect of test pressure on ignition temperature 

We did measurements on two flammable liquids (heptane, pentane) at different initial pressures. For 
our own experiments, we chose three different initial pressures of 100 kPa, 200 kPa and 500 kPa. The 
test samples were selected because heptane is used as a comparison liquid for methods that use an 
open cup. Both samples do not have such high ignition temperatures as to get to the maximum allowed 
temperature of our test vessel. For both flammable liquids, the ignition temperature decreased when 
the initial pressure increased. 

Table 2: Comparison of ignition temperatures for heptane and pentane at different initial pressures 

Initial pressure po [kPa] T ign (heptane) [° C] T ign (pentane) [° C] 

100 218 258 

200 207 247 

500 203 232 

3.3 Effect of oxygen concentration on ignition temperature 

In these experiments we reduced the oxygen content in the test vessel from 21 % vol. (oxygen content 
in the air) to lower values. This was performed by filling the vessel first with air and refilling it with 
pure nitrogen. This filling was carried out by the partial pressure method. For example, at the initial 
pressure of 100 kPa, when 10 % vol. of a liquid was injected into the vessel, the vessel was first filled 
with a mixture of air and nitrogen at 90 kPa and then the liquid was injected to achieve an increase in 
initial pressure to 100 kPa.  
We examined the minimum oxygen concentration, which still ignites the flammable mixture in the 
vessel. The experiments were carried out at initial pressures of 100 kPa, 200 kPa and 500 kPa. The 
minimum oxygen concentrations were verified by further reducing the oxygen concentration and 
increasing the initial temperature in the closed vessel. Under these conditions, there has been no more 
ignition of the test samples, see Tables 3 and 4. We didn´t carry out so many experiments for pentane, 
because the behavior of these two flammable liquids was similar. 
The determination of the ignition temperature of flammable liquids at increased oxygen 
concentrations wasn´t measured because of the safety. 
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Table 3: Effect of oxygen concentration on ignition temperature in heptane 

Test conditions 100 kPa 200 kPa 500 kPa 

Vol. fraction O2 T ign (heptane) [°C] 

21 %  218 207 203 

18 %  219 * * 

15 %  220 213 203 

12 %  224 213 203 

11 %  226 * * 

10 %  264 (no ignition) * * 

9 %  - 214 209 

8 %  - 217 209 

7 %  - 225 215 

6 %  - 231 215 

5 %  - 231 220 

4 %  - 270 (no ignition) 228 

3 %  - - 270 (no ignition) 

 

Table 4: Effect of oxygen concentration on ignition temperature in pentane 

Test conditions 100 kPa 200 kPa 500 kPa 

Vol. fraction O2 Tign (pentane) [°C] 

21 %  258 247 232 

18 %  259 * * 

15 %  259 251 232 

12 %  264 * * 

11 %  265 * * 

10 %  293 (no ignition) * * 

9 %  283 (no ignition) 256 233 

8 %  - * * 

7 %  - * * 

6 %  - 257 243 

5 %  - 283 (no ignition) 244 

4 %  - - 251 

3 %  - - 269 (no ignition) 

Explanatory notes:  *  non-determination 

-  non-ignition 
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4. Conclusions 

The results of the measurements confirmed that the ignition temperature of flammable liquids 
decreases with increasing pressure in the closed vessel. It can also be noted that in the event of a 
decrease in the oxygen content of the air, the ignition temperature increases. We have been able to 
determine the minimum oxygen concentration in the air that is necessary to ignite the test samples. 
This concentration decreases with the pressure increases in the test vessel.    
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Abstract 

For the determination of safety characteristics of gases, vapors and dusts different types of ignition 

sources are used in international standards and guidelines. Table 1 compares technical relevant 

ignition sources with their main features. The paper presents test results of a comparative calorimetric 

and visual study between four different types of ignition sources. The ignition procedures were 

analyzed visually with a high-speed camera and electric recordings. In addition to that, the influence 

of the electrode-orientation, -distance as well as ignition energy on the reproducibility of the 

exploding wire igniter was tested. 

The exploding wire is already in use for standardized determination of safety characteristics of 

gases [1], first tests on the suitability of the exploding wire igniter for dust testing have been carried 

out by Scheid et al. [2]. Using the exploding wire, the ignition energy can be varied from 2 to 10 000 

J (2 x 5 000 J) and thus it could be used for gases, vapors, dusts and hybrid mixtures. Moreover it can 

be used at high initial pressures and it is the only ignition source with an easily measurable ignition 

energy release. Furthermore, it does not introduce another chemical reaction into the system. 

Finally, a proposal for a standard ignition source for explosion tests on hybrid mixtures is derived 

from the test results. 

Keywords: Ignition source, Exploding Wire, hybrid mixtures, safety characteristics determination 

 

Table 1: Technical relevant ignition sources  

Ignition 

source 

Energy range 

[J] 

Adjustable 

Energy 

Application (example) Used/Found 

in  

Affecting 

chemical 

reaction 

Suitable 

for high 

pressures 

Exploding 

wire 

Low to high, 

2 – 5 000 
Yes 

Determination of LEL 

and UEL of gases and 

vapors 

EN 1839 B, 

ASTM 

E918, 

EN ISO 

10156 

No Yes, 

Tested up 

to 100 bar 

Chemical 

igniter 

Moderate to 

high, 

100 – 10 000 

No, 

Stepwise 

Determination of LEL, 

pmax, (dp/dt)max, (KSt) of 

dusts 

EN 14034 

series 

 

Yes Yes 

Induction 

spark 

Low, 

< 10 J 
Yes 

Determination of LEL 

and UEL of gases 

vapors 

EN 1839, 

ASTM E681 

No No, 

Just up to 

5 bar 

Surface-gap 

spark 

Low, 

10 – 40 
Yes 

Determination of LOC 

of gases and vapors 

under non-atmospheric 

conditions 

ASTM 2079 No No, 

Just up to 

25 bar 
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1. Introduction 

Safety characteristics of gases, vapors and dusts are often investigated without considering the 

influence of the ignition source in more detail, even though it is found to have an impact on them [3, 

4]. Other standards say, that the “delivered ignition energy” (= net energy) must be specified in the 

test report but don’t give a hint how to measure it [5]. This is caused by the fact, that for most ignition 

sources it is hard to measure the real energy and burning duration under laboratory conditions and 

almost impossible during tests. Rough estimates such as the gross energy for all electrical igniters 

based on capacitors (E[J] = 0.5 * C[F] * U[V]² with E: Energy (Joule), C: Capacitance (Farad) and 

U: Voltage (Volts)) are known to be unprecise [3, 6] but are still widely used. The net energy therefore 

is, because of the dependence on cable resistance and length, burning duration and other technical 

parameters, unknown and varies between 20% to 80% of the gross energy for electrical igniters [3].  

Additionally to the ignition energy that is actually introduced into a system, there are several other 

specifications of the ignition source that might influence the effectivity of an ignition source, 

particularly the ignition duration and the initial volume that is affected by the ignition source, which 

is also dependent from the distance and the orientation of the electrodes. 

For explosion tests on dusts mainly chemical igniters are used [7]. There are standardized chemical 

igniters with defined energies varying from 100 J up to 10 000 J but with them the energy cannot be 

adjusted fluently, and the net energy that is introduced into the system (and their variation) as well as 

the burning duration are unknown. 

For gas explosion tests, typical ignition sources are the induction spark and the exploding wire [1]. 

The spark ignition is probably the most common ignition source for gas explosions. It is characterized 

by a rather low ignition energy (< 10 J) and long ignition duration of (200 – 400) ms. Measuring the 

actual net ignition energy of the spark igniter is not directly possible. Contrary to the exploding wire 

igniter it can only be used at atmospheric or slightly elevated pressure. Using the exploding wire 

igniter much higher ignition energies can be realized and it is possible to calculate the actual net 

ignition energy in each test by measuring the ignition current and voltage, whereas the ignition 

duration of around 5 ms is much shorter compared to the spark ignition. The surface gap spark is 

another alternative ignition source mainly for gas explosion tests [5]. Considering the ignition energy, 

that can be realized, it is stronger, than the spark ignition, but not as strong as the exploding wire 

igniter. However, the ignition duration is much shorter than all other ignition sources that are 

considered. In this work the four types of ignition source mentioned above should be characterized 

experimentally. The net ignition energy introduced into the system as well as the reproducibility was 

compared by calorimetric measurements. The burning duration has been compared by high-speed-

recordings. Finally, the influence of the orientation of the electrodes was studied for the exploding 

wire igniter. Based on the test results a standardized ignition source for the determination of safety 

characteristics of hybrid mixtures of gases and dusts is proposed. 
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2. Experiments 

The induction spark (Fig. 1) is the most common ignition source for gas testing. It consists of a high 

voltage transformer with an open-circuit voltage of 15 kV and a short circuit current of 30 mA. The 

electrodes have a distance of 5 ± 1 mm and the burning duration is set to 200 ms [1]. 

 

Fig. 1. Schematic if the Induction spark with specifications according to DIN 1839:2017 [1] and 
ASTM E-681 [8] in italic 

The chemical igniters (Fig. 2) consist of small plastic or aluminum buckets filled with a firing charge 

of 40% zirconium, 30% barium nitrate and 30% barium peroxide. A sealing cap keeps the firing 

charge inside. An electrical fuse head is connected to two wires for a precise electrically controlled 

ignition from the outside of the apparatus. 

 

Fig. 2. Structure of a chemical igniter 

The surface-gap spark (Fig. 3) is made of two electrodes, separated by a pencil lead mainly consisting 

of graphite with 6 to 10 mm in length and an electrical power supply. The emerging discrete spark is 

a surface discharge on the outside of the pencil lead. 

 

Fig. 3 Schematic of the surface-gap spark, listed values in italic are typical but not specified 
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The exploding wire consists of a copper nickel manganese alloy (CuNi30Mn) wire that is mounted 

between two metal rods and a power supply. An electric current is passed through the wire, melting 

it and generating an electric arc. Typical values specified in standards for the determination of safety 

characteristics of gases are an electrode diameter greater than 3 mm and an electrode distance of (5 ± 

1) mm. The diameter of the connecting alloy wire shall be between 0.05 mm and 0.2 mm (typical: 

0.12 mm). The electrical power for melting the wire and generating the arc is typically supplied by 

an alternating current isolating transformer with a power of 700 VA to 3 500 VA and a secondary 

voltage 230 V. The secondary winding of the transformer shall be switched by thyristors to control 

the time the voltage passes through the rods and the wire for adjustment of the ignition energy 

between 10 J and 20 J [1, 9]. 

For higher delivered energies of up to 2 000 J capacitors with an operating voltage of 450 V and a 

capacity of up to 21 000 µF are used. To achieve a comparable burning duration of 4 – 10 ms an 

inductor is introduced to the circuit (see Fig. 4). 

 

Fig. 4. Schematic of a high-energy exploding wire ignition source 

Two test set-ups were built for the results presented in this paper. The first was a quasi-adiabatic 

calorimeter to measure the net energy and comparing it to the specified values and the electrical 

recordings (if available). The second was a fire-proof chamber equipped with different high-speed 

cameras and electrical measurement devices to capture the ignition procedures on video and measure 

the burning duration and net energy. 

2.1 Calorimetric measurements of the net energy of different ignition sources 

The calorimeter is made of brass and has an inner diameter of 2 cm, outer diameter of 6.5 cm and a 

total height of 7 cm. It was isolated by foamed polystyrene with a thickness of at least 90 mm. The 

temperature increase of the calorimeter was measured with a high precision semiconductor 

thermistor, TS-NTC-203, Hygrosens Instruments GmbH, and a self-designed circuit board 

transferring the changing resistance into a changing voltage. The recorded voltage signal is 

proportional to the temperature increase and thus to the released energy (see Fig. 6). 

The calorimeter was calibrated with a 100 Watt lamp, a 12.5 Volt DC power source adjusted to an 

output of 8 Ampere and a timed relay that was set to several switching times to get a calibration curve 

according to the formula  𝐸[𝐽] = 𝑈[𝑉] ∗ 𝐼[𝐴] ∗ 𝑡[𝑠] (E: Energy (Joule), U: Voltage (Volts), I: Current 

(Ampere), t: time (seconds)). By means of the calibration a sensitivity of 0.0698 mV/J and a mean 

variation of 1.63% (max 4%) was obtained. In Fig. 5 the calibration curve is shown together with the 

results of several validation tests. 
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Fig. 5. Calibration line and three verification tests with a variation of less than 4% 

 

Fig. 6. Adiabatic brass calorimeter in the calibration set-up 

2.2 Highspeed camera and electrical recordings 

Three different high-speed cameras (MotionCorder Analyzer Model SR-1000 from Kodak, 

FASTCAM APX RS from Photron and HPV-1 from Shimadzu) were used for filming with maximum 

framerates of 1 000, 20 000 and 1 000 000 frames per second. The electrical recordings of the ignition 

current and ignition voltage of the exploding wire were measured with a frequency of 30 kHz. 

3. Results and discussion 

3.1 Results of the calorimetric measurements 

Ten tests with different ignition times of the induction spark and an electrode distance of 6 mm 

showed a power of 11.9 W with a mean variance of 4.4%. This matches DIN EN 1839 in which the 

power of this ignition source is specified with circa 10 W. In the standard gas explosion tests the 

burning duration is adjusted to 200 ms [1] or respectively 200 – 400 ms [8] so the net energy released 

by the induction spark is between 2.2 J and 5.0 J (E(J)=P(W)*t(s); variance included). Other standards 
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that included the same ignition source with 15 kV and 30 mA differ by specifying a delivered energy 

instead of power of 10 J in 200 – 500 ms [9]. The energy can only be increased by a longer burning 

duration. Higher energies for dust explosions of at least a few hundred joules cannot be provided in 

a reasonable time span.  

Twenty-two tests with a surface-gap spark igniter were carried out. The energy was provided by 

capacitors with a operating voltage of 450 V and a capacitance of 220 µF. In the tests an average net 

ignition energy of 7.9 J with a mean variance of 4.5% was measured. The efficiency in this set-up is 

35% compared to the gross energy of 22.75 J.  

Another test with a capacitance of 600 µF and different loading voltages led to the results shown in 

the following diagram (see Fig. 7). The efficiency was between 41% and 29% with the trend of 

decreasing with higher voltages. 

 

Fig. 7. Calorimetric measurements of a surface-gap spark igniter with a capacitance of 600 µF, 
calorimetric measured energy against operating voltage 

The influence of the cable length was also measured with two cables of the same cross section of 

4 mm² and a length of 3.2 m and 21,7 m. The efficiency decreased with the longer cable from 40% 

on average to 32% on average. Another influencing factor is the number of the ignitions carried out 

with one pencil lead mainly consisting of graphite. In the first few ignitions the released energy is 

decreasing from test to test, then after about 5 ignitions the released net energy is constant (see Fig. 

8). This may be because of the lacquer or something else that is burned from the surface at the first 

ignition. The resistance of the pencil lead was measured in an additional test showing the dropping 

resistance over the first three ignitions. 
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Fig. 8. Resistance of the 10 mm (length) * 2 mm (Ø) pencil lead against the number of ignitions 

The surface-gap spark has many parameters influencing the energy and the efficiency. For every 

set-up, calorimetric tests should be made or the set-up conditions (cable length, cable cross-section, 

number of ignitions, resistance and length of pencil lead) should be described precisely to have a 

chance to check the net energies in subsequent tests.  

Three tested chemical igniters with a specified energy of 1 000 J had a calorimetric energy of 

1 090 J ± 24 J. For the igniters with smaller specified energies (three tests each) the difference 

between the specified and the measured ignition energy was higher. The calorimetric measured 

energies were 660 J ± 32 J instead of 500 J, 477 J ± 35 J instead of 250 J and 425 J ± 51 J instead of 

100 J. The chemical igniters consist of an explosive and an igniting pill. It was assumed, that the 

weight of the explosive is adjusted, and the igniting pill is disregarded. To prove this, chemical 

igniters of different specified energies were disassembled, and the explosive weight measured. 

Afterwards the ignition pills were ignited in the calorimeter without explosive. 
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Fig. 9. Calorimetric measured energy of the chemical igniters against specified energy according 
to the manufacturer, three tests each except “0 Joule” with four tests 

The weights are shown in Table 2 and the calorimetric values are plotted in Fig. 9 under “0 Joule” 
leading to values of 288 J ± 38 J, lying exactly around the extrapolated linear fit of the other tests. 

Table 2: Weights of the chemical igniters, with and without explosive and difference (mass of 
explosive without ignition pill) 

Sample 

number 
Specified energy [J] 

Gross weight, 

filled [g] 

Gross weight, 

empty [g] 

Difference/mass of 

explosive [g]  

Ratio to 1.000 J 

1 1 000 5.23 5.01 0.22 - 

2 1 000 5.28 5.05 0.23 - 

3 1 000 5.25 5.01 0.24 - 

4 500 5.11 4.98 0.11 ~ ½ of the mass 

5 500 5.09 4.98 0.11 ~ ½ of the mass 

6 500 5.10 4.97 0.13 ~ ½ of the mass 

7 100 5.01 4.98 0.02 ~ ⅒ of the mass 

8 100 4.99 4.96 0.02 ~ ⅒ of the mass 

9 100 5.02 5.00 0.02 ~ ⅒ of the mass 

The exploding wire showed a low variation in the efficiency and in overall energy with the same set-

ups: All the tests were carried out twice over a range from 6.6 J to 1 400 J. The comparison between 

the calorimetric and the electrical measurements showed, that the calorimetric values were 7% higher 

on average (see Fig. 10). This may be because of an insufficient calibrating method of the calorimeter 

or the ignition device, but it is still smaller than any variation of the other ignition sources and the 

only one, that could be with two methods at the same time. 

0 100 250 500 1000

0

100

200

300

400

500

600

700

800

900

1000

1100

1200

C
a
lo

ri
m

e
tr

ic
 m

e
a
s
u
re

d
 e

n
e
rg

y
 [
J
]

Energy [J] acc. to manufacturer

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

871



 

 

 

Fig. 10. Calorimetric measurements of exploding wire, calorimetric and electrical measured energy 
against the gross energy of the loaded capacitors (double-logarithmic scale) 

3.2 Results of highspeed camera recordings 

The surface-gap spark igniter is too fast for electrical measurements. To achieve an idea of the ignition 

procedure a camera with up to 1 000 000 fps was used, the cable length to the electrodes was 1,6 m 

with a cross-section of 4 mm², the capacitance was 220 µF, loading voltage 450 V and the pencil lead 

had a length of 10 mm and a diameter of 2 mm.  It turned out, that the whole burning duration is less 

than 170 µs long, with a core-time (where one can clearly see a light) of about 60 µs (see Fig. 11). 

For gases the burning duration is not very crucial but for dusts this might be too short to ignite leading 

to the experimental determination of wrong safety characteristics. 

 

Fig. 11. Full ignition procedure of a surface-gap spark, burning duration of less than 0.17 ms 
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Fig. 12. Three different ignition procedures of the exploding wire with different electrode angles; 
180° (adjacent) with 20.5 J in top row, 90° in the middle with 26.5 J and 0° (parallel) in the bottom 
row with 29.5 J 

Fig. 12 is a slideshow of three ignition procedures with different angles of the electrode. One can 

clearly see the well-controlled ignition with adjacent (180°) electrodes staying in one place and light 

arcs pushed away from the electrodes if the angle varies. This leads to a higher variation of the net 

energy and the burning duration with increasing angles (see Fig. 13).  

 

Fig. 13. Electrically measured ignition energy against ignition time and angle of the electrodes, ten 
tests were carried out for each set-up 

The variation of the ignition energy changes clearly with different angle; parallel electrodes show a 

variation of 11.2% (max. 30.1%), orthogonal electrodes of 7.0% (max. 28.8%) and adjacent 

electrodes of 5.4% (max. 23.1%). There is another trend, that decreasing electrode angles increase 

the efficiency of the ignition system, otherwise identical set-ups cause a higher net energy with 

parallel electrodes than with adjacent ones. 
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Fig. 14. Ignition procedure of an exploding wire with 820 J and an electrode angle of 180° (adjacent) 

The above described correlation between increasing angle and decreasing variation does not apply 

for energies above ~50 J. Parallel electrodes show a variation of 3.0% (max. 12.1%), orthogonal 

electrodes of 3.2% (max. 13.9%) and adjacent electrodes of 2.6% (max. 11.5%). 

The cause for this may be, that the energy amount is too big to last between the two electrodes and is 

pushed besides due to thermal and electromagnetic effects (see slideshow in Fig. 14). This causes a 

higher turbulence and therefore a higher variation, comparable to the variation of parallel electrodes. 

The trend with the efficiency is clearer with increasing energies; parallel electrodes show higher net 

energies with otherwise identical set-ups of the ignition system (see Fig. 15). 

 

Fig. 15. Electrically measured ignition energy against angle of the electrodes, capacitance value 

(2 ≙ 940 µF, 3 ≙ 1 880 µF, 4 ≙ 4 700 µF, 5 ≙ 9 400 µF, 6 ≙ 20 680 µF) and ignition time, unvaried 
loading voltage of 450 V 

4. Conclusions 

The exploding wire igniter has several advantages compared to the other common ignition sources 

used for explosion testing. Particularly the burning duration and the ignition energy can be adjusted 

fluently. The lower mean variance and measurable ignition energy in each ignition are another two 

features that make the exploding wire suitable for a standardized ignition source for hybrid mixtures. 

The angle of the electrodes can be varied to achieve a lower mean variation, but this causes much 

more effort and does only make sense for ignition energies below 50 J. The distribution of the ignition 

energy in space (ignition volume) is higher with parallel electrodes what might be an advantage, 

however the ignition volume is of different ignition sources under examination and will be published 

in the near future. 
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The burning duration of the surface-gap spark is probably too short for a dust explosion. Two other 

disadvantages of the surface-gap spark are that it is not possible to measure the net energy while in 

use and the many parameters influencing it. 

Because of the unspecified ignition energies of the chemical igniter under 1.000 J it is not suitable 

for the determination of safety characteristics for gas explosions. With 1.000 J the energy is likely to 

drive the hybrid mixture into over-ignition in the gas-driven regions. For the dust-driven hybrid 

mixtures it may be suitable. 

The induction spark does probably not provide enough energy for determining safety characteristics 

for explosion of hybrid mixtures with energies of around 10 J per second.   
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Abstract 

Several analytical methods are used for the determination of reaction kinetic data of solid bulk 

materials and to predict the self-ignition behaviour of large storages. These are thermal analyses such 

as differential scanning calorimetry DSC, simultaneous thermal analysis STA as well as 

microcalorimetry for high-precision measurement of heat flows. Very small sample quantities are 

used for the above methods. 

Normally, the self-ignition behaviour is determined with the aid of isoperibolic or adiabatic hot 

storage tests; the sample volumes here are usually in the range of approx. 100 cm³ to several litres. 

The extrapolation to technically relevant volumes holds, however, considerable uncertainties.  

The main objective of a research project launched in 2018 is to identify and to reduce these 

uncertainties. This is to be done primarily by setting up a test stand for the investigation of sample 

sizes of up to 1000 dm³. The suitability (or unsuitability) of the established methods is to be 

demonstrated and influencing variables that cannot be measured on a laboratory scale are to be 

determined. First results of the project confirm that the determination of the self-ignition behaviour 

of dusts and bulk materials and in particular the determination of reaction kinetic data are subject to 

considerable uncertainties. Both hot storage tests on a laboratory scale and thermoanalytical methods 

evaluated with the aid of various methods allow only partially reliable conclusions about the self-

ignition behaviour of large bulk materials. Complete test series using all mentioned test methods will 

be presented and - depending on the sample material - conclusions regarding the applicability of the 

extrapolation methods will be discussed. 

Keywords: self-ignition, extrapolation methods, large scale tests, kinetic data, thermoanalytical 

methods 

 

1. Introduction 

The storage and transport of flammable bulk materials poses the risk of fire by spontaneous 

combustion. The risk of spontaneous combustion increases with both the quantities of the stored 

flammable material and the duration of storage.  

To assess the self-ignition behaviour of a bulk material, so-called isoperibolic hot storage tests in 

accordance to prEN15188 (2019) are frequently used to determine self-ignition temperatures (TSI) for 

various sample volumes on a laboratory scale. An extrapolation of the results obtained at laboratory 
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scale is based on the theory of thermal explosion. As a result of these experiments, conditions can be 

derived which ensure safe storage or safe transport of the different materials. This can be achieved 

by limiting both the storage temperatures and quantities as well as the duration of storage. 

The extrapolation to technically relevant volumes holds, however, considerable uncertainties. These 

are based on: 

- extrapolation over several orders of magnitude of volume, 

- limitations of the extrapolation method used (restricted start and boundary conditions), 

- the different temperature levels of the laboratory experiments compared to the 

  technical storage, in particular the influence of the water contained, 

- unclear criteria for ignition/non-ignition, 

- influence of different extrapolation methods, 

- reactions not detectable by laboratory tests 

  (low temperature oxidation, decomposition, autocatalysis etc.), 

- scattering of the test results. 

 

The main objective of the research presented is to identify and to reduce these uncertainties. By means 

of a combination of semi-technical hot storage test up to a volume of 1 m³ as well as thermoanalytical 

methods, the following questions are to be addressed: 

- a general review of the methods of extrapolation listed in prEN15188 (2019), 

- the verification of the suitability or unsuitability of extrapolation procedures for materials with 

  complex reaction kinetics and/or mechanisms, such as autocatalytic processes, inhibited 

  systems, multi-step reaction systems or processes with limited mass transport, 

- derivation of decision criteria for the applicability of extrapolation methods, 

- testing the applicability of (new) screening methods based on microcalorimetric methods, 

- the improvement of the measurement uncertainty by investigations in the volume range between  

  laboratory tests and practical conditions, 

- the examination of further influences such as product moisture or low temperature reactions 

  of highly reactive components to the spontaneous ignition process, 

- Influence of convection-dominated transport processes in large deposits with the aim of 

  verification and validation of test methods and simulation models. 

 

2. Current situation 

 

One common approach to transfer results from laboratory experiments to practical conditions is the 

so-called theory of thermal explosion, developed by Frank-Kamenetzkii. Based on this theory, a 

correlation results from the characteristic length of a deposit (e.g. radius of a cylinder) and its critical 

storage temperature TSI (self-ignition temperature).  

Fig. 1 shows the extrapolation of critical storage temperatures to larger volumes in the so-called 

Arrhenius plot with cr – critical Frank-Kamenetzkii-parameter, TSI – self-ignition temperature, 

r – characteristic length. 
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Fig. 1. Arrhenius plot according to prEN15188 (2019) 

 

This procedure represents the current state of the art. For a simplified fast extrapolation, the so-called 

Pseudo-Arrhenius plot is often used where the volume to surface ratio of the sample (V/A) is plotted 

against the reciprocal self-ignition temperature (1/TSI), see Annex A.5 of prEN15188 (2019). This 

method is used in section 3.2.3 to illustrate the results of the performed isoperibolic test series. 

However, experience from incidents has shown that the data obtained on a laboratory scale are often 

only transferable to real-scale applications to a limited extent and with an uncertainty that cannot be 

quantified. If reaction processes not covered by this method can be taken into account, in particular 

using detailed mathematical models, self-ignition processes can be predicted much more accurately 

on a real scale and better parameters can be derived for safer operation of process plants and during 

storage and transport. This requires laboratory tests as well as numerical methods to be verified by 

means of large-scale experiments on a semi-industrial scale. Systematic large-scale experiments with 

volumes far above the laboratory quantities normally used in the past have not yet been carried out.  

 

Spontaneous combustion of flammable materials can occur during both process engineering 

applications and the transport or storage of bulk materials. An overview of the methods for 

determining the spontaneous ignition behaviour is given by Fei and Liang (2011), for example. 

Various parameters (e.g. material properties, storage conditions and the geometry of the bulk solid) 
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influence the spontaneous ignition process. For this reason, efforts have already been made in the past 

to better describe these processes through systematic laboratory experiments in combination with 

suitable model approaches and to transfer the results of the laboratory experiments to real scale with 

the aid of numerical methods, e.g. Fierro et al. (1999), Lohrer et al. (2005), Krause et al. (2006), 

Ferrero et al. (2009), Zhu et al. (2013), Everard et al. (2014), Degenkolbe et al. (2016), Wu et al. 

(2017) and Wu et al. (2019). Some of the work carried out so far also includes large-scale 

experiments. In this context, investigations of the spontaneous combustion processes in bulk materials 

on a real scale were carried out, such as coal stockpiles (Fierro, 1999) and wood chip stockpiles 

(Ferrero, 2009). However, these studies did not involve the systematic determination of critical 

storage conditions, as would be necessary for checking the extrapolation, but rather the investigation 

of selected scenarios. 

The basic prerequisite for the successful application of numerical calculation methods, however, is 

the knowledge of reaction-kinetic data of the processes taking place during the spontaneous ignition 

processes. These data are in turn determined from the laboratory tests already described and are thus 

subject to the uncertainties listed above. 

 

3. Experiments 

3.1 Materials tested 

 

A wide range of materials have been investigated including wood pellets, petroleum coke, vitamine 

mixture, crosslinked polyvinyl-pyrrolidone (PVP) and a sterol mixture. A detailed description can be 

found in Schmidt et al. (2020).  

 

3.2 Isoperibolic hot storage tests 

3.2.1 Large scale test setup 

 

The setup for carrying out tests on a semi-industrial scale consists of four heating chambers with an 

internal volume of about 3 m³ each, designed to store four 200 L barrels or containers up to a volume 

of 1 m³, see Fig. 2, left. The air in the heating chamber is permanently circulated by means of a fan. 

Holes drilled in the rear wall ensure a four- to fivefold air exchange per hour. For safety reasons, it is 

planned to stop the tests at a point in time when an ignition could be clearly detected. For this purpose, 

a system has been installed which allows the oven (heating, fan) to be switched off automatically and 

the oven chamber to be purged with nitrogen. 

Wire mesh baskets with volumes of approx. 125 dm³ and 1000 dm³ are available as sample containers, 

see Fig. 2, right. Each oven is equipped with a system to measure temperatures at up to 16 points in 

and around the sample. If necessary, it is possible to detect fire gases generated during the test. A 

mobile FT-IR spectrometer and oxygen analyser are available for this purpose. 
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Fig. 2. Weather protection tunnel with 4 ovens (heat chambers, left) and equipped sample container 

(125 dm³) with petroleum coke sample (right) 

 

 

3.2.3 Test results  

3.2.3.1 Wood pellets 

 

In order to determine the self-ignition behaviour of wood pellets, isoperibolic hot storage tests up to 

a volume of 1000 dm³ were carried out.  

 

Fig. 3 shows the determined TSI in the Pseudo-Arrhenius plot. The extrapolation of test results in 

laboratory scale (red) show a good agreement with tests performed with volumes of 125 dm³ and 

1000 dm³. The self-ignition temperatures determined for larger volumes deviate only slightly from 

the extrapolation of the laboratory values and are within the measuring uncertainty of extrapolation 

defined in prEN15188 (2019). Extrapolation over all investigated volumes results in slightly higher 

critical temperatures for technical storage volumes. 

However, in the tests with 125 dm³ and 1000 dm³ convective effects are observed within the deposit. 

In Fig. 4 the temperature curves over time are plotted for two tests (1000 dm³ sample) at storage 

temperatures of 113 °C (black) and 111 °C (orange). The temperature in the sample center (solid 

curves) and the temperature 25 cm above the sample center (dashed curves) are shown. While the 

first self-heating in both experiments takes place in the sample center, the ignition at a storage 

temperature of 113 °C occurs above the sample center. The reason for this is probably a convective 

effect (mass and heat transport) in the bulk material, which has a comparatively large gap volume. 

These observed effects require further investigations. 
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Fig. 3. Pseudo-Arrhenius plot wood pellets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Temperature-time plots at the center of a 1 m³ sample and 25 cm above 
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3.2.3.2 Petroleum coke 

 

Fig. 5 shows temperature curves of the isoperibolic hot storage tests with petroleum coke at four 

different sample volumes.  

According to prEN15188 (2019) a test is evaluated as having ignited if one of two criteria is 

fulfilled: 

a) when the temperature-time-curve, measured at the center of the sample, shows an inflection point 

during the heating phase at a temperature above the oven temperature;  

or 

b) when the temperature at the center of the sample rises at least 60 K above the oven temperature 

(ΔT > 60 K). 

Usually, both criteria occur at an identical oven (storage) temperature, i.e. in case of non-ignition no 

inflection point occurs and the temperature difference between the oven and the sample is less than 

60 K. In case of ignition, a temperature rise of more than 60 K occurs, combined with an inflection 

point and a significant mass loss due to burning.  

In Fig. 5 (top left) tests with 137 cm³ of petroleum coke at oven temperatures of 206 °C to 265 °C are 

shown. The temperature in the center of the sample increases by more than 60 K above the oven 

temperature at all oven temperatures above 206 °C and must therefore be regarded as ignition 

according to prEN15188 (2019). The maximum temperature reached in the center of the sample rose 

successively with the increase of the oven temperature. However, an inflection point as well as a 

burn-up with significant mass loss occurred only at oven temperatures above 265 °C. The critical 

temperature determined by the different criteria thus deviates by 59 K. The question therefore arises 

whether the 60 K criterion defined in prEN15188 (2019) is actually a suitable ignition criterion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Temperature-time curves of hot storage tests of petroleum coke at different sample volumes 
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If the sample volume is increased, this deviation decreases gradually. In tests with 1097 cm³ of 

petroleum coke, the 60 K criterion is reached at a storage temperature of 165 °C, a first inflection 

point can be seen at 167 °C. If the experiments are carried out with larger sample volumes 

(10.8 dm³ and larger), both ignition criteria mentioned in prEN15188 (2019) occur at the same 

storage temperature; e.g. at 135 °C for a 10.8 cm³ sample. 

The Pseudo-Arrhenius plot in Fig. 6 clearly shows that the extrapolation of laboratory scale tests 

using the 60 K ignition criterion deviate significantly from critical temperatures observed for larger 

volumes. The application of the 60 K criterion for laboratory scale tests with petroleum coke 

overestimates the proneness to spontaneous combustion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Pseudo-Arrhenius plot petroleum coke 

 

3.3 Adiabatic hot storage tests 

In adiabatic tests, the ambient (oven) temperature is adjusted to correspond to the temperature in the 

center of the sample. Under these conditions, the Fourier heat equation is simplified in that way that 

no heat conduction in the sample and heat transfer from the sample to the surrounding occur and 

hence, the reaction kinetics may be determined from a single test. Adiabatic hot storage tests are 

described in Annex D of prEN15188 (2019). The results of adiabatic measurements of the vitamine 

mixture and of the sterol mixture are shown in Fig. 8. The apparent activation energies obtained from 

adiabatic measurements are discussed in section 4. 
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3.4 Thermoanalytical investigations  

3.4.1 Differential Scanning Calorimetry (DSC) 

Four samples - i.e. petroleum coke, the vitamine mixture, PVP and the sterol mixture - were chosen 

to perform kinetic analyses. Their thermograms are shown in Fig. 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Thermograms of petroleum coke (top left), vitamine mixture (top right), polyvinyl-

pyrrolidone (PVP, bottom left) and sterol mixture (bottom right) with different heating rates  

 

3.4.2 Model free estimation methods 

The results of thermoanalytical investigations had been presented in a previous paper by Schmidt et 

al. (2020). In these investigations, the degree of thermal conversion 𝛼  is the basis for kinetic 

calculations. The rate of conversion 
𝑑𝛼𝑑𝑡  can be calculated as 𝑑𝛼𝑑𝑡 = 𝑘(𝑇) ⋅ 𝑓(𝛼) = 𝐴 ⋅ exp (− 𝐸𝑎𝑅 ⋅ 𝑇) ⋅ 𝑓(𝛼) 

(1) 

whereas 𝑓(𝛼)  refers to the reaction model and 𝑘(𝑇)  is the rate constant which depends on 

temperature 𝑇. With Arrhenius equation, 𝑘(𝑇) can be calculated using the preexponential factor 𝐴, 

the apparent activation energy 𝐸𝑎 and the universal gas constant 𝑅 (Vyazovkin, S. et al., 2011). 
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Model free methods such as Friedmann (1964), Ozawa (1965)/Flynn/Wall (1966), Kissinger (1957) 

and determination of initial slope had been used to estimate kinetic parameters and to discover if a 

reaction follows rather complex or simple mechanisms. One part of the investigations was to estimate 

the apparent activation energy of the first reaction step and to check if the results are suited for 

predicting the reaction behaviour on a larger scale. These results are summarized in Table 2 and 

discussed in section 4. 

3.4.3 Microcalorimetry 

Microcalorimetry is based on the differential heat flow principle like DSC. It is distinguished by very 

high measurement sensitivity in the range from 1 mW/kg to 10 mW/kg and in a high baseline 

stability. This enables the measurement of low heat fluxes and thus an assessment of reactions at low 

temperatures. In this way, the heat production rate of self-heating processes can be measured directly 

in the temperature range, which is relevant for an industrial scale. The type of microcalorimeter used 

is a Thermal Activity Monitor (TAM III) from TA Instruments. Within this device, a so-called 

perfusion cell is applied to measure oxidative self-heating processes. This enables air flow through 

the sample during the measurement in order to ensure a sufficient supply of oxygen. The results of 

microcalorimetric measurements of the vitamine mixture and of the sterol mixture are shown in 

Fig. 8. The advantages of microcalorimetric measurements are outlined in section 4.  

 

  

 

 

  

Fig. 8. Vitamine mixture: adiabatic hot storage test at an initial temperature of 55 °C (top left) 

and isothermal TAM measurement at 60 °C (top right); sterol mixture: adiabatic hot storage test 

at an initial temperature of 105 °C (bottom left) and isothermal TAM measurement at 90 °C 

(bottom right) 
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3.5 Evaluation and extrapolation of test results (kinetic data) 

The reaction behaviour of bulk materials can be described with the theory of thermal explosion by 

Frank-Kamenetzkii (1969). According to this, the dimensionless and geometry-independent reaction 

rate 𝛿𝑐 can be described as 

𝛿𝑐 = 𝐸𝑎 ⋅ 𝑟2 ⋅ 𝜌 ⋅ 𝑄 ⋅ 𝐴𝜆 ⋅ 𝑅 ⋅ 𝑇𝑆𝐼2 ⋅ exp (− 𝐸𝑎𝑅 ⋅ 𝑇𝑆𝐼) (2) 

or, in a linearized way as ln (𝛿𝑐 ⋅ 𝑇𝑆𝐼2𝑟2 ) = 𝑙𝑛 (𝐸𝑎 ⋅ 𝜌 ⋅ 𝑄 ⋅ 𝑘0𝜆 ⋅ 𝑅 ) − 𝐸𝑎𝑅 ⋅ 1𝑇𝑆𝐼. (3) 

The parameter 𝛿𝑐 is also called the Frank-Kamenetzkii parameter. It is a maximum value for a certain 

geometry which just fulfills the stationary thermal equilibrium criteria. For an equicylinder, meaning 

diameter equals height, 𝛿𝑐 = 2,76 , for cubes 𝛿𝑐 = 2,52 (prEN15188, 2019). 

Equation (3) is the basis for extrapolation of results from lab-scale to technical scale. However, the 

Frank-Kamenetzkii model does not take into account the real behaviour of small sample volumes like 

in lab-scale. In this case, the model’s assumption that only thermal conduction within the bulk is 
determining the heat transport to ambience is not appropriate. For such volumes, heat transfer at the 

boundaries of the bulk is also relevant. Therefore, the model from Thomas provides a better 

description of the reaction behaviour. This model considers the ratio of heat transfer at the boundaries 

and heat conduction within the bulk. This ratio can be expressed as Biot number: 𝐵𝑖 = ℎ𝜆 𝐿 . (4) 

ℎ refers to the heat transfer coefficient and can be approximated with ℎ = 5 𝑊𝑚2𝐾 (BASF test setup) 

and ℎ = 10 𝑊𝑚2𝐾 (BAM test setup). 𝜆 refers to the heat conductivity of the bulk material and was 

measured using the Hot Disk method. The resulting values of 𝜆 for different samples are listed in 

Table 1. 𝐿 is the characteristic length of a geometry. In the case of a cylindrical volume, it is the radius 

of the cylinder, for cubes half the edge length, see prEN15188 (2019). Using the Biot number, the 

critical Frank-Kamenetzkii parameter for equicylinders and cubes can be calculated as described in 

prEN1588 (2019). Both models, Frank-Kamenetzkii and Thomas, are used and compared within the 

present paper for determination of kinetic data (apparent activation energy Ea), see section 4. 

 

Table 1: Property data of the samples 

Sample 𝝀 

[W/(m*K)] 

𝒄𝒑 

[J/(g*K)] 

Petroleum coke 0,15874 1,47 

Vitamine mixture 0,08954 1,71 

Polyvinyl-pyrrolidone (PVP) 0,07207 1,51 

Sterol mixture 0,06163 1,85 
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4. Discussion 

Despite thermoanalytical methods, classical hot storage tests in wire baskets provide kinetic 

parameters of the oxidative self-heating reaction. Adiabatic experiments as well as isoperibolic 

experiments with different sample volumes were used to determine the apparent activation energy. In 

the case of isoperibolic experiments, both extrapolation models, Frank-Kamenetzkii (FK) and 

Thomas (Thom), were used. The resulting apparent activation energy determined with different 

experiments and calculation methods is given in Table 2. 

Table 2: Overview of apparent activation energies resulting from different experiments and 

calculation methods 

Sample 𝑬𝒂 

Friedman 

[kJ/mol] 

𝑬𝒂 

Ozawa, 

Flynn, 

Wall 

[kJ/mol] 

𝑬𝒂 

Kissinger 

[kJ/mol] 

𝑬𝒂 initial 

slope 

[kJ/mol] 

𝑬𝒂 

adiabatic 

exp. 

[kJ/mol] 

𝑬𝒂 

isoperibol. 

exp. 

(FK/Thom) 

[kJ/mol] 

Petroleum 

coke 
n.a. n.a. n.a. n. a. 

64-73 a, 1 

66 b 

83/72 a 

91/85 a, 2 

Vitamine 

mixture 
89 ± 5 99 ± 7 56 ± 4 80 ± 24 

101-118 a, 1 

89 b 
108/89 a 

Polyvinyl-

pyrrolidone 
104 ± 4 101 ± 3 99 ± 5 150 ± 69 99 b 

102/90 a 

99/76 b 

Sterol 

mixture 
72 ± 1 76 ± 9 74 ± 6 528 ± 157 61 b 

62/54 a 

60/47 b 
a measurements BAM, b measurements BASF 
1 result depend on start temperature, sample volume or both 
2 only sample volume of 10 dm³ and above considered 

The vitamine mixture and the sterol mixture were additionally stored isothermally in the 

microcalorimeter at different temperatures, see Fig. 8. In Fig. 9 and Fig. 10 the maximum as well as 

the average and socket heat flow during storage is plotted against the reciprocal sample temperature 

together with the heat flow determined from an adiabatic hot storage test shown in Fig. 8. The heat 

flow of the hot storage test was calculated from the measured temperature gradient and with the 

specific heat capacities given in Table 1. 

For petroleum coke, the exothermic signal does not fall back to the baseline at the end of the 

measuring range at 500 °C, which means that the entire reaction was not observable. Therefore, model 

free estimation methods are not applicable on the basis of the available data.  

The estimated values of the apparent activation energy for the vitamine mixture fluctuate between 

56 kJ/mol and 118 kJ/mol. The results of the isoconversional methods Friedman and Ozawa, Flynn, 

Wall as well as adiabatic and isoperibolic results variate within a range of ± 15 kJ/mol. The Kissinger 

method and initial slope deliver results deviating more from the spread of the beforementioned 

methods. The results of an adiabatic hot storage experiment and results of microcalorimetric 

measurements are shown in Fig. 9. There is a relatively large part of a linear temperature gradient in 

a ln �̇�-
1𝑇-plot. In this way, the apparent activation energy can be determined with high certainty and it 

seems like rather a n-th order reaction is ongoing. An Arrhenius-extrapolation of the measured 

temperature gradient indicates a good match with the socket heat flow measured in isothermal 

microcalorimetric experiments at 45 °C and 60 °C. 
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In the case of crosslinked polyvinyl-pyrrolidone, there is very good agreement between the values 

determined by the estimation methods and the values measured in the hot storage tests. Although the 

reaction appears to follow an autocatalytic mechanism, the estimation methods provide very good 

predictions of the apparent activation energy. 

For the sterol mixture, the analyzes according to Friedman, Ozawa, Flynn, Wall and Kissinger 

provide a good match between the apparent activation energy. The correct interpretation of the 

measurements is challenging, since the reaction proceeds in several stages and the first step is 

apparently autocatalytically activated. This can be recognized, for example, through the steep course 

of the temperature gradient in a ln �̇�-
1𝑇-plot, see Fig. 10. In such cases, it is hard to find the true 

apparent activation energy without further investigation. This is a good example where 

microcalorimetric experiments provide valuable additional information. Especially isothermal 

measurements at lower temperatures than such, where heat flows in adiabatic hot storage tests are 

detectable, contribute in checking kinetic data required for extrapolation. In the present example, the 

microcalorimetric results at 75 °C and 90 °C in combination with adiabatic data indicate an apparent 

activation energy of 61 kJ/mol. Further investigations will be done to validate this interpretation. 

Comparing the model free estimation methods, it has to be stated that the determination of the initial 

slope is the weakest method. It delivers rather poor prediction results in all examples and the values 

themselves contain a high uncertainty. The value determined for the sterol mixture is unrealistically 

high at 528 kJ/mol.  

 

 

 

 

 

 

 

 

  

Fig. 9. Results from adiabatic test (derivative 

of T-t curve as given in Fig. 8) and isothermal 

TAM measurements at 45 °C and 60 °C for the 

vitamine mixture 

Fig. 10. Results from adiabatic test (derivative 

of T-t curve as given in Fig. 8) and isothermal 

TAM measurements at 75 °C and 90 °C for the 

sterol mixture 
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5. Conclusions 

 

The determination of the self-ignition behaviour of combustible substances is subject to uncertainties. 

Tests on a semi-technical scale can help to improve the accuracy of extrapolation of laboratory data 

to technical conditions. This is particularly the case where laboratory-scale tests show ignition 

behaviour which is difficult to evaluate. For the materials investigated so far up to a volume of 1 m³, 

the critical storage temperatures of technically relevant volumes shifted towards higher values 

compared to the extrapolations from tests on laboratory scale. 

Isoperibolic hot storage tests can be usefully supplemented by model-free estimation methods based 

on thermoanalytical investigations. In particular, the methods according to Fiedman and Ozawa, 

Flynn, Wall show a good agreement with the kinetic data obtained from hot storage tests. These 

methods are therefore suitable for the approximate assessment of a possible risk of spontaneous 

combustion. The evaluation of kinetic data from adiabatic experiments can be difficult or lead to 

incorrect results, e.g. in the presence of multi-step reactions. Microcalorimetric tests, which can be 

used to determine heat release rates at comparatively low temperatures, can provide valuable 

additional information for the interpretation of hot storage tests. 
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Abstract

An experimental study of the low-temperature and low-pressure autoignition of Jet A and surrogate

fuels was conducted using the ASTM-E659 standardized test method. Two surrogate fuels (Aachen

and JI mixtures), their individual components and two batches (POSF-4658 and POSF-10325) of

standardized Jet A were tested using the ASTM-E659 method for a range of fuel concentrations

and temperatures. The ignition behaviors were categorized into four distinct ignition modes. The

individual hydrocarbon components had a wide range of ignition behaviors and AIT values de-

pending on the molecular structure. The two Jet A batches showed similar ignition behavior with

measured AITs of 229◦C± 3◦C and 225◦C± 3◦C respectively. Both surrogates exhibited similar

ignition behavior to Jet A with comparable AITs of 219◦C±3.1◦C (Aachen) and 228◦C±3◦C (JI)

with the JI mixture proving to be a more suitable surrogate to Jet A in the low-temperature thermal

ignition regime.

Keywords: Thermal Ignition, Autoignition, Surrogate Fuel, Jet Fuel

1 Introduction

1.1 Autoignition Background

The study of thermal ignition has been of interest to the combustion community for over a century

with initial motivation arising from areas like process safety where the use, storage and shipment

of combustible liquids was rapidly becoming commonplace in many areas of the world economy.

This led to the development of standardized methods for determining minimum autoignition (AIT)

or self ignition temperature (SIT) criteria for spontaneous thermal ignition of a given substance in

air at atmospheric pressure.

A comprehensive summary of the early efforts to create an AIT test was given by Setchkin (1954).

His studies led him to develop what would become the forerunner to the modern day ASTM-

E659 standardization for determination of the AIT (ASTM, 2005). In this test, a small quantity

of liquid fuel (0.05 to 0.5 mL) is injected into a preheated flask containing hot air with ignition

determination made by visual observations and temperature measurements. Setchkin’s study found

that the minimum AIT is typically decreased as combustion chamber size is increased. Depending

on the substance, this can have a large effect (50− 100◦C) on the measured AIT. From this and

other details uncovered in these early studies it became clear that the AIT is not a fundamental

property of a substance alone but is rather highly dependent on the method and apparatus used

in its determination. More recent work at PTB has further illustrated this fact through studies on

the influence of increased pressure, nitrogen dilution levels, and combustion vessel volume on AIT

(Hirsch and Brandes, 2005, Brandes and Hirsch, 2017a,b).This makes it crucial to fully understand

the methodology used in obtaining an AIT value if it is to be of any use in practical analysis and

engineering design applications where conditions may differ significantly from the standard tests.
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A similar test was also proposed by Zabetakis et al. (1954) in the same year as Setchkin (1954),

with the major differences being the use of a 200 mL Erlenmeyer flask in place of the larger

spherical flask and the use of the flask temperature instead of the gas temperature to report the test

condition. This apparatus seems to also have been the forerunner of a separate AIT standardization,

ASTM-D2155, which was discontinued in 1978 in favor of the E659 standard (ASTM, 1976), as

well as the current international standard (ISO/IEC, 2017).

Although the ASTM-E659 is the now the widely accepted standard in North America for AIT

determination, literature sources rarely specify this as the method used in obtaining their reported

AIT’s. Many safety data sheets (SDS) and chemical databases cite the origin of reported AIT

numbers, but in almost all cases these sources are simply other chemical databases or property

handbooks which do not claim to have performed any testing themselves or have cited a different

test method for AIT determination, e.g., Sax (1957), Zabetakis (1965), CRC (1983), NFPA (1991),

USCG (1999), Zakel et al. (2019). As a consequence, it is challenging to determine the origin of

reported AIT numbers or the details of the testing method. This lack of consistency in the literature

complicates the comparison of AIT values of different fuels or the same fuels tested by different

research groups.

The nature of the data also hampers the development of models for the prediction of the AIT based

on molecular properties alone. Affens et al. (1961) used the same apparatus as Setchkin (1954)

in an effort to correlate ignition behavior to chemical structure for various classes of alkane and

aromatic substances. They noted some correlations between a decrease in chain length, methyl

groups, unsaturation, and chain branching with an increase in the minimum AIT for aliphatic hy-

drocarbons as well as a correlation between existing side chains and side chain length and increased

AIT for alicyclic compounds and aromatics (Affens et al., 1961). More recently, a study by Tsai

et al. (2012) attempted to fit a model to the AIT of 820 compounds reported in the DIPPR database

based on a set of molecular descriptors. This approach was moderately successful (36◦C mean

absolute error) in reproducing experimental AIT values. Given the manual nature of the injection

process and the wide range of fuel viscosity and vapor pressure examined in these studies, it is not

surprising that there are significant discrepancies between test data and predictions based solely on

molecular structure.

A significant issue in interpreting and modeling the ASTM-E659 test is the lack of characteriza-

tion or control of the mixing processes between the fuel and hot air. The formation of droplets,

vaporization and diffusion of the fuel into the air, convective motion and the potential impinge-

ment of the fuel on the hot flask surface make this a very challenging situation to measure and

model. The fuel-air mixture is likely to be highly nonuniform as is the temperature distribution

due to the cooling effects of fuel vaporization. Despite the widespread use of ASTM-E659 and

related test methods, the inherent variability and complexity has inhibited scientific investigations

and modeling efforts. A brief summary and discussion of some of these issues related modeling

and theoretical treatment of AIT is presented in Hattwig and Steen (2004).

Although widely used in safety assessment and setting design criteria, it is apparent that the ASTM-

E659 test is not always an appropriate method for evaluating industrial thermal ignition hazards.

In the particular case of aircraft, most of the hot surfaces encountered are metals (steel, nickel

and titanium alloys, and aluminum) rather than glass as in ASTM-E659 testing. Heating tran-

sients and ignition events can also occur over much longer times than the 10 minutes examined

in ASTM-E659 testing. These are important considerations since the surface material can have

a significant effect on the ignition thresholds for a given fuel (> 100◦C variation) and longer du-

ration experiments can lead to significant fuel decomposition (Smyth, 1990) as well as unusual
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ignition transients (Boettcher et al., 2012) without any obvious rapid energy release. Even more

important than surface material are the differences between the confined flow within the vessel

used in ASTM-E659 testing and unconfined or partially confined external flows that occur in many

industrial situations. The heated surface geometry and residence time in the thermal layer (Jones

and Shepherd, 2020) can be significantly different in actual hazards than in ASTM-E659 testing.

This is important because fuel decomposition and the formation of the ignition kernel has been

observed to take place preferentially close to the heated surface (Coronel et al., 2019).

Studies of autoignition behavior of commodity fuels have been conducted using heated shock

tubes and rapid compression machines (RCMs) to measure ignition delay times. In comparison

to ASTM-E659 testing, these studies have well-controlled conditions and instrumentation that en-

ables validation of chemical reaction models of ignition. However, the test gas temperatures are

significantly higher than those relevant to low temperature thermal hazards and the minimum AIT

conditions examined in ASTM-E659 testing. These ignition studies (Vasu et al., 2008, Wang and

Oehlschlaeger, 2012, Liang et al., 2012, Zhukov et al., 2014, De Toni et al., 2017) have also mainly

been conducted at elevated pressures (8-51 atm) which are uncharacteristic of thermal ignition haz-

ards in aircraft and industrial hazards associated with accidental releases. These studies examined

kerosene fuels (including Jet A) however with the typical wide variation in composition found in

commodity supplies (Edwards, 2017). The variability in commodity fuels and the associated un-

certainty in the experimental results has motivated the development of surrogate fuels as well as

standardized batches of Jet A to facilitate comparison between experimental studies.

1.2 Surrogate Fuels

Commodity fuels like gasoline, diesel or Jet A typically consist of hundreds of different hydrocar-

bon species in imprecise and varying quantities, even between different batches of the same fuel.

This complexity makes it difficult both to accurately reproduce experimental results across distinct

fuel batches and to model the reaction mechanisms leading to ignition. As an alternative, suitably

representative mixtures of hydrocarbons, called surrogate fuels, can be developed to mimic a few

important commodity fuel characteristics such as laminar flame speed, ignition delay time, cetane

number and distillation curve while consisting of only a handful of species in well controlled con-

centrations (Mueller et al., 2012, Chen et al., 2016, Kim and Violi, 2018). This makes surrogates

much more amenable to experimental reproducibility as well as numerical modeling because the

species and reaction pathways to consider are both far fewer in number and typically much better

understood than they are for many components of the commodity fuel. Several surrogate fuels

have been developed in the literature to mimic Jet A ignition behavior at high pressures and a

range of temperatures similar to the studies previously mentioned (T=645-1750 K at 8.5-20 atm).

These surrogate fuel studies have used the existing shock tube and RCM data from the previously

mentioned studies as sources of validation of their proposed surrogate blends (Dean et al., 2007,

Dooley et al., 2010, Chen et al., 2016). Few if any of these detailed surrogate studies have been

performed in the very low-temperature (<600 K) and low pressure regime of autoignition likely

due to the scarcity of data available in this regime for model validation. Some simple fuels like

n-Hexane have been studied extensively at these conditions (Mével et al., 2019) but these studies

have not yet been performed on larger hydrocarbon molecules that are more characteristic of Jet

A. For this reason, it is unclear if the previously developed surrogates are relevant to autoignition

of Jet A at low pressure and temperature conditions.

Two Jet A surrogates from the literature have been identified in this study for their relevance
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to matching ignition behavior as well as for their simplicity in composition. These surrogates

are: (1) the Aachen surrogate (Honnet et al., 2009): n-Decane/1,2,4-Trimethylbenzene, (80/20

wt%), and (2) the JI surrogate (Chen et al., 2016): n-Dodecane/Isocetane/Trans-decalin/Toluene,

(0.3/0.36/0.246/0.094 mol%). These surrogates were formulated in an effort to match high-temperature

and high-pressure autoignition behavior of Jet A so it is crucial to determine if their usefulness can

be extended to Jet A studies focused on the low temperature and low pressure regime of thermal

ignition. This is indeed one of the main goals of the present study. To validate these surrogates’

ignition behavior in the regime of interest, two well-controlled and extensively studied (Edwards,

2017) blends of Jet A were also examined: POSF-4658 and POSF-10325. These fuel blends also

provide a quantifiable baseline for comparison with the surrogate samples on a chemical level

which is shown in Table 1.

Table 1: Comparison between composition of Jet A blends and surrogate fuels

% by Weight

POSF-4658
POSF-

10325

Aachen

Surrogate

JI

Surrogate

Alkanes

n-Alkanes 19 19.98 80 29.17

iso-Alkanes 31.34 29.69 - 46.53

cyclo-Alkanes 28.42 31.79 - -

Total 78.76 81.46 80 75.7

Aromatics

Alkylbenzenes 13.69 12.9 20 4.94

Alkylnapthalenes 1.76 2.34 - -

Cycloaromatics 5.79 3.29 - 19.41

Total 21.24 18.53 20 24.35

Avg.

Molecular

Formula

C11.69H22.62 C11.4H22.1 C9.77H19.7 C12.49H25.22

H/C ratio 1.935 1.939 2.016 2.019

In studying multi-component liquid fuels like these surrogates and Jet A, there are several diffi-

culties one must be aware of. The major challenge in performing experiments in particular is the

discrepancy between the gas phase and liquid phase compositions owing to differences in vapor

pressure of the individual species. This is especially important in this work as all ignition takes

place in the vapor phase. Therefore in order to appropriately match the Jet A ignition behavior with

a surrogate, it is the vapor phase composition that must be matched. This approach is taken in the

literature with the computational formulation of the JI surrogate which was designed to match the

distillation curve of Jet A in order to match both droplet evaporation and ignition behavior (Chen

et al., 2016). Other surrogate studies like that of the Aachen surrogate instead simply attempted

to reduce to as few representative components as possible and to roughly capture the properties

of the alkanes and aromatics with one compound of each without a comprehensive analysis of the

physical chemistry at play in the mixture (Honnet et al., 2009).

2 Experiments

The procedure and testing apparatus employed in this study was the same as that described in

the ASTM-E659 standardized test specification for the determination of the AIT and so the test

method is only briefly discussed. The test apparatus is shown in Fig. 1 along with a schematic
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representation of the combustion vessel contained within the furnace. A small liquid sample of the

fuel to be tested was injected via syringe into a uniformly heated 500mL flask containing room

air and left open to the atmosphere. The lights were turned out and the sample was observed via

a mirror mounted above the flask opening using a Phantom VR3746 high speed camera which

was manually triggered upon ignition of the sample. The gas temperature within the flask was also

recorded and monitored during each test in order to determine the extent of self heating occurring in

the sample and to provide a secondary indication of ignition via the presence of a sharp temperature

spike. This was also used to obtain a measure of ignition delay time, τign which was defined as

the time between fuel injection and ignition. Typically these events were very easily distinguished

in the temperature profile with the injection corresponding to a steep temperature drop by a few

degrees and the ignition evidenced by a sharp temperature rise. However, as will be discussed in

section 3.1, some temperature profiles did not exhibit such a sharp spike in temperature which led

to the classification of multiple distinct ignition modes.

Each test was limited to no more than 10 minutes, at which point if ignition had not yet been

observed then a non-ignition case was recorded. If instead a flame appeared or the temperature

profile indicated some steep temperature increase then an ignition or cool flame event was recorded.

However, in many cases it would become clear that the sample was not going to ignite long before

the 10 minute limit as self heating typically only lasted for 4-5 minutes after injection for the

substances studied here. After the gas temperature leveled off, it was usually evidence that a

limit had been reached and the temperature would begin to decay. In these cases, the sample was

observed for an extra 1-2 minutes after the level off and if the decay continued then the test was

considered as a non-ignition case and preparation for the next test would begin. Preparation for

the next test included the use of a hot air gun or blow dryer applied to the top of the apparatus

for up to 30 seconds in order to purge the flask of any remaining ignition products or unburnt

fuel. Following purging, temperature adjustments were made via a temperature controller and the

furnace was allowed to return to equilibrium at the new set temperature.

2.1 Equipment

The furnace used was a Mellen CV12 crucible furnace with a 13.3 cm diameter by 20 cm deep

cylindrical heated volume capable of achieving temperatures up to 1250◦C. A PID controller

(Love Controls series 16B) system was used to set the furnace at the desired temperature and was

accurate to 1◦C. A schematic cross section of the apparatus is shown in Fig. 1 which illustrates

the location of the 500 mL round bottom borosilicate flask within the heated volume along with

the four thermocouples used to monitor the temperature evolution during a test. The flask was

suspended and secured in the furnace by means of an insulating ceramic holder fabricated using a

fused silica casting compound.

The location of the four type K thermocouples are also shown in the schematic in Fig. 1 with

the gas temperature being read from T4 which was suspended approximately in the center of the

flask volume. Preliminary tests to characterize the apparatus showed that the location of the gas

phase thermocouple within the volume had little effect on the reading (±0.5◦C) providing indica-

tion of temperature uniformity within the flask at elevated temperatures. The thermocouples were

constructed from 36 gauge (0.127 mm diameter) wire and sheathed in stainless steel for protec-

tion. The temperatures at the bottom, side, and neck of the flask’s outer wall were monitored via

T1,T2,and T3 respectively. The temperature of the flask wall was much less uniform than the gas,

with typical variations of up to 5◦C when set near 250◦C or 10-15◦C above 400◦C.
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Temperature profiles were recorded from the time of injection through any self heating or ignition

event using an OMEGA HH520 four channel data logger calibrated to the nearest 0.1◦C up to

600◦C and 1◦C for higher temperatures. All channels were sampled at 1 Hz as per the ASTM-

E659 specification. Reported experimental errors were estimated based on both the standard error

limits for type K thermocouple probes and the reported error of the HH520 datalogger itself.

2.2 Surrogate Fuel Preparation

An early attempt at mixing the surrogates was made using a Tree Model HRS3100 scale calibrated

to the nearest 0.001 g to weigh out the individual compounds, but this method proved unreliable as

shown by GC-FID (Gas Chromatography with Flame Ionization Detector) measurements (Sund,

2019). The first batch of surrogate used a mixture of Trans- and Cis-decalin (the AITs of these

isomers are similar) and the mixture is much easier to obtain in larger quantities than either isomer

individually. The second batch of the surrogate which was used for the AIT testing used only the

Trans-decalin isomer. The mass fractions obtained in the GC-FID analysis as well as target values

are shown in Table 2.

The results showed that for the JI surrogate, two of the four components had relatively large percent

errors in their measured mass fractions (Toluene and Decalin). These two components also both

happened to have the smallest target mass fractions and Toluene in particular had the highest vapor

pressure by far at room temperature. As a result, it was determined that there were two possible

factors at play in producing such larger errors, (1) inaccurate mixing and (2) poor sealing/storage

of the fuel batch. To address these issues, two changes were made in mixing the second batch

of JI, namely (1) the use of pipettes to measure out the components volumetrically, and (2) the

Ceramic 
Holder

Flask

T4

T1

T2

T3

Furnace

Fig. 1: (left) ASTM-E659 test apparatus (right) Cross section of internal heated region with ther-

mocouple locations highlighted
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use of higher quality storage vessels (PTFE lined caps) and a chemical refrigerator to maintain

the batch at a low temperature in order to lower the vapor pressure of the entire mixture and

mitigate the preferential loss of lighter compounds over time. The second batch was mixed on

a volumetric basis using graduated pipettes into a large 146 mL total batch in order to minimize

volume measurement errors especially in the more dilute components. This batch was then stored

in an ABS flammable storage refrigerator maintained at 3◦C and smaller quantities were extracted

for use in the autoignition experiments.

Table 2: JI surrogate (Batch 1) results from GC-FID analysis

Mass fraction
Vapor Pressurea

(T=20◦C) [kPa]

Fuel Target Measured % Error -

n-Dodecane 0.2915 0.2980 2.24 0.012

Isocetane 0.4651 0.4643 0.15 0.004

Decalin 0.1940 0.2066 6.49 0.116

Toluene 0.0494 0.0310 37.2 2.903
a Sund (2019)

3 Results and discussion

3.1 Classifications

Throughout the range of ignition tests conducted here, there were 4 distinct ignition modes ob-

served along with non-ignition cases. These ignition behaviors were classified as (I) Ignition, (II)

Cool Flame, (III) Non-Luminous Cool Flame and (IV) Rapid Reaction. These were distinguished

using a combination of visual evidence as well as the reading of the gas phase thermocouple (T4).

Qualitatively the differences between these modes are summarized in Table 3. This classification

is limited mainly to qualitative descriptors since the temperature rises and timescales for the same

ignition mode can vary substantially between two different fuels or even different compositions of

the same fuel. For instance mode III ignition events for n-Decane were seen to produce a temper-

ature rise of 50-200◦C on timescales of 1.5-3.5 minutes for various fuel volumes while for Jet A

these events were only capable of 25-70◦C temperature increases on similar timescales. A repre-

sentative series of images showing the time progression of each of the first three ignition modes

Table 3: Classifications of various ignition behaviors observed in ASTM-E659

Ignition

Mode
Name Luminosity

Temperature

Rise (∆T )

Timescale for

reaction

I Ignition Large Large 5 sec - 2.5 mins

II Cool Flame Small Small 15 sec - 4 mins

III
Non-Luminous

Cool Flame
Nonea Large 1 - 5 mins

IV Rapid Reaction None Small 30 sec - 2 mins

- Non-Ignition None <15◦C > 4 - 5 mins
a Faint glow only visible to naked eye and small puff of smoke
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is shown in Fig. 2. In events classified as mode I, the images show that the initial explosion pro-

gresses rapidly and the flame quickly expands out the top opening of the flask before burning out.

For mode II events, it was typically observed that the ignition event is less energetic and the flame

remains confined to the interior of the flask indicative of a low pressure rise which is consistent

with the measured low temperature rise. Mode II was primarily observed in compounds with high

ignition temperatures (> 400◦C) including the aromatics and Isocetane. Mode III ignition events

were more prevalent in heavier hydrocarbon species and were indicated by a brief and very dim

glow visible to the naked eye only in complete darkness. Alternatively, a puff of smoke escap-

ing from the flask could also be observed in these cases and was much easier to record with the

current setup as shown by the series of images for mode III in Fig. 2. Mode IV was similarly

non-luminous but was distinguished by a much smaller temperature rise and shorter timescale for

the peak temperature to be reached as compared to mode III. These events were observed primarily

for multi-component mixtures including the Jet A blends and surrogate fuels.

The thermocouple traces accompanying each of these ignition cases are shown in Fig. 2. The dif-

ference between the initial gas temperature and the peak temperature measured by T4 is defined as

the peak temperature rise. In some cases the visual evidence alone was not sufficient to distinguish

between ignition modes I and II so the thermocouple trace was used for classification. Mode II

ignition was always characterized by a longer ignition delay time as well as a lower peak tempera-

ture as compared to mode I events for the same fuel. Mode III also had a far longer timescale than

the other modes which further distinguished it from the other modes. Mode IV was unique in that

the reaction delay occurred on a similar timescale as that of a normal mode I ignition but resulted

in a very small temperature spike, in some cases comparable to non-ignition cases.

The results of the ASTM-E659 ignition testing are presented here for each of the Jet A batches

and surrogates studied. These data are summarized for each fuel by separate plots containing each

ignition test as a data point in the temperature-composition space. Also plotted are the reported

AIT values from the literature sources discussed in section 1.1. However, these numbers are always

reported as a global minimum with no associated composition given so these values are plotted as

constant lines across the compositional domain. The peak temperature rise during each test (∆T )

was also recorded and is shown here for two fuels. Tests were also performed with the molecular

components of each surrogate as well as n-Hexane but complete results are not presented here.

A global equivalence ratio (φ ) was defined in order to more easily compare results from fuels

of different structure and molecular weight by putting the seemingly arbitrary fuel volumes into

context. This φ is defined based on the vapor space for each fuel sample as if the fuel mass were

fully vaporized and mixed homogeneously with air and is calculated by the equation

φ =
m f uel/(ρairVf lask)

(F/A)stoich

(1)

where m f uel is the fuel mass, Vf lask is the flask volume, ρair is the air density, and (F/A)stoich is

the stoichiometric fuel to air mass ratio. Using this parameter, it is much easier to see what the

effect of having a fuel rich (φ > 1) or fuel lean (φ < 1) mixture is on the ignition behavior and to

interpret the different ignition modes.

3.2 Alkanes & Aromatics

Three normal alkanes (n-Hexane, n-Decane, and n-Dodecane) and three aromatic compounds

(1,2,4-Trimethylbenzene(TMB), Toluene, Trans-decalin) were studied along with one branched
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Mode I
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Fig. 2: Representative ignition events for 3 distinct ignition modes: (I) Ignition, (II) Cool flame,

(III) and Non luminous cool flame (Note these correspond to POSF-4658 Shot 15, TMB Shot 19,

and POSF-4658 Shot 22)
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Fig. 3: n-Alkane representative ignition test results (n-Decane)
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Fig. 4: Aromatic representative ignition test results (1,2,4-Trimethylbenzene)

alkane (2,2,4,4,6,8,8-heptamethylnonane, more commonly known as Isocetane). These compounds

were chosen for study because they are the molecular components for both of the surrogate fuels

(Aachen and JI). n-Hexane was also chosen for study due to extensive previous work from our

group on n-Hexane ignition in various test conditions, see Boettcher et al. (2012, 2013), Mével

et al. (2014), Coronel et al. (2018), Mével et al. (2019). Some representative results of n-alkane

and aromatic ignition results are shown in Fig. 3 and Fig. 4 respectively. The influence of fuel

volume on AIT seen in these figures is a result of the complex dynamics associated with the fuel

injection, vaporization and mixing processes which can create an inhomogeneous mixture within

the combustion chamber with pockets that may be beyond the rich or lean flammability limits.

These effects require further study in the present geometry in order to fully understand the influ-
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Fig. 5: (a) POSF-4658 (Jet A) ignition testing results (b) Peak temperature rise

ence of these processes on AIT. The global minimum AIT measured from each of the fuels as

well as the corresponding test conditions are also summarized in Table 4 for convenience. The n-

alkanes studied showed generally lower AITs than Isocetane and the aromatics which is consistent

with the connections made between chemical structure (branching, unsaturation) and AIT as laid

out in Affens et al. (1961). The n-alkanes also generally exhibited lower ignition temperatures at

more fuel rich conditions where mode III ignition events became dominant. Isocetane also fol-

lowed this trend but with mode II ignition becoming dominant at fuel rich conditions. The TMB

and Toluene showed an opposite trend in that the minimum AIT was generally observed at near

stoichiometric or slightly lean conditions with increasingly great difficulty igniting at rich condi-

tions. Additionally mode II ignition rapidly became dominant at even slightly rich conditions for

both of these aromatics. The exception to these trends for the aromatic fuels was the Trans-decalin

which became more easily ignited at rich conditions with a far lower AIT around 240◦C. In addi-
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Fig. 6: POSF-10325 (Jet A) ignition testing results
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Fig. 7: Aachen surrogate ignition testing results

tion Trans-decalin exhibited all four ignition modes with mode II and III both becoming dominant

at rich conditions and mode IV ignition being observed only at lean conditions near the ignition

threshold. The temperature rises measured were also far higher for the n-alkanes than Isocetane or

any of the aromatics.

3.3 Multi-component fuels

The multi-component fuels examined in this study were Jet A fuel standards (POSF-4658 and

POSF-10325) and surrogate jet fuels from the literature (Aachen and JI). Some of the observed

ignition behaviors of these fuels can be attributed to characteristics of their molecular components.
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Fig. 8: (a) JI surrogate ignition testing results (b) Peak temperature rise

As summarized in Table 1, these fuels are effectively entirely composed of alkanes and aromatic

compounds with the alkanes being present in much larger proportions than the aromatics (approx-

imately 3-4 to 1) so the alkane ignition behavior is expected to dominate.

POSF-4658 is a Jet A blend which has been examined extensively by a number of researchers, see

Edwards (2017). Fig. 5 (a) shows the ignition results obtained in this study for this blend. Mode

III and mode IV events are observed in the rich and lean regimes respectively which is similar to

the behavior of the simple fuels. There is a good agreement between these experimental results and

the reported Jet A AIT value (T = 229.0◦C±3.1◦C vs 232◦C). This relatively low AIT can likely

be attributed to the alkane dominant composition of Jet A since alkanes generally exhibit AITs in

this range while aromatic compounds tend to be much higher. Fig. 5 (b) shows temperature rises

around 100◦C while the mode III and IV events exhibit far lower temperature increases.

POSF-101325 shows substantially similar ignition behavior to POSF-4658, which is consistent
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Table 4: Summary of measured minimum AIT values and corresponding test conditions

Measured Literature

Fuel

Fuel

Volume

[mL]

Global φ
Minimum

AIT [◦C]

Reported

AIT [◦C]

Alkanes

n-Hexane 0.10 1.56 235.3 ± 3.1 225a (236b)

n-Decane 0.30 5.12 204.3 ± 3.1 210ab

n-Dodecane 0.30 5.24 202.2 ± 3.1 203a

Isocetane 0.40 7.36 395.2 ± 4.1 -

Aromatics

1,2,4-

Trimethylbenzene
0.05 0.94 476.5 ± 4.8 500ab

Trans-decalin 0.25 5.04 239.5 ± 3.1 255a

Toluene 0.06 1.09 508.2 ± 5.0 480ab

Multi
component

POSF-4658 0.30 5.52 229.0 ± 3.1 232c

POSF-10325 0.40 7.33 225.3 ± 3.1 232c

Aachen Surrogate 0.40 6.98 219.0 ± 3.1 -

JI Surrogate 0.30 5.43 228.3 ± 3.1 -
a NFPA (1991) ; b USCG (1999) ; c FAA (2018)

with the modest differences in composition between the two fuel blends (Table 1). The POSF-

10325 ignition data shown in Fig. 6 is similar to Fig. 5 (a) but has a few minor differences.

One of these differences is in the lean regime where the mode IV ignition occurs at slightly lower

temperatures than for the POSF-4658. Peak temperature rises for all ignition modes are also similar

to those seen for POSF-4658 so are not included here. The minimum AIT is also similar to that

found for POSF-4658.

The Aachen surrogate is a simple two component blend which seems to capture the general trends

from the Jet A batches while missing some details like mode IV events in the lean regime as seen in

Fig. 7 (a). Mode III events are generally well captured in the rich regime with this mode extending

to higher temperatures for richer compositions as was seen for Jet A. The Aachen surrogate also

exhibits relatively lower ignition temperatures than those seen for Jet A samples as well as the

reported value (T = 219.0◦C±3.1◦C vs 232◦C). The peak temperature rises (not shown) are also

quite similar to that of the two Jet A batches.

The more complex JI surrogate consisting of 4 components does a much better job at reproducing

the ignition behaviors found in the Jet A samples. Fig. 8(a) shows the existence of mode IV

events in the near stoichiometric regime along with the mode III events being maintained in the

rich regime. However, these mode IV events occur at slightly richer compositions than observed

for Jet A. Fig. 8(b) shows another difference in that the temperature rises measured for JI are much

lower than those seen in either of the Jet A samples as shown by Fig. 5(b). The minimum AIT

measured here is also much more consistent with the reported value as well as that measured for

the Jet A samples (T = 228.3◦C±3.1◦C vs 232◦C).

The global minimum AIT measured from each of the fuels as well as the corresponding test con-

ditions are summarized in Table 4 and compared to some values reported in the literature. The

differences between present results and literature values range from 1 to 7%, comparable to or

larger than the estimated uncertainty of ±1%.
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4 Conclusions

The very low-temperature thermal ignition regime is important to industrial safety for commodity

fuels but presents many challenges for combustion experimenters and modelers. In concert with

related efforts in our laboratory, we have examined the potential for using surrogate fuels with sim-

ple and well-controlled composition rather than samples of Jet A which can have wide variability

in properties. As a first step in determining the applicability of surrogates for very low temper-

ature Jet A thermal ignition studies, we have examined the ignition behavior in the ASTM-E659

apparatus for two Jet A surrogates, and two standardized batches of Jet A.

Four distinct ignition modes were observed near the AIT threshold and were characterized using

the limited diagnostic tools possible in the ASTM-E659 test. Experimental results were compared

with reported minimum AIT numbers from literature sources with some data obtained showing sig-

nificant discrepancies with reported AIT numbers. The multi-component fuels exhibited ignition

characteristics that appear to be dominated by n-alkanes which is consistent with the predominance

of alkane components in these fuels. The two Jet A batches studied showed very similar ignition

behavior across the parameter space while both the Aachen and JI surrogates were able to reason-

ably replicate most of the Jet A ignition trends with composition and temperature. The JI surrogate

did however exhibit much better agreement for ignition thresholds in comparison with Jet A than

the Aachen surrogate and was even able to reproduce the existence of mode IV ignition events

which the Aachen surrogate could not.
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Abstract

Hot exhaust gas jets impinging into a surrounding combustible atmosphere are a potential source of

accidental ignition in certain technical appliances. The hot gas jet might provide the high temperatures

that are necessary to allow fast chemical reactions in the ambient gas to take place; this can cause auto-

ignition and subsequent flame propagation into the surrounding mixture. In our study, the mixing

processes at a hot free jet impinging into a hydrogen-air mixture are investigated experimentally. The

setup comprises two gas-filled chambers which are connected by a thin nozzle; it can be used to create

transient hot gas jets impinging into an initially quiescent, combustible, cold hydrogen-air mixture.

The interaction between jet and ambient gas and in particular the mixing process and the occurrence or

non-occurrence of flame initiation by the jet are monitored by high-speed Schlieren image sequences

as well as by high-resolution 2D NO-PLIF imaging. By repeating the experiment with different

parameters, the frequency as well as the spatial and temporal position of the re-ignition is obtained as

a function of nozzle length, nozzle diameter and pressure ratio across the nozzle. Subsequent statistics

on the re-ignition frequency as well as the location of a spreading flame front, as an estimation of the

re-ignition position, are presented. It was found that long nozzles may cause a significantly higher

re-ignition frequency than short nozzles of the same diameter, in contrast to common belief. Also,

re-ignition occurred at larger distances from the nozzle for the longer 70 mm long nozzle compared to

a 25 mm nozzle. This unexpected behaviour is attributed to different re-ignition processes for longer

gaps, where re-ignition occurs later (hence at a higher pressure ratio and jet flow speed) and at much

larger distances from the gap.

Keywords: Laser-induced Fluorescence, NO-LIF, free jet, mixing, gap, flameproof enclosure

1 Introduction

Hot exhaust gas jets constitute a significant hazard, even without flame propagation, because they

represent a potential ignition source when impinging into a combustible atmosphere. To prevent an

explosion, flameproof enclosures can be used when operating electrical devices in areas where ex-

plosive atmospheres are present. These enclosures are designed to confine accidental explosions to a

pressure-resistant housing, thus preventing the propagation of a flame into a combustible surrounding.

However, hot burned gas can escape through inevitable gaps as a hot free jet into the surroundings

due to the pressure rise inside the housing. This jet may ignite the surroundings and cause flame

propagation into the ambience. This re-ignition involves the turbulent mixing of the gas jet with the

ambient gas, driven by pressure gradients, flow and molecular transport, as well as chemical reac-

tions triggered by radicals transported with the jet stream. The interaction and the coupling of these

processes complicates the understanding and the prediction of jet-induced ignition hazards.

Due to the much higher temperature of the burned gas compared to the surrounding fuel-air mixture at

ambient temperature, there is a strong difference in the fluid densities. Such variable-density turbulent

jets show a very specific mixing behaviour. Accurate consideration of the relevant effects like turbu-

lent flows, molecular diffusion and chemical reactions is crucial for this type of ignition (Zheng, X.

and Law, C. (2004), Sadanandan et al. (2011)). It is, for instance, unclear to which extent the ignition

is controlled by low-temperature chemistry, chemical radicals from the burned gas or dominated by
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the rate at which hot gas is mixed with the fuel-air mixture. Even if a local auto-ignition takes place,

the interaction of turbulence and chemistry may later lead to extinction, thus preventing further flame

propagation (Sadanandan et al. (2007), Sadanandan et al. (2011), Ghorbani et al. (2015)).

Throughout the literature, studies report that the longer and the narrower a gap, the less likely re-

ignition by hot free jets becomes (e.g. Beyer (1997) and references therein). This virtually obvious

conclusion is plausibly substantiated by the stronger cooling-down of the hot gas in a long and nar-

row gap compared to a short and wide one. However, in this paper some contradicting evidence is

presented, which is based on experimental studies of re-ignition events by hot jets impinging into an

unburned, cold H2-air mixture at well-defined initial and boundary conditions. The experiment offers

optical access, thus allowing observation of the transient mixing and possible reaction process at the

jet. Time-resolved Schlieren imaging and Laser-Induced Fluorescence (LIF) of nitric monoxide (NO)

seeded to the jet gas flow is employed to monitor the process with spatial and temporal resolution.

From the observed dependency of the experimental outcome on the initial and boundary conditions

(nozzle geometry, jet speed), some conclusions on the underlying processes controlling the re-ignition

process by hot jets are drawn.

2 Experiments

Schlieren imaging as well as planar laser-induced fluorescence (LIF) were applied in this study as

optical diagnostic methods. They are both non-invasive and provide two-dimensional measurements

at high spatial and temporal resolution. The re-ignition frequencies and the location of the first flame

front were determined using the Schlieren method. LIF was used in order to determine information

on mixing along the jet axis as well as perpendicular to the jet penetration.

2.1 Free jet generation and experimental parameters

The hot free jets were generated in a specially designed test chamber, the hot jet re-ignition facility.

It is designed to model specific properties of a flameproof enclosure: a pre-ignition chamber with an

explosion, an outer ambient combustible atmosphere, and an adjustable gap between both chambers

through which the hot free jet escapes. This facility allows to generate and investigate reproducible

hot jets resulting from an explosion in a pre-ignition chamber at well defined boundary conditions.

A scheme of the facility is shown in Fig. 1. It consists of two chambers: a small pre-ignition chamber

representing the flameproof enclosure (cf. Fig. 1 no. 2) that is located on top of a larger, main

(explosion) chamber (cf. Fig. 1 no. 4), where re-ignition by the hot jet might occur. The chambers are

interconnected by an idealised gap in the form of an exchangeable nozzle tube (cf. Fig. 2). The pre-

ignition chamber measures a volume of 267 ml with an inner diameter of 70 mm. For a hydrogen-air

mixture, the volume of the pre-ignition chamber does not affect the re-ignition process as it is well

within the range determined by Redeker (1981) to have no effect on the maximum experimental safe

gap (MESG) value for a hydrogen-air mixture.

In order to keep the optical paths unchanged when the nozzle length is varied, the vertical position of

the pre-ignition chamber can be adjusted using spacers (cf. Fig. 1 no. 7). Pre-ignition is initiated by

a spark plug (cf. Fig. 1 no. 1). Its location can be varied vertically within the pre-ignition chamber.

During the explosion, the pressure rise is recorded in the pre-ignition as well as the main chamber

by two dynamic pressure transducers (cf. Fig. 1 no. 5) that are located at the top plates of both

chambers. Further specifications of the nozzles, the pressure transducers and the test chamber have

been published in Seitz (2020).

To study worst-case jet ignition scenarios, a H2-air mixture with 28 vol.-% hydrogen was used as a

representative of explosion group IIC with maximum experimental safe gap (MESG) values< 0.5 mm.

A concentration of 27 % vol hydrogen results in the smallest MESG values of 0.29 mm (Bartknecht

and Zwahlen (1993)).

The location of the spark plug was varied with respect to the nozzle inlet to investigate this influencing

quantity. The effect of the gap width and gap length was studied by varying the nozzle length and

diameter. The nozzle lengths tested were 25 mm and 70 mm, as there exist various studies throughout
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Fig. 1: Test chamber for reactive hot
free jet experiments. Xi - Distance
spark plug to nozzle. 1 - Spark plug,
2 - Pre-ignition chamber, 3 - Nozzle,
4 - Main chamber, 5 - Dynamic pres-
sure sensor, 6 - Spark plug Xi po-
sitioning, 7 - nozzle positioning, 8 -
Quartz glass windows. This figure
has previously been published in Seitz
et al. (2017).

the literature that have investigated 25 mm nozzles. The inner diameter of the nozzle tubes was varied

within a range of 0.6 mm to 1.2 mm.

Fig. 2: Picture of nozzles that served as idealised gaps to connect the pre-ignition chamber with the
main chamber. The stainless steel tubes were silver-plated to minimise reflections of the UV laser
light and attached to an M 10 screw. Seitz et al. (2017)

2.2 Explosion pressure in a closed chamber with simple geometry

When the hydrogen-air mixture in the pre-chamber is ignited, the temperature as well as the pressure

in the pre-chamber increase, resulting in a pressure difference to the main chamber. At first, unburned

hydrogen-air mixture is pushed through the nozzle into the main chamber. However, when the flame

front in the pre-ignition chamber reaches the nozzle, this jet is replaced by hot burned exhaust gas. As

the flame speed is much smaller than the speed of sound, the pressure inside the pre-ignition chamber

at any given time is spatially practically uniform (Maas and Warnatz (1988)). Hence, the pressure

ratio between the pre-ignition chamber and the main chamber is a well-defined quantity, and equal to

the pressure ratio across the nozzle tube.

This pressure ratio will in the following be referred to by the variable Πnozzle. It determines the

flow velocity as well as the mass flow of the hot exhaust gas jet (Beyer (1997)). If Πnozzle is large
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enough and the nozzle is narrow, the gas inside the nozzle can be accelerated to reach velocities that

are as fast as the speed of sound. At this point, the pressure ratio is called critical pressure ratio

Πnozzlecrit
= (pex/p1)crit. In general, pex denotes the absolute pressure, i.e. the explosion pressure inside

the pre-ignition chamber. This value can be a theoretical one as it is in case of determining the critical

pressure ratio, but can also be measured at the instant in time, when the jet exits from the nozzle, as

it is the case for Πnozzle. The variable p1 refers to the pressure conditions in the main chamber which

correspond to the ambient pressure p1 = pamb.

For most common gases at standard pressure and ambient temperature, the critical pressure ratio is in

the range of 1.78 < Πnozzlecrit
< 1.89 (Beyer (1997)). As a result, the flow inside the nozzle reaches

supercritical conditions, if pex/p1 > Πnozzlecrit
, leading to flow velocities inside the nozzle that are in

the range of the speed of sound. For the experimental conditions within this study, the average critical

pressure ratio Πnozzlecrit
= 1.81 ± 0.02.

2.3 Schlieren imaging

Schlieren imaging is frequently used as it is quite straightforward and relatively easy to implement

into any setup. But at the same time it is a very versatile technique that gives valuable insights into the

combustion process. In the current study, a two collecting lens schlieren setup with an extended light

source and a 2.0 mm pinhole as a knife edge was used. For further information on the exact setup, the

reader is referred to Seitz (2020).

2.4 Laser-induced fluorescence

Planar LIF is used to visualize the jet and its interaction with the ambient gas. For this, the hot jet

is seeded with nitric monoxide (NO), which can be excited to emit strong LIF signals, and which

can also exist at the high temperatures of the burned jet. The setup is outlined in Fig. 3, a detailed

description can be found in Seitz et al. (2017) and Seitz (2020).

Fig. 3: Planar LIF-setup (blue beam) with implemented schlieren setup (red beam) with the main
components named. The LIF sheet is formed by a cylindrical lens (5) and a slit aperture (6), it is
then split into two by a semi-transparent mirror (7); one part illuminates the NO reference cell which
produces the reference light. The UV laser beam for LIF images and the red laser beam for schlieren
images are combined and separated by dielectric mirrors (8 and 12). Further components are: 1-
UV-Laser, 2-Mirror, 3- Photodiode, 4 and 5- Sheet forming optics, 9-UV mirror, 10- UG5 filter, 11-
Collecting lens.
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2.5 Experimental procedure

Prior to each experiment, residual components such as water and exhaust gas were removed from

both chambers by evacuation of the test chamber or scavenging with dry air at a flow rate of 30 l/min

for 10 minutes. Then, both chambers were scavenged with the test gas mixture of 28 vol. % hydrogen

in dry air for at least 4 minutes; the total gas volume used for scavenging was more than ten times

the complete gas exchange. For the LIF-measurements, the pre-ignition chamber was additionally

filled with 2000 ppm of the LIF-tracer molecule nitric monoxide (NO). All valves were then closed.

Here, the inlet valves were closed first, the outlet valves a few seconds later and the experiment was

started within ten seconds. In this way, it can be ensured, that the NO concentration in the pre-ignition

chamber is indeed 2000 ppm and has not been reduced as a result of chemical reactions with oxygen.

Detailed information on the experimental procedure have been published in Seitz (2020).

3 Results and discussion

3.1 Re-ignition frequencies

Fig. 4: Re-ignition frequencies for various nozzle
lengths and diameters as a function of the location of
pre-ignition Xi. The color bar denotes the number of
re-ignitions per ten repetitions of the same experiment.
Contents of this figure have previously been published
in Seitz et al. (2017).

The influence of the nozzle length, its in-

ner diameter and the spark plug location

on the re-ignition frequency is shown in

Fig. 4. The number of re-ignitions per 10

experiments is colour-encoded from blue

(0 = no re-ignition) to red (10 = 100%

re-ignition rate). For a nozzle diameter d
of 0.6 mm, re-ignition never occurred. In

general, the re-ignition frequency increases

with the nozzle diameter. As the jet width

scales with the nozzle diameter, resulting in

a larger hot core region and a larger mass

flow rate. As a result, the impact of the

shear generated turbulence on the hot gas in

the jet axis decreases and less heat is dissi-

pated from the hot core region in the center-

line of the jet (cf. Ghorbani et al. (2015)).

This observation is in good agreement with

the literature. However, the behaviour of

the l = 70 mm nozzles at a spark plug lo-

cation of 50 mm cannot be explained by

this common model. The same applies to

the higher re-ignition rate of the l = 70 mm

nozzle compared to the l = 25 mm nozzle at

large spark plug distances. The higher re-

ignition frequency of the l = 25 mm nozzle

with 0.7 mm diameter compared to the one

with 0.8 mm diameter at a spark plug dis-

tance of 21 mm is diametrical to the standard model that the re-ignition frequency increases with

gap width. These results are all statistically significant, as the number of repetitions per experiment

was always above 10 and exceeded 80 in contradicting cases like the 0.7/0.8 mm nozzle case. Note

that in all these experiments Schlieren videos confirmed that no flame front traveled through the gap,

re-ignition was always initiated by the hot jet.

For the further investigation of these phenomena, the pressure trace information were evaluated. The

pressure ratio across the nozzle at the time of jet exit is listed in Table 1 for three relevant experimental

configurations. In all three cases, the re-ignition frequency of the short l = 25 mm nozzle is compared

with the long l = 70 mm nozzle of the same diameter at (almost) the same pressure ratios Πnozzle.
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The pressure ratio across the nozzle at time of jet exit increases, the further away the spark plug

location is from the nozzle. In the first case, the pressure ratio Πnozzle ≈ 1.4 is well below the critical

pressure ratio, i.e. the jet speed is well below the speed of sound. Pre-ignition was initiated 14 mm

away from the nozzle in the pre-chamber. Here, re-ignition takes place significantly more often (ten

times out of ten experiments) for the short 25 mm nozzle compared to the long nozzle, where re-

ignition was observed only once. The other two cases compare the situation when the jet enters the

main chamber with super-sonic speed, i.e. the pressure ratios are above the critical value. Here,

the opposite tendency can be seen: re-ignition is favoured for longer nozzle lengths, at otherwise

nominally identical experimental conditions.

Table 1: Re-ignition frequency as function of nozzle length and pressure ratio across the nozzle at
time of jet exit. For high pressure ratios Πnozzle the longer nozzle has a higher re-ignition rate than
the shorter one

Xi Πnozzle Nozzle length l Nozzle diameter d No. of re-ignitions within 10 experiments

14 mm 1.4
25 mm

0.8 mm
10

70 mm 1

35 mm 3.3
25 mm

0.8 mm
0

70 mm 4

50 mm 5.5
25 mm

0.9 mm
0

70 mm 10

This behaviour can be caused by the dependency of the initial flow conditions of the hot jet on the

nozzle length, in particular the jet gas temperature at the nozzle exit. To investigate this finding more

in detail, further experiments were conducted, which will be discussed in the next section.

3.2 Location of earliest visible flame front from schlieren images

For all experimental configurations tested, re-ignition was observed very close to the nozzle as well as

more than 60 diameters downstream of the nozzle. With the respect to the jet axis, re-ignition occurred

within the jet axis in the head vortex of the jet as well as in the shear layer. Here, a first flame front

was visible downstream of the jet (cf. Figure 5, upper row) but also in one or more isolated areas close

to the nozzle (cf. Figure 5, bottom row.)

The location of the re-ignition region was measured via high-speed high-resolution Schlieren videos.

Fig. 6 depicts the location of the earliest visible flame front xf with respect to the nozzle as a function

of the nozzle diameter d and the nozzle length l (top row: l = 25 mm, bottom: l = 70 mm). The

pressure ratio across the nozzle at the time of the jet exit Πnozzle is colour-encoded.

The observed distribution is rather complex and contradicts common explanations. When the nozzle

length is increased from 25 mm (cf. Fig. 6 top row) to 70 mm (cf. Fig. 6 bottom row), re-ignition tends

to occur closer to the nozzle. The 0.7 mm nozzle has two prominent distances at which re-ignition

can take place: either close to the nozzle or at large distances up to 60 times the nozzle diameter. The

similar 0.8 mm nozzle, however, shows a different behaviour. For the 0.9 mm nozzles, the difference

between both lengths are particularly remarkable: the short 25 mm nozzle shows re-ignitions far away

from the nozzle (at distances of about 40 nozzle diameters) at low pressure ratios, whereas the long

70 mm nozzle of the same diameter shows re-ignitions close to the nozzle at high pressure ratios,

corresponding to super-sonic jets.

A plausible explanation can be that a larger nozzle diameter leads to a bigger hot core region in the

jet axis and a lower mixing rate, as suggested in the literature (e.g. Ghorbani et al. (2015)). Thus,

conditions for re-ignition are reached earlier after the jet emerges from the nozzle. According to Fig. 4

a larger nozzle diameter increases also the re-ignition frequency.
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Fig. 5: Schlieren images of temporal development of free jets for nozzle lengths of 50 mm and 70 mm.
The time designations refer to the instant in time, when the jet exits from the nozzle. A similar figure
was previously published by one of the autors in (Seitz, 2020).

3.3 Axial mixing profiles from LIF-images

In the following, a mixture fraction related quantity named F∗

LIF
S is introduced in order to investi-

gate the mixing process, which is derived from NO-LIF images which are corrected for background,

sensor-sensitivity and laser sheet inhomogeneities and normalized to a reference light beam through

a vial with 2000 ppm NO reference gas. Detailed information on the calculation method of this quan-

tity is beyond the scope of this work. For further information on how to determine F∗

LIF
S from raw

LIF images, the reader is referred to the the publication of Seitz (2020). Within this work, the focus

is mainly on the re-ignition process in the centreline of the jet axis. Therefore, axial profiles of the

mixing field (as represented from LIF-images) in free jets at varying time instances after start of jet

penetration are shown in Fig. 7. These F∗

LIF
S profiles are from different experimental runs, but are

phase-resolved with respect to the first visible occurrence of jet at the nozzle tip in simultaneously

recorded time-resolved schlieren image sequences.

The two diagrams show data from two different nozzle lengths, namely 25 mm (Fig. 7 (a)) and 70 mm

(Fig. 7 (b)). For all experiments that are presented in the following, the experimental conditions were

nominally identical, with only the nozzle length being varied. The pressure ratio across the nozzle

at time of jet exit was Πnozzle > 3 (i.e., the jet exit speed is super-sonic) and the nozzle diameter was

d = 0.8 mm.

At first, the signal at the nozzle exit first is temporally nearly constant for times of up to 0.18 ms.

After that an increase is noticeable for both nozzle lengths tested. This increase becomes prominent

after 1 ms, in particular for the 70 mm nozzle.

The red curve in diagram (b) is for a case where re-ignition was observed at 0.3 to 0.6 ms after the

jet emerged from the nozzle; the time of ignition is well behind the time (∆τexit = 0.05ms) where

this profile was recorded. At early stages of jet development, the axial profiles of the LIF fields do

not show any clear indication of whether the jet would finally lead to ignition or not; the pre-ignition

profiles from experiments where re-ignition occurs (like the red curve) did not differ significantly

from cases where no re-ignition took place (grey curve). This is an indication that ignition or non-

ignition is, under nominally identical initial conditions, not related to the early development of the jet,

but is linked to the interaction of chemical reaction with turbulence on a larger timescale.
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Fig. 6: Distance between the earliest visible flame front and the nozzle end in units of the nozzle
diameter d for different nozzle diameters d. The pressure ratio across the nozzle at time of jet exit
Πnozzle is colour-coded as indicated by the vertical color bar. Top Figure: l = 25 mm nozzle, bottom:
l = 70 mm nozzle. A similar figure was previously published by one of the authors in Seitz (2020).

4 Summary and Conclusions

In this study, re-ignition of a hydrogen-air mixture by impinging hot exhaust gas jets emerging from

flameproof enclosures was investigated experimentally. A dedicated experiment allows studying

the process systematically under well-defined conditions. It creates hot gas jets by spark-igniting

a hydrogen-air mixture in one chamber. Hot exhaust gases then flow through a nozzle into the larger

main chamber. In a systematic series of experiments, the probability of a successful re-ignition was

tested in dependence of the gap length, gap diameter and pressure ratio between the two chambers.

The results show that there is a complex, in part non-monotonic dependence of the re-ignition proba-

bility on the parameters. The results indicate that long gaps are not necessarily safer (i. e., have lower

ignition probability) than short gaps. If the pressure ratio between the flameproof enclosure and the

ambience at time of jet exit is larger than the critical pressure ratio (i.e. when the jet speed is higher

than the speed of sound in the ambient gas), re-ignition was observed to become more likely if the

nozzle length is increased from 25 mm to 70 mm. At the same time, the safe diameter decreases as

well by 0.3 mm. Detailed spatially resolved investigations of the mixing field at these jets were also

performed. Neither axial nor radial profiles of the mixing ratio show a correlation between profile

and later re-ignition frequency. This is an indication that re-ignition or non-ignition is, under nomi-

nally identical initial conditions, not related to the early development of the jet, but is linked to the

interaction of chemical reaction with turbulence on a larger timescale.
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Fig. 7: Profiles of the signal fraction along the jet axis at experimental conditions of Πnozzle = 3.3
and d = 0.8 mm. Left: Nozzle length l = 25 mm, Right: l = 70 mm.
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With the rapid consumption of non-renewable resources such as oil and ceaseless 

environmental pollution, it is urgent to find a kind of efficient renewable energy. In recent years, as 

the only renewable carbon source, the energy conversion of biomass by combustion and pyrolysis 

have become one of the most important topics. Typically, biomass resources consist of crops, wood, 

aquatic plants, animal waste and other organic waste, in which wood biomass is now widely used. 

Wood biomass contain cellulose, hemicellulose and lignin. For the sake of improving and 

advancing the combustion requirement and efficiency, it is needed to comprehend the combustion 

principle of biomass. 

In this paper, the combustion characteristics of pine, a kind of common used biomass, were 

studied by the thermos-gravimetric analysis (TGA) and differential scanning calorimeter (DSC) 

tests. The combustion process can be split into two periods according to the activation energy 

gained by using the isoconversional method. The average activation energy was 140.45363 kJ/mol 

and 239.76526 kJ/mol. Because the combustion of wood biomass is a complex and continuous 

process, the DSC curves may have overlapping peaks under the cover of a single peak, which 

affected the characterization of thermal behaviour. The deconvolution method was used to divide 

the overlapping peaks to obtain three separate peaks with reaction activation energy was 24.43 

kJ/mol, 123.37 kJ/mol, and 80.61 kJ/mol respectively. As the heating rate increases, the entire 

combustion process moved to higher temperatures. 

The study of kinetic parameters provided a theoretical basis for improving the combustion 

efficiency of wood biomass particles. 

Keywords: kinetic parameters, thermal behaviour, isoconversional method, deconvolution, TG-DSC 

 

1. Introduction 

With the rapid consumption of oil and other non-renewable resources and the aggravation of 

environmental pollution, it is urgent to find renewable energy. As the fourth largest energy 

resource, biomass energy solves approximately 14% of global energy requirement, particularly in 

developing countries, where biomass provides about 35% of energy demand (Kerolli-Mustafa et al., 

2015). By 2050, biomass is estimated to offer approximately 38%of the world's original fuel and 

17% of electric power. Potential biomass fuels include wood and wood waste, agricultural garbage 

and a host of other materials. The high volatility of the biomass and the high reactivity of the char it 

produces give it an advantage as a fuel. As far as environment is concerned, Biomass fuels absorb 

carbon dioxide in the procedure of growth and emit carbon dioxide in the procedure of combustion, 
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so the use of biomass fuels is conducive to the carbon dioxide cycle without exacerbating the 

greenhouse effect (Demirbas, 2004). Studies have shown that the combustion rate and efficiency of 

pulverized biomass fuel are higher than that of coal. However, it is worth noting, that biomass has 

less carbon, more oxygen and a lower calorific value than solid fossil fuels. Therefore, some 

physical, chemical and biological transformation methods are often used to convert bulky, low-

energy-concentration biomass into liquid, gas, and solid fuels that are more convenient to store and 

transport and have better combustion performance. Pyrolysis, gasification, densification, anaerobic 

digestion and alcohol production have been widely used in biomass conversion (Pham et al., 2015). 

Gasification and combustion are the most effective energy utilization methods, both of which 

involve the oxidation of biomass. In order to improve combustion efficiency and better control the 

gasification process, the kinetic parameters of combustion need to be analyzed.  

Experimental data obtained from thermogravimetric analysis (TGA) and differential scanning 

calorimeter (DSC) is needed for the kinetic and thermodynamic evaluation(Grønli et al., 2002; Gao 

et al., 2013; Gu et al., 2013; Owen et al., 2015; Yu et al., 2016). Common methods for calculating 

dynamic parameters can be divided into the model-fitting method (Vlaev et al., 2003) and the 

model-free method(Budrugeac and Segal, 2007; Burnham and Dinh, 2007; Sánchez-Jiménez et al., 

2008; Cai et al., 2018). The experimental information at a single heating rate are used to obtain the 

optimal model by fitting different mechanism functions, so as to obtain the dynamic parameters. 

Vlaex et al. (Vlaev et al., 2003) studied the kinetics of pyrolysis of rice husk based on the means of 

Coats–Redfern and fourteen kinetic equations. As the results show that the laboratorial information 

was best characterized by the function of Ginstling–Brounshtein. However, studies have shown that 

there are significant differences in the values gained from dynamic techniques using a unitary 

heating rate. One the other hand, model-free or isoconversional methods calculate kinetic 

parameters by using data obtained from multiple heating rates, avoiding the selection of reaction 

mechanism functions, thus eliminating errors caused by different assumptions of mechanism 

functions. Burnham et al. (Burnham and Dinh, 2007) compared the accuracy and suitability of 

model-fitting model and isoconversional method for distinct kinds of chemical reactions and found 

that model fitting and isoconversional methods have accuracy for extrapolation outside the scope of 

calibration. But isoconversional method is usually more accurate. The common isoconversional 

methods involve Flynn-Wall-Ozawa integral method (Ding et al., 2017), Friedman differential 

method (Gogoi et al., 2018), Kissinger differential method (Budrugeac and Segal, 2007) and so on.  

Nonetheless, it is challenging to describe the thermodynamic and kinetic behaviours of 

biomass exactly because of the overlapping reactions in the process of biomass combustion, which 

are shown by the overlapping peaks in the DTG and DSC profiles. The deconvolution method as an 

impactful mathematical method which is often used to split the overlapped peaks to gain the 

different peaks and comprehensive information of these separated peaks (Kong et al., 2019; Yao et 

al., 2019). 

Pine, as a common wood, produces a lot of sawdust during processing. At present, the 

common utilization ways of pine sawdust are as bedding, cultivation base and biomass pellet fuel 

(Sikkema et al., 2011). In this paper, the TG-DSC was used to test pine sawdust under air condition, 

and the dynamics and thermodynamic parameters, such as heat of reaction, apparent activation 

energy and pre-exponential factor, were gained by deconvolution method and isoconversional 

method. The effect of different heating rate on the burning procedure of pine sawdust was also 
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discussed. The preliminary study on the combustion kinetic characteristics of pine sawdust has a 

guiding role in the study of the direct combustion and gasification process of pine sawdust. 

2. Experiments 

2.1 Materials 

The natural pine sawdust was bought from an agricultural product processing plant in 

Lianyungang. The particle size of pine chips used for testing is 80 mesh. The industrial composition 

analysis results of the used sample are listed in Table 1. 

Table 1: Proximate analysis of the pine sawdust 

Moisture/% Ash/% Fixed carbon/% Volatile matter/% 

4.64 0.46 15.13 79.77 

2.2 TGA-DSC experiment 

In this experiment, the thermosgravimetric analysis was carried out by the TG-DAC system 

(NETZSCH STA 449T5, Germany). For each test, approximately 5mg samples were tested under 

air and nitrogen atmosphere at flow rate of 50ml/min. For study the influence of diverse heating rate 

on combustion of pine chips, diverse heating rates were used for experiments. The sample with 

different particle sizes were heated up to 700 ℃ at heating rate of 5 ℃/min, 10℃/min, 20℃/min 

and 40℃/min respectively and the detailed experimental scheme are shown in Table 2. The curves 

of heat flux and mass loss rate with time and temperature can be presented by experiments. 

Meanwhile the differential thermogravimetric (DTG) curves can be gained by differentiating the 

TG curves. 

Table 2： Experimental conditions of samples under air 

No. Sample mass/mg Particle size/mesh heating rate/℃˙min-1 

1 5.116 80 5 

2 5.043 80 10 

3 5.244 80 20 

4 5.092 80 40 

 

2.3 The deconvolution method 

A common mathematical technique to separate individual peaks from overlapping peaks is the 

deconvolution method (Kong et al., 2019). For the heat flux profiles obtained from experiments, it 

can be presumed that the gained signal f(t) is a convolution of the “true” signal g(t) with the 

appliance response function I(t), i.e.: 

 ( ) ( ) ( )f t g t I t    (1) 
In which,   means convolution. The equation (1) can be expressed as follows: 

 ( ) ( ) ( ) ( ) ( ) ( ) (t )f t g t I t g t x I x dx g t I x dx
 

 
         (2) 

According to the convolution theorem, the product of the Fourier transforms of two functions 

gives the Fourier transform of the convolution of the two functions, that is: 

 [ ( ) ( )] [ ( )] [I(t)]g t I t g t  F F F   (3) 
And then  
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 [ ( )] [ ( ) ( )] / [ ( )] [ ( )] / [ ( )]g t g t I t I t f t I t  F F F F F   (4) 
Where, F represents the arithmetic of Fourier transform:  

 
1

[ ( )] ( )

1
[ ( )] ( )

2

i t

i x

f t f t e dt

F x F x e dx







 















F

F

  (5) 

 

In the above equation (5), F-1 expresses the opposite Fourier transform. 

Inverse Fourier transform operation on both sides of the equation (4), the function f (t) can be 

deconvoluted with I(t), and the true signal g(t) is received: 

 1 1 1( ) ( )[ ] ( ) { [ ( )]} { [ ( )] / [ ( )]}g t f t I t g t f t I t
     F F F F F   (6) 

Where, 1  means deconvolution.  

A great deconvolution of the overlapped peaks in molecular spectroscopy and scanning 

microcalorimetry of protein solutions can be gained by using a Gaussian function as the function 

I(t) (Elsabee and Prankerd, 1992):  

 

2

1
0

2

1
( ) exp

2

x a
f x a

a

  
   

   
  (7) 

Where, x indicates the temperature, f(x) is the calculated heat flux, a0 represents the range of 

peak, a1 is the abscissa corresponding to the midpoint of the peak and a2 means the peak width.  

For the peaks with asymmetric figure, the exponentially modified Gaussian (EMG) function 

can be used to take the place of the Gaussian function: 

 
2

0 2 1 1 2 3

2

3 3 3 32 3

( ) exp erf
2 2 2 2

a a a x x a a a
f x

a a a aa a

    
      

     
  (8) 

Where, a3 is an asymmetric constant and erf( ) is a mistake function. The overlapping peaks in 

the heat flux curves were deconvolved by the EMG function. 

The overlapped curves could be divided into any single peaks by the deconvolution technique. 

The multiple reaction of pine biomass combustion can be split into several parts and the kinetics 

and thermal dynamics parameter of each period could be studied, which will be shown in Section 

2.4. 

2.4 kinetic parameter calculation 

The conversion rate  can be expressed by equation (9)： 

 0

0

t
m m

m m








  (9) 

Where 
0 t

m m m、 、  indicate the initial mass of the pine sample, the mass at time t and the final 
mass respectively . Kinetic equation is shown in equation (10)： 
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 ( )
d

kf
dt

     (10) 

Where, k is Arrhenius constant, f ( )  refer to differential mechanism function. The relationship 
between rate constant and temperature was proposed by Arrhenius: 

 exp( )
E

k A
RT

    (11) 

Combine the equations (10) and (11), the expression of the reaction rate can be obtained as 
follows: 

 exp( ) f( )
d E

A
dt RT

     (12) 

Where, the A indicates the pre-exponential factor; E means the activation energy; R represents 
ideal gas constant. In non-isothermal conditions, the heating rate is known and the relationship 
between temperature and time is shown below: 

 
t 0T = T + bt   (13) 

 dT

dt
    (14) 

Where, Tt is sample temperature at time t; T0 indicates the initial temperature;   is the heating 
rate. The equation (15) can be obtained by combining equation (12) and (14): 

 exp( ) f( )
d A E

dT RT

 


    (15) 

And then, integrate both sides of equation (14)： 

 
00
exp( )

( )

T

T

d A E
dT

f RT

 
 

     (16) 

Owing to 0

0
exp( )dT 0

T A E

RT
  , So the integral can be rewritten as： 

 
0

( ) exp( )
TA E

G dT
RT




    (17) 

The equation (15) has not adetailed solution. Hence, a number of approximate solutions were 

studied in the past (Fernandez-Lopez et al., 2016). The methods of dynamic analysis of thermal 

analysis curves can be divided into integral method and differential method, among which the 

integral method includes Coats-Redfern method, Flynn-Wall-Ozawa method, etc. The differential 

method includes Kissinger method, Friedman-Reich-Levi method, Starink method and Borchardt-

Daniels method, etc. The solution method involving mechanism function can be split into model-

free method and model-fitting method. The model-fitting method need to find a suitable reaction 

mechanism function. In contrast to the model-fitting method, model-free method obtains the kinetic 

parameter by iso-conversion method. Therefore, the error caused by the different choice of 

mechanism function is avoided. 

2.4.1 Calculation of the kinetic and thermodynamics parameters 

Assuming that the combustion processes complies with Arrhenius's law, the mass loss rate of 

the oxidation process as follows: 
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 exp( E / RT)Mn

a

dM
A

dt
     (18) 

In which, M indicates the mass at time of t, g; T is the temperature, K; n means the order of 

reaction. 

multiply H  on both sides of the equation (18), the rate of heat flow can be expressed as: 

 exp( E / RT)n

a

dH
HM A

dt
     (19) 

The reaction heat per unit mass sample could be obtained by integrating equation (19): 

 
0

0

1 endt

t

dH
H dt

M dt
     (20) 

where, M0 indicates the initial sample mass, g; t0 and tend represent the starting and terminal 

time of reaction, s. 

Some scholars found that when the pyrolysis reaction order of biomass equal to 1, the 

experimental value and the calculated value were in good agreement (Burnham and Dinh, 2007). 

Thus, assume the reaction order is 1, the equation (19) can be converted into the equation (21): 

 

0

/
exp( E / RT)

a

dH dt
A

H M
 

 
  (21) 

Taking a natural logarithm of equation (21): 

 

0

/
ln( ) lnaEdH dt

A
H M RT

  
 

  (22) 

So the Ea and A can be gained by slope and intercept, respectively. 

2.4.2 Flynn-Wall-Ozawa method 

Define E
u

RT
 , 

 
2

( )
u

E

RT

AE e
G du

R u





    (23) 

Replace 
2

u

E

RT

e
du

u



  with (u)P , 

 ( ) (u)
AE

G P
R




   (24) 

And then take the logarithm of both sides of the equation (24), and get the following equations 
according to the Doyle approximation: 

 lg lg 2.315 0.4567
( )

AE E

RG RT



     (25) 

Or  
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 ln ln 5.3308 1.0516
( )

AE E

RG RT



     (26) 

 

3. Results and discussion 

3.1 Influence of Experimental factors on combustion process 

TG-DSC tests were performed at diverse heating rates and the TG and DTG profiles at diverse 

heating rates are shown in Fig. 1. It can be observed from the curves that the combustion process of 

pine sawdust can be split into three periods. The first part is about ambient temperature to about 

142 ° C, and the mass loss is not obvious. It can be inferred that this stage is the evaporation of 

water in pine sawdust. The second stage ranges from 170℃ to 416℃ and is accompanied by 

significant mass loss, which may be related to combustion of volatile components 

(Aghamohammadi et al., 2011). The third stage occurs between 420℃ and 600℃, which may be 

due to the oxidation of char. The tendency and temperature range is similar to previous research 

(Gil et al., 2010). 

As TG curve show that the profiles at various heating rates have similar trends, which 

represents that the pine sawdust combustion undergoes similar processes at different heating rates. 

In addition, as the heating rate increases, the entire combustion process moves to higher 

temperatures. This may be due to the excessively rapid heating rate, resulting in a large temperature 

gradient inside the particles, which raises the minimum temperature that the pyrolysis process may 

proceed, so that the whole reaction presents a lagged state. 

As the TG and DTG profiles show, with the heating rate increases, the remaining proportion of 

the sample mass increases. This is because the sample reaches the same temperature at diverse 

heating rates, the faster the heating rate, the shorter the reaction time, the lower the reaction degree. 

Thus, combustion at higher heating rates is insufficient at the same temperature, especially for 

biomass containing highly volatile components (Ma et al., 2015)。 
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Fig. 1 (a)TG profiles at different heating rates (b)DTG curves at different heating rates 

 

3.2 Kinetic analysis based on FWO method 
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In this paper, the TG curves were further analysed by the FWO method to evaluate the reaction 

kinetic parameters, the reaction conversion rate was selected as 0.1-0.95 and make a logarithmic 

plot of the five groups of heating rate curves, as shown in Fig. 2.  
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Fig. 2 FWO plots for different conversion 

The obtained straight line was fitted, and the reaction activation energy E can be calculated 

from the slope. Assuming that the reaction order was 1, the reaction mechanism function was

( ) ln(1 )g     , and the pre-exponential factor A can be obtained. The calculation results were 

shown in Table 3. 

Table 3: Calculation results of activation energy (E) and pre-exponential factors (A) by the 

FWO method 

α E/kJ mol-1 lgA/min-1 R2 

0.1 86.50181 10.15792 0.93618 

0.15 120.48544 13.19503 0.97822 

0.2 137.28287 14.65768 0.99429 

0.25 148.20175 15.59618 0.99802 

0.3 153.98529 16.07624 0.99934 

0.35 149.0865 15.66324 0.95299 

0.4 151.56864 15.81194 0.99946 

0.45 147.34375 15.42128 0.99918 

0.5 144.06758 15.11261 0.99762 

0.55 145.70094 15.2206 0.99144 

0.6 160.76529 16.41572 0.9653 

0.65 223.30541 21.40317 0.96466 

0.7 287.20415 25.88429 0.99275 

0.75 286.08752 24.87523 0.93098 

0.8 224.80924 19.41273 0.99769 

0.85 218.2724 18.48949 0.99908 

0.9 220.72257 18.3827 0.99219 

0.95 217.95552 17.97642 0.98177 

In order to observe the change trend of the activation energy directly, the change trend of the 

activation energy with the conversion rate was shown in Fig. 3. The activation energy can be 

roughly segmented into two stages. When the conversion rate was between 0.1-0.6, the activation 

energy rose from 86.5 to 160.7 kJ/mol, and when the conversion rate was between 0.65-0.95, the 

activation energy was 217.9- 287.2 kJ / mol. Taking the conversion rate of 0.65 as the boundary, the 

entire combustion process can be divided into two periods. The average activation energy of the 
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first period (conversion rate below 0.65) was 140.4 kJ/mol, and the average activation energy of the 

second stage (conversion rate above 0.6) was 239.8 kJ/mol.  

The activation energy is the minimum energy requirement for starting the reaction. From 

Figure 3, we can see that the activation energy in the second period had large fluctuations, which 

indicated that the second stage may include some complex reactions, such as parallel reactions, 

continuous reactions, and so on (Ma et al., 2015).  
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Fig. 3 Distribution of activation energy at different conversion rates 

 

3.3 Thermal behavior analysis based on the deconvolution technique 

The TG and heat flow curve of pine sawdust at a heating rate of 10 ℃ / min was shown in Fig. 

4. From the curve, it can be seen that the burning process of pine sawdust was roughly split into 

three parts. First of all, it was an endothermic phase from room temperature to 101 ℃, and the mass 

loss is about 7.5% of the total weight, which may be caused by the evaporation of water. Two 

distinct exothermic peaks can be observed between 100-500 ℃, the heat of reaction was 17289 

kJ/kg, and the peak temperatures were 341 and 489 ℃ respectively. This stage experienced two 

consecutive mass losses, which accounted for about 57% and 31% of the total sample, respectively, 

which may be due to the combustion of volatile components and char.  
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Fig. 4 TG and DSC curves of pine biomass 

 

However, the activation energy obtained by the FWO method indicated that the combustion of 

pine sawdust is a complex reaction, and the obtained curves may have overlapping peaks, and it was 

hard to establish a clear boundary for these reaction stages (Zheng and Koziński, 2000). 

Deconvolution is a common mathematical technique that can separate overlapping peaks to obtain 

individual peak curves. 

In this paper, the deconvolution method was used to transform the heat flow curve with heating 

rate of 10 ℃/min, as shown in Fig. 5. It can be observed that the two curves had a higher degree of 

fit. The original curve showed two peaks. After deconvolution, three peaks can be obtained, namely 

peak a, peak b, and peak c. 
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Fig. 5 Initial and deconvoluted DSC curves of pine biomass at 10℃ /min heating rate. 

The kinetic and thermodynamic parameters can be obtained by analysing the different peaks, 

as shown in Table 4. Peak a and peak b corresponded to the pyrolysis volatiles combustion of 

hemicellulose and cellulose, while peak c was caused by the combustion of lignin after 
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carbonization. This was because when the heat input was slow, there were two exothermic peaks of 

volatiles and char combustion in pine sawdust combustion. Therefore, the combustion of volatiles 

was the starting point of the burning process of pine sawdust which restricts the burning of pine 

sawdust. The heat generation of these three separate peaks was 17828 kJ/kg in total, which was 

similar to the heat of reaction of the original curve, 17289 kJ/kg, which indicated that the 

deconvolution method was reasonable and reliable. 

Table 4: Thermal dynamic and kinetics of Pine chips combustion  process  based on 

deconvolution technique 

 Onset 
temperature/℃ 

Peak 
temperature/℃ 

H  /kJ  kg-1 E/kJ·mol-1 lnA/s-1 R2 

Initial 66.71 341.22,488.85 17288.56 87.22 7.16 0.99585 

Peak a 83.82 239.27 1716.64 24.43 -0.80 0.98042 

Peak b 232.17 346.73 9220.92 123.37 18.28 0.99001 

Peak c 279.30 487.55 6890.32 80.61 6.5583 0.99776 

Total - - 17827.88 - - - 
The results showed that the activation energy and pre-finger factors first increased and then 

decreased. At higher temperature ranges, the activation energy was lower, which is consistent with 

the results observed by Gao et al (Gao et al., 2013). This may be because during the low-

temperature oxidation, the char oxidized by pine sawdust covered the surface of the sample, 

forming a barrier, which affected the heat transfer rates, reduces the reactivity, and requires more 

energy for the reaction. However, with increasing temperature, the char covering the surface 

burned, the barrier disappeared, the main reactions of the remaining samples changed, and the 

activation energy decreased. 

Conclusions 

In this paper, the combustion kinetics of pine sawdust was studied according to the application 

needs, which has a guiding role. The TG-DSC experiment, FWO method and deconvolution method 

were used to analyse the combustion process of pine chips. The relevant kinetic parameters and the 

influence of heating rate on the combustion process were obtained. The main results are as follows:  

At different heating rates, the combustion of pine sawdust went through a similar process. 

However, the faster the heating rate, the shorter the heating time, the shorter the reaction time 

experienced by the sample, and the lower the reaction degree. As the heating rate increases, the 

temperature gradient formed inside the particles intensifies, and the entire reaction moved to high 

temperatures. The influence of the heating rate on the initial combustion temperature of volatiles 

can provide an important basis on improving the burning efficiency of pine sawdust. 

 The whole combustion process can be separated into two parts according to the activation 

energy. The average activation energy was 140.45363 kJ/mol and 239.76526 kJ/mol, respectively. 

The results showed that the activation energy had a large fluctuation, which indicated that the 

burning process of pine chips may include some parallel reactions or continuous reactions and so 

on. 

The overlapped exothermic peaks were separated by deconvolution method. After separation, 

three separate peaks, peak a, peak b, peak c, whose reaction heat was 1717 kJ/kg ,9221 kJ/kg and 

6890 kJ/kg respectively and the reaction activation energy was 24.43 kJ/mol, 123.37 kJ/mol, and 

80.61 kJ/mol respectively. The sum of the reaction heats of the three individual peaks was similar to 

that obtained from the original curve, which indicated that the deconvolution method was 
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reasonable and effective. Peak a and peak b corresponded to the pyrolysis volatiles combustion of 

hemicellulose and cellulose, while peak c was caused by the combustion of lignin after 

carbonization. This has reference value for industrial process to obtain the target product. 
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Abstract 

In this work, three particle sizes (100 nm, 5 μm, 30 μm) of poly methyl methacrylate (PMMA) dust 

were selected to analyse the influence of particle size, dust layer thickness and heating temperature 

on pyrolysis and pilot ignition behavior. The histories of the in-depth sample temperature as well as 

ignition time had been measured for various heating temperature. Ignition occurred as the heating 

temperature reached a critical value (an ignition temperature). For 20 mm thick dust layer, the ignition 

temperature of PMMA dust increased with increasing particle size. The ignition temperatures of 100 

nm PMMA, 5 μm PMMA, and 30 μm PMMA were 340℃, 350℃, and 360℃. As the thickness of 

the dust layer increased from 20 mm to 30 mm, the ignition temperature of 100 nm PMMA, 5 μm 
PMMA, and 30 μm PMMA increased by 20℃, 50℃, 70℃. The ignition time of dust increased as 

the dust layer thickness and the dust particle size increased. A 2D numerical model and theoretical 

analysis were utilized to describe temperature distribution of PMMA dust layers, the numerical results 

of in-depth temperature agreed well with the experimental data. Thermal and kinetic parameters 

including thermal conductivity (K), activation energy (E), pre-exponential factor (A) and specific 

heat (cp) were estimated based on experimental data and TG-DSC analysis for model. These results 

improve our understanding of the ignition behaviour and provide guidance for fire accident 

prevention and mitigation. 

 

Keywords: pyrolysis, pilot ignition, PMMA, ignition temperature, ignition time  

1. Introduction 

Ignition of dust layer is one of the most common causes of dust explosions in industry. There is a risk 

of fire when combustible dust accumulates on hot surfaces of equipment and facilities. Many studies 

have discussed the problem of dust layer ignition for different materials. Chunmiao and Dezheng et 

al.(2013) studied the ignition behavior of magnesium powder layers. A numerical model was 

established to determine the temperature distribution in the dust layer and the subsequent ignition 

process. Wu and Song et al.(2019) proposed an improved analogy method considering the effect of 

oxygen diffusion to correct the kinetic parameters so that the minimum ignition temperature of the 

coal dust layer can be predicted more accurately. El-Sayed and Mostafa (2016) developed a method 

to determine the thermal and kinetic parameters of sugarcane bagasse and cotton stalks dust layers 

from hot surface ignition tests. Most of the previous studies were about the problem of self-ignition 

of dust, and lack of investigation on other ignition methods. 

For some combustible materials, especially high-molecular polymers, the pyrolysis reaction will 

occur under the external heat flow. Even if there is no flaming combustion, a large amount of 

flammable gas will be generated. Flammable gases from pyrolysis pose fire hazards under the ignition 

source. Many studies have discussed the pilot ignition behavior of solid materials. Reszka and 

Borowiec et al.(2012) developed a method to estimate the ignition times of Nylon and PMMA by 

pilot ignition tests, the time to ignition was proportional to the squared time integral of the incident 
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heat flux. Fang and Meng et al.(2018) studied the ignition behaviour of thermally thick PMMA 

through experiments, numerical calculations and theoretical analysis. They analyzed the effects of 

the on-off cycle irradiation on the surface and in-depth specimen temperatures, the mass flux and the 

ignition time. Vermesi and Roenner et al.(2016) studied the process of pyrolysis and ignition of 

PMMA by transient irradiation experiments and a 1D pyrolysis model Gpyro (Lautenberger and 

Fernandez-Pello, 2009). The results of simulations were compared with the transient irradiation 

experiments. Finally, they assessed the ignition criteria with respect to both constant and transient 

irradiation. Among them, PMMA was the most common experimental material. This was because 

PMMA had excellent transparency, strength and chemical stability. It was often made of organic glass 

and was widely used in industry. 

The previous studies on the pilot ignition of combustible materials were all about bulk materials, there 

was no related investigation on powder materials. At the same time, previous studies on the risk of 

dust accumulation on hot surfaces had not considered the influence of external ignition sources. In 

this paper, we conducted a series of constant temperature heating experiments using the ignition 

electrode as the ignition source to investigate the pilot ignition behavior of PMMA dust layer. In 

addition, the effect of various dust particle sizes, dust layer thicknesses and heating temperature on 

ignition characteristic parameters were investigated. Dust with a smaller particle size had a larger 

specific surface area (Jiang and Bi et al., 2020), which mean that the finer particle had higher 

reactivity than coarser particle. Therefore, in order to make this research more valuable, three nano- 

and micro-scale PMMA dusts were selected as experimental materials. 

We developed a 2D numerical model to investigate the temperature distribution in the dust layer, and 

a sensitivity analysis of the thermodynamic parameters in the model was conducted. The heat and 

mass transfer processes in the heating of the dust layer and the ignition process were investigated as 

the theoretical basis for the analysis of experimental results. 

2. Experiments 

2.1 Experimental setup 

 

Fig. 1. Semi-closed dust layer heating and pilot ignition apparatus 

A schematic of the experimental set-up is provided in Fig. 1. Conduction was provided by a plate 

heated at constant temperature. Heating performance of the hot-plate in accordance with the standard 

of ASTM E 2020-06 (2006). Hot-plate surface temperature was set by temperature controller 

(Xiamen Yudian Automation Technology Co., Ltd. accuracy: ±3℃). A metal ring was fixed on the 

hot-plate to contain the dust layer. The inner diameter (D) of the metal ring was 50 mm, and the wall 
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thickness was 1.5 mm. This study used two height (L) metal rings: 20 mm and 30 mm. Some 0.25 

mm diameter K-type bare thermocouples (Omega CHAL-010-BW, accuracy: ±2.2℃) were inserted 

into the center of the dust layer. Because the direct contacted between the thermocouple and the metal 

ring will reduce the accuracy of reading, a ceramic tube was placed between the thermocouple and 

the metal ring wall for insulation. Thermocouples were positioned 2 mm, 5 mm, 10 mm, 15 mm, 18 

mm in height for 20 mm high metal ring. Similarly, thermocouples were positioned 2 mm, 5 mm, 10 

mm, 15 mm, 20 mm, 25 mm, 28 mm in height for 30 mm high metal ring. 

An ignition electrode with 15 kV voltage and 0.04 A current was situated 20 mm (Fang and Meng et 

al., 2018) above the sample as a pilot source. The effect of the heat flow generated during the ignition 

electrode discharge on the dust layer was ignored (Vermesi and Roenner et al., 2016; Fang and Meng 

et al., 2018). 

To ensure good air circulation, the experimental apparatus was placed in a glass cover with a fan. A 

gap under the chamber wall allowed the ingress of ambient air. The air flow generated by the fan was 

very weak and would not affect the natural diffusion of the gas produced by pyrolysis and oxidation. 

At the same time, due to the existence of the glass cover, the external air flow would not affect the 

accuracy of experiment data. 

The temperature data was recorded by a data acquisition instrument (Yokogawa DL850E). Time step 

for data recording was set as 0.1 s. The heating process of the dust layer was recorded by a digital 

video camera (Canon-G20, 30fps). The ignition time was determined from the data recorded by the 

camera. 

In order to reduce the agglomeration of dust particles, before experiment, the experimental materials 

were dried in a drying oven at 35℃ for at least 24 hours (Zhou and Li et al., 2019). The experimental 

procedures were as follows: (1) heated the hot-plate to a stable temperature; (2) weighted a certain 

amount of PMMA dust; (3) turned on the digital video camera and the data acquisition instrument; 

(4) filled the metal ring with PMMA dust and gently scraped the upper surface within two minutes; 

(5) data measurement started after energizing the ignition electrode. Tests were run until either the 

layer temperature reached a steady state for no less than 30 min or clear thermal runaway was 

observed. If the dust layer was not ignited at the pre-set temperature (Tp), increased it by 10℃ until 

the dust layer was ignited. Resolution of 10℃ was adopted for all tests. 

2.2 Sample preparation 

The experimental materials (Soken Chemical Co., Ltd. of Japan Ministry) were 100 nm (MP-300), 5 

μm (SX-500H), 30 μm (MZ-30H) PMMA dust. The particle size distribution of PMMA dust 

measured by the Malvern Mastersizer (AWM 2000) was shown in Fig. 2. Table 1 listed the volume 

average diameter D[4,3], the Sauter diameter D[3,2] and the quantiles of the volumetric distribution 

Dv (10), Dv (50) and Dv (90). The particle size distribution range of 100 nm PMMA dust particles 

was wide from 0.448 to 89.337 μm. Volume average diameter and Sauter diameter of 100 nm PMMA 
were 24.877 μm and 10.486 μm, so there was a serious agglomeration effect of 100 nm PMMA dust 

particles. The characteristic diameters of 5 μm PMMA and 30 μm PMMA were closer to the nominal 
value. 

The micrographs of dust particles shown in Fig. 3 were observed by scanning electron microscopy 

(FEI Nova NanoSEM 450). It could be seen from Fig. 3 that 100 nm, 5 μm and 30 μm PMMA were 
regular spherical structures. 5 μm PMMA and 30 μm PMMA particles had good dispersibility. As 

with the results of the particle size distribution of PMMA, 100 nm PMMA had obvious agglomeration. 
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Table 1. Characteristic diameters of 100 nm, 5 μm, and 30 μm PMMA particles (Zhang and Yu et 

al., 2017)  

Characteristic diameters 
MP- 300 

(100 nm) 

SX- 500H 

(5 μm) 
MZ- 30H 

(30 μm) 
D[4,3] (μm) 24.877 5.149 28.974 

D[3,2] (μm) 10.486 3.284 24.080 

Dv (10) (μm) 6.151 1.186 16.509 

Dv (50) (μm) 22.543 5.294 24.523 

Dv (90) (μm) 46.764 7.428 43.186 

 

Fig. 2. Particle size distribution of PMMA dust 

 

(a) 100 nm                          (b) 5 μm                             (c) 30 μm                             

Fig. 3. SEM photographs of 100 nm, 5 μm and 30 μm PMMA dust particles 

3. Theoretical method 

3.1 Governing equations 

In order to understand the temperature distribution in the dust layer under constant temperature 

heating, we investigated the heat and mass transfer process in the dust layer. The PMMA dust layer 

could be regarded as a porous medium. Figure 4 showed the heat absorption and loss of PMMA dust 

layer during pyrolysis. After the sample was placed on the hot-plate surface, heat entered the dust 

layer through heat conduction, and at the same time, heat was lost on the upper surface of the dust 

layer due to convection and radiation. For simplicity, the following assumptions were made: 

 since the experimental material was sufficiently dried before the experiment, the effect of the 

moisture content was not considered; 

 the effects of gas conditions on heat and mass transfer coefficients and stoichiometric coefficients 

were ignored; 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

933



 the parameters such as the bulk porosity, thermal conductivity and specific heat capacity of 

PMMA dust and gas mixture were independent of time and temperature. 

 

Fig. 4. Absorption and loss of heat during PMMA pyrolysis 

A one dimensional equation of energy balances for the dust layer in Fig. 4 could be simplified to (Wu 

and Vanierschot et al., 2016):  

    1 b s s b air air e

T
c c k T Q

t
    

     


                                       (1a) 

The heat of oxidation reaction could be formulated by the Arrhenius law as: 

 1 expb s s

E
Q A H

RT
      

 
                                                    (1b) 

Where ke is the effective thermal conductivity of a dust layer (W m-1 K-1), T is temperature (K), ρs, 

ρair are the density of PMMA and air (kg m-3), cs and cair are the specific heat of PMMA and air (J kg-

1 K-1), εb is the bulk porosity of dust layer, ∆Hs is heat of reaction (J kg-1) of PMMA, A is Arrhenius 

pre-exponential factor (s-1), E is activation energy (J mol-1) and R is the universal gas constant (8.314J 

mol-1 K-1). 

3.2 Boundary and initial conditions 

A Neumann boundary condition was considered for the temperature filed of the PMMA dust layer. 

At the upper surface of the dust layer (y=L): 

     4 4=e S A c S A S A

T
k h T T h T T T T

y
 

       
                                    (2) 

Where h=hc+hr is total heat transfer coefficient (W m-2 K-1), hc is convective heat transfer coefficient 

(W m-2 K-1), hr is radiant heat transfer coefficient (W m-2 K-1), TS is the upper surface temperature of 

the dust layer (K), TA is ambient temperature (K), σ is the Stefan–Boltzmann constant (5.67×10-8W 

m-2 K-4), and ε is the emissivity of the layer surface. 

The convective heat transfer coefficient of the sample was determined using Eq. (3). (Park and 

Rangwala et al., 2009). 

0.25
5 70.54

10 10a
c

Ra k
h Ra

l
   for（ ）                                             (3) 

Convective heat transfer coefficient hc was a time-dependent parameter. It depended on TA and 

TS, and it could determine the value through the COMSOL Multiphasics software. 

At the lower surface of the dust layer (y=0): 

P
T T                                                                       (4) 

Where Tp is the hot-plate temperature (K). 

The dust layer was contained in a metal ring made of stainless steel with a wall thickness of 1.5 mm. 

Because the metal ring was thin enough, it could be regarded as thermally thin material. The metal 
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ring could be heated by the hot-plate. Heat conduction occurred between the cylindrical surface of 

the dust layer and the metal ring. 

Before the dust layer was heated, the temperature in the dust layer was approximately regarded as 

ambient temperature (16℃), so at time t=0: 

A
T T                                                                        (5) 

3.3 Solution method 

The numerical solution of Eqs. (1) -(5) could be obtained by COMSOL Multiphasics software. The 

bulk density (ρb) of the dust layer could be obtained through experiments, it could be expressed as 

Eq. (6a), and the bulk porosity (εb) could be obtained by Eq. (6b) 

 1b b s b air                                                       (6a) 

1 1b air b
b

s air s

  
  


   


                                              (6b) 

Simulations were performed through heat transfer in solids interface and irreversible transformation 

subfeature. Effective material properties need to be defined in the model, such as effective density 

and effective specific heat capacity, which could be obtained by Eq. (7) and Eq. (8). The oxidation 

reaction took place in an isobaric environment, and the enthalpy change was considered equal to the 

heat of reaction of PMMA . 

eff b
                                                                      (7) 

   1
p b s s b air aireff

c c c                                                      (8) 

The time step was set to 10 s and the calculation termination time was set to 1800 s 

3.4 Parameter estimation 

According to Fourier’s law, the effective thermal conductivity ke had an effect on the temperature 

distribution in the dust layer and it could be estimated by assuming that heat generation at low 

temperature is negligible (Park and Rangwala et al., 2009). Therefore, at a lower temperature, some 

tests were performed to determine the value of the parameter using the method described by Park and 

Rangwala et al.(2009) before the formal experiment began. In this paper, the effective thermal 

conductivity of PMMA dust layer was obtained by heating the dust layer with a thickness of 10 mm. 

 

(a)                                                                      (b)                                              

Fig. 5. 30 μm PMMA dust layer temperature distribution when exposed to a hot-plate surface of 

50℃ (a), and steady state temperature distribution in the dust layer and its linear trend line (b) 
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For 30 μm PMMA dust, the temperature distribution obtained by exposing a dust layer with a 

thickness of 10 mm on a hot-plate at a temperature of 50℃ was shown in the Fig. 5(a). Linear 

extrapolation from the three temperature curves yields TS of 33.8℃ as shown in Fig. 5(b). The 

ambient temperature TA was 16℃. The estimated effective thermal conductivity of 0.13 W m-1K-1 

was obtained with TA=16℃ and TS=33.8℃. Different thermal conductivity could be obtained by 

performing the same test on other particle sizes. For 100 nm PMMA and 5 μm PMMA, the effective 

thermal conductivity was 0.108 W m-1K-1 and 0.122 W m-1K-1 respectively. 

Activation energy (E) and pre-exponential factor (A) were important parameters about the hazard of 

thermal runaway of dust materials and they could be obtained by using thermogravimetric analysis 

(TGA) at three heating rates (10 K min-1, 20 K min-1, 30 K min-1) (Tian and Shen et al., 2016). 

Activation energy could be obtained by FWO method (Sharara and Holeman et al., 2014) and KAS 

method (Starink, 2003). Thus, E could be obtained by the slope of the straight line plotted by Eq (9) 

and Eq (10). Where β is the heating rate of the sample (K min-1), α is conversion rate of the sample. 

1.0516
ln ln 5.335

( )

A E E

R g RT





  


                                                 (9) 

2
ln ln

( )

AR E

T E g RT




 


                                                            (10) 

 

Fig. 6. Activated energy of 30 μm PMMA by FWO method and KAS method at different α. 
Pre-exponential factor could be obtained by Coats-Redfern method (Tian and Shen et al., 2016). 

2

( )
ln ln

g AR E

T E RT




    
 

                                                     (11) 

The values of activation energy, pre-exponential factor and correlation coefficient (R2) obtained by 

Coats-Redfern method were listed in Appendix A. Several solid-state pyrolysis mechanisms were 

listed in Appendix B. 

It could be seen from Fig. 6 that the activation energy obtained by the two methods has the same trend 

with the conversion rate. Since the activation energy value was approximately unchanged when α 
was in the range of 0.6 < α < 0.7, the activation energy could be averaged as the final value, 

approximately 195.7 kJ mol-1. It was known that the activation energy values obtained by the FWO 

method and KAS method were considered reasonable (Moriana and Zhang et al., 2014). The 

activation energy and correlation coefficients obtained under different pyrolysis mechanisms were 

shown in Appendix A, it shown that the value of activation energy obtained by mechanism A1/2 was 

similar to that obtained by FWO method and KAS method and the correlation coefficient was higher 
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than 95%, which proved that mechanism A1/2 was the most suitable mechanism for the pyrolysis 

process. The value of the pre-exponential factor was determined to be 3.55×1014 by mechanism A1/2 

when β = 10 K min-1. The activation energy and pre-exponential factor of 100 nm PMMA and 5 μm 
PMMA were considered to be the same as 30 μm PMMA. 

The following Eq. (12) allowed the calculation of the specific heat (cs) for 30 μm PMMA (Collazo 

and Pazó et al., 2012). The TG and DSC curves were shown in Fig. 7. The heating rate was 20℃ min-

1 and 10.766 mg of sample was used. The TG and DSC results were obtained under a flow of nitrogen 

at a rate of 100 ml min-1 to avoid oxidation of the sample. It could be known from the DSC curve that 

there was an endothermic peak between 330℃ and 516℃. The specific heat calculated in this interval 

was 1924 J kg-1 K-1. The specific heat of 100 nm PMMA and 5 μm PMMA were considered to be the 

same as 30 μm PMMA. 

s

dH dT
mc

dt dt
                                                              (12) 

 

Fig. 7. The TG and DSC curves for 30 μm PMMA. 
Table 2 showed the parameters obtained through experiments and theoretical calculations, other 

parameters obtained through references were shown in Table 3. 

Table 2. Summary of experimentally determined parameters. 

parameter 100 nm 5 μm 30 μm 

εb 0.72 0.70 0.46 

ρb / kg m-3 332.57 363.64 641.20 

ke / W m-1K-1 0.108 0.122 0.13 

E / kJ mol-1 195.7 195.7 195.7 

A / s-1 3.55E+14 3.55E+14 3.55E+14 

cs / J kg-1 K-1 1924 1924 1924 
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Table 3. Summary of parameters obtained by references (Fang and Meng et al., 2018) (Wu and 

Vanierschot et al., 2016) 

name symbol value unit 
density of PMMA ρs 1180 kg m-3 

density of air ρair 1.293 kg m-3 

specific heat capacity cair 1013 J kg-1 K-1 

surface emissivity ε 0.9 — 

heat of reaction ∆Hs 540 kJ kg-1 

4. Results and discussion 

4.1 Ignition mechanism and behaviour 

The dust layer was placed on a constant temperature hot-plate. Due to external energy, pyrolysis and 
slow smouldering occurred in the dust layer. The multi-step reaction of PMMA occurred during 
pyrolysis (Wenru and Shufen, et al., 2003). First, PMMA was thermally degraded to MMA (Equation 
13.1), and then MMA continued to decompose to generate free radicals R1 and R2 (Equation 13.2). R2 
could continue to split to produce carbon monoxide and carbon dioxide, and the methoxy and methyl 
produced at the same time could combine with hydrogen free radicals to produce methanol and 
methane (Equation 13.3-13.6). R1 could combine with hydrogen free radicals and methyl to form 
propylene and 2-methyl propene (Equation 13.7-13.8). 

 

 

(13.1) 
 

 

 

 

(13.2) 
 

 

 

 

(13.3) 
 

 

 

(13.4) 
 

(13.5) 
 

(13.6) 
 

(13.7) 
 

 

 

(13.8) 
In addition to the main products such as methanol, methane, propylene and 2-methyl propene, a small 
amount of acetone, formaldehyde and methyl pyruvate were also produced during the pyrolysis of 
PMMA (Wenru and Shufen, et al., 2003). Propylene reacted with oxygen molecules to form acetone 
(Equation 13.9). At higher temperature. MMA reacted with oxygen and water to form intermediates 
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R3 and R4, then R3 and R4 dehydrated to form formaldehyde and methyl pyruvate (Equation 13.10-
13.12). Methyl pyruvate could also remove ester groups at high temperature to generate acetone 
(Equation 13.13). 

 

 

(13.9) 
 

 

 

(13.10) 
 

 

 

 

(13.11) 
 

 

 

(13.12) 
 

 

 

 

(13.13) 
 

 

The small molecule flammable gas generated during the pyrolysis of PMMA would diffuse upward 
into the air through the tiny voids in the dust layer and the air would diffuse downward into the dust 
through the tiny voids too. Part of the flammable gas reacted with oxygen in the dust layer, and the 
rest of flammable gas would diffuse to the ambient through the dust layer surface and mix with oxygen. 
As time went on, the concentration of flammable gas mixture in the ambient gradually increased and 
it would be ignited by the ignition electrode when the concentration was between the Lower 
Flammability Limit (LFL) and the Upper Flammability Limit (UFL). 

The images of the PMMA dust layer being ignited were shown in Fig. 8. As shown in Fig. 8, a blue 

flash (flash point) appeared on the surface of the dust layer multiple times before ignition, and then, 

as the concentration of flammable gas increased, a small yellow flame (fire point) appeared. Due to 

the buoyancy effect, the yellow flame gradually became larger and constantly oscillated. The critical 

time for the dust layer to ignite was equal to the moment when the yellow flame was obviously visible 

and sustained, which was determined as the ignition time. Then the yellow flame continued to grow 

and spread throughout the surface of the dust layer. 

 

Fig. 8. The process of PMMA dust layer being ignited 

Fig. 9 showed the typical temperature profile of the dust layer during heating when the dust layer 

thickness was 20 mm and the PMMA dust particle size was 100 nm. The dust layer was not ignited 
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when the hot-plate was set to a temperature of 340℃ . Fig. 9(a) showed the two-dimensional 

temperature distribution after the temperature in the dust layer had stabilized (1800s). Fig. 9(b) 

showed that the temperature at different heights in the center of the dust layer increased with time. 

As the heating time increased, the temperature at different heights in the dust layer continued to rise 

and eventually stabilized while there was a temperature gradient in the dust layer. The stabilized 

temperature at different height in the dust were below that of the hot-plate temperature. Fig. 9(b) 

showed that the simulation and experimental data demonstrated a close agreement. 

Fig. 10 showed the evolutions of temperature distribution at different Tp for the 20 mm thick 100 nm 

PMMA dust layer, tig represented the experimental ignition time, which meant the time from the start 

of heating to the ignition of the dust layer. As the temperature of the hot-plate increased, the ignition 

time of the dust layer decreased, and the temperature rose rate at different heights of the dust layer 

increased. The temperature at the y=2 mm in the dust layer significantly higher than the temperature 

at other positions. It indicating that y=2 mm in the dust layer was the most sensitive position for the 

dust layer and the temperature at y=2 mm in the dust layer could represent the risk of the dust layer 

after heating in this paper.  

 

(a)                                                                          (b)                                     

Fig. 9. The typical temperature profile of the dust layer 

 

Fig. 10. Temperature distribution at different Tp for the 20 mm thickness dust layer 

4.2 Effect of particle size and thickness 

The ignition behavior of the dust in the accumulation state was controlled by the heat transfer of the 

geometric surface of the dust particles and the oxygen diffusion in the dust layer. Fig. 11 and Fig. 12 

showed the ignition time of three different PMMA dusts at different heating temperatures when the 

dust layer thickness were 20 mm and 30 mm. At the same heating temperature, ignition time increased 
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as particle size increased. As the heating temperature increased, the ignition time of the dust layer 

decreased. 

Fig. 13 showed the heat transfer and mass transfer inside the PMMA dust layer. The arrangement of 

dust particles would generate a large number of tiny voids, and the flammable gas would diffuse 

upward into the air through these tiny voids and the oxygen would diffuse downward into the dust 

through these tiny voids too. Reactions occurred on the surface of the particles. The transfer of 

combustion intermediates and products from the inside of the particle was an important process to 

control the rate of the chemical reaction. For particles with a large particle size, it took a longer time 

to heat throughout, gaseous products took longer to diffuse outward. The chemical reaction rate was 

also controlled by the diffusion of oxygen to the reactive centre of the particle (Miron and Lazzara, 

1988; Li and Li et al., 2020). PMMA dust with a smaller particle size had a larger specific surface 

area (Jiang and Bi et al., 2020), which mean that the finer particle had more intensive oxidation 

reaction than coarser particle, thus dust particle with a smaller particle size had a larger value of the 

chemical reaction rate, which made the pyrolysis and oxidation reaction faster. 

 

Fig. 11. Ignition time with plate temperature for 20 mm thickness dust layer 

 

Fig. 12. Ignition time with plate temperature for 30 mm thickness dust layer 
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Fig. 13. Heat transfer and mass transfer inside the PMMA dust layer. 

The source term of the exothermic rate of chemical reaction per unit volume in Eq. (1) could be 

rewritten as Eq. (14). (Chunmiao and Chang et al., 2017) 

  6
= exps

E s b

s p

Z E
Q T H

d RT



        

                                             (14) 

Where Zs is another form of the pre-exponential factor (A), ρs is the density of PMMA, dp is the 

diameter of the dust particles. Zs and ρs of the three samples was considered to be the same. The three 

samples differ only in ρb and dp. The other parameters are the same, so the exothermic rate of chemical 

reaction per unit volume was a function of ρb and dp. For 100 nm PMMA, 5 μm PMMA and 30 μm 
PMMA, QE-100 nm> QE-5 μm > QE-30 μm.  

The agglomeration of 100 nm PMMA dust particles was mainly due to the strong interaction forces 

between the particles, such as Van der Waals force, electrostatic force and Inter-particle force due to 

liquid (Eckhoff, 2012), of which Van der Waals force was the main force. The stronger interaction 

force between the particles could suppress the gravity sedimentation and loosen the particle 

accumulation (Chunmiao and Chang et al., 2017). Therefore, compared with 5 μm PMMA and 30 
μm PMMA, 100 nm PMMA had a lower packing density and greater bulk porosity, so 100 nm PMMA 

was more likely to react with oxygen. For the above reasons, the ignition time of the PMMA dust 

layer increased as the particle size increased. 

As the temperature of the hot-plate increased, the ambient temperature around the hot-plate increased. 

According to Eq. (15), the LFL(T) decreased as the ambient temperature increased (LYON and 

QUINTIERE, 2007). At the same time, according to the Arrhenius law, the reaction rate of PMMA 

increased as temperature increased, therefore, as the temperature of the hot-plate increased, the 

flammable gas concentration in the air was more likely to reach the LFL, so the ignition time 

decreased. 

 
0

1
f a

LFL T T

LFL T T


 

                                                        (15) 

Table 4 showed the ignition temperature of 100 nm PMMA, 5 μm PMMA and 30 μm PMMA at 
different layer thicknesses. As the thickness of the dust layer increased from 20 mm to 30 mm, the 

ignition temperatures of 100 nm PMMA, 5 μm PMMA, and 30 μm PMMA increased by 20℃, 50℃, 

and 70℃, respectively. Oxygen and pyrolysis gases diffused through tiny voids created by dust 

accumulation. As the thickness of the dust layer increased, the gravity sedimentation of the dust layer 

increased, the width of the tiny voids decreased, and the viscous resistance of the gas during the 

diffusion process increased, so the ignition temperature of the dust layer increased. Similarly, as 

shown in Fig. 14. As the thickness of the dust layer increased from 20 mm to 30 mm, the ignition 
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time of dust layers with different particle sizes increased to a certain extent, where the change of 100 

nm PMMA was significantly less than 5 μm PMMA and 30 μm PMMA because the strong interaction 

force between the particles of 100 nm PMMA could suppress the enhancement of gravity settlement. 

Table 4. The measured ignition temperature of the three PMMA dusts at different layer thicknesses 

Samples 
Ignition temperature /℃ 

20mm 30mm 

100nm PMMA 340 360 

5μm PMMA 350 400 

30μm PMMA 360 430 

 

 

Fig. 14. Ignition time of dust layer under different thickness. 

4.3 Sensitivity analyses 

The simulation required input of many thermodynamic parameters, and all parameters could be 

obtained through experiments and references. Due to the differences in experimental materials and 

conditions, which led to uncertainties of the thermodynamic parameters entered in the model, it was 

necessary to quantitatively analyze the effects of thermodynamic parameters on the simulation results. 

For repeated tests in the same situation, you would get a similar temperature distribution and ignition 

time, so for a certain experimental conditions, we approximated that if a certain position in the dust 

layer reached a constant temperature, it could be ignited. 

Fig. 15(a) showed the temperature change at a height of 2 mm in the center of the dust layer with time 

under a typical experimental condition. It could be seen from the experimental data that the ignition 

time was 477 s and the temperature reached 304.16 ℃, and the same temperature could be reached 

by 430 s through simulation calculation. Fig. 15(b) described the impact of variations of the 

thermodynamic parameters on the ignition time. Because according to Fourier's law, the thermal 

conductivity directly affected the heat transfer in the dust layer, the results showed that the change in 

the effective thermal conductivity ke of the dust layer had a significant effect on the ignition time. 

Varying it by only -7.9 %, from 0.108 W m-1K-1 to 0.1 W m-1K-1, the ignition time could be accurately 

predicted. The effect of other thermodynamic parameters on ignition time was less than the effect of 

effective thermal conductivity on it, where the reaction heat had little effect on ignition. 
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(a)                                                                     (b)                                     

Fig. 15. Sensitivity analysis based on the base case; (a) 100 nm PMMA, L=20 mm, Tp=350℃;(b) 

Dependence of Tig on the relative change of thermodynamic parameters. 

5. Conclusions 

In this paper, We developed a 2D numerical model to investigate the temperature distribution in the 

dust layer, the numerical results of in-depth temperature agreed well with the experimental data. This 

showed that the thermodynamic parameters obtained through experimental data and TG-DSC 

analysis in this paper were effective and reliable. 

When the dust layer was heated, a slow smoldering occurred in the dust layer and the temperature 

rose with time until it reached stability. There were temperature gradients at different heights in the 

dust layer. After the temperature in the dust layer had stabilized, no mutation will occur. 

Dust particle size had a vital effect on the ignition behavior of the PMMA dust layer. The ignition 

time and ignition temperature of the PMMA dust layer increased as the particle size increased.  

When the thickness of the dust layer was 20 mm, ignition temperature for 100 nm PMMA, 5 μm 
PMMA and 30 μm PMMA were 340℃, 350℃ and 360℃. As the thickness of the dust layer increased 

from 20 mm to 30 mm, the ignition temperatures of 100 nm PMMA, 5 μm PMMA, and 30 μm PMMA 
increased by 20℃, 50℃, and 70℃, respectively. It means that the effect of the thickness of the dust 

layer on the ignition temperature increased with the increasing of the particle size of the dust. Due to 

the strong interaction force between the particles of 100 nm PMMA, the enhancement of the gravity 

sedimentation caused by the increase of the thickness of the dust layer was suppressed. Therefore, 

when the thickness of the dust layer increased from 20 mm to 30 mm, the ignition temperature of 100 

nm PMMA increases less than 5 μm PMMA and 30 μm PMMA. 
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Appendix A 

The parameters of different pyrolysis mechanisms by Coats-Redfern method 

mechanism 

10K/min 20K/min 30K/min 

E 

kJ mol-1 

A 

s-1 
R2 

E 

kJ mol-1 

A 

s-1 
R2 

E 

kJ mol-1 

A 

s-1 
R2 

P1 7.00 5.28E-02 0.5461 7.19 1.06E-01 0.5371 4.72 6.59E-02 0.5470 

P2 25.19 3.99E+00 0.8022 25.76 8.08E+00 0.7950 20.86 3.93E+00 0.8645 

P3 13.07 2.72E-01 0.7063 13.38 5.46E-01 0.6976 10.10 3.36E-01 0.7638 

P4 97.96 3.03E+06 0.8751 100.07 6.44E+06 0.8697 85.39 5.34E+05 0.9263 

R1 61.58 4.31E+03 0.8608 62.92 8.94E+03 0.8551 53.12 1.82E+03 0.9152 

R2 75.34 3.75E+04 0.9168 77.01 7.90E+04 0.9122 64.83 1.04E+04 0.9589 

R3 80.61 7.36E+04 0.9324 82.42 1.56E+05 0.9282 69.30 1.73E+04 0.9699 

F1 92.25 2.35E+06 0.9581 94.35 5.08E+06 0.9550 79.16 3.82E+05 0.9864 

F1.5 112.48 1.37E+08 0.9828 115.10 3.04E+08 0.9811 96.25 1.17E+07 0.9975 

F2 135.87 1.42E+10 0.9930 139.09 3.28E+10 0.9926 115.96 5.72E+08 0.9957 

F3 190.29 6.22E+14 0.9890 194.93 1.56E+15 0.9907 161.76 4.30E+12 0.9746 

A1.5 57.77 3.56E+03 0.9522 59.11 7.45E+03 0.9487 48.97 1.41E+03 0.9837 

A2 40.53 1.23E+02 0.9451 41.48 2.53E+02 0.9412 33.88 7.57E+01 0.9803 

A3 23.29 3.46E+00 0.9258 23.86 7.05E+00 0.9207 18.78 3.25E+00 0.9698 

A4 14.67 4.83E-01 0.8956 15.05 9.78E-01 0.8891 11.23 5.40E-01 0.9504 

D1 134.34 1.84E+09 0.8815 137.22 4.00E+09 0.8763 117.65 1.34E+08 0.9311 

D2 150.96 2.57E+10 0.9107 154.24 5.70E+10 0.9062 131.83 1.13E+09 0.9534 

D3 172.41 4.01E+11 0.9410 176.22 9.16E+11 0.9373 150.02 9.01E+09 0.9749 

D4 158.00 2.31E+10 0.9220 161.46 5.18E+10 0.9178 137.80 8.16E+08 0.9617 

J1 32.07 1.35E+01 0.8864 32.81 2.77E+01 0.8807 26.71 1.09E+01 0.9377 

J2 161.86 1.12E+11 0.9278 165.42 2.52E+11 0.9237 141.07 3.49E+09 0.9659 

J3 34.71 1.99E+01 0.9090 35.52 4.07E+01 0.9038 28.95 1.47E+01 0.9552 

J4 120.07 1.07E+07 0.8624 122.63 2.30E+07 0.8570 105.28 1.16E+06 0.9164 

D5 221.93 6.74E+15 0.9790 227.01 1.65E+16 0.9770 191.91 3.16E+13 0.9961 

A5/2 30.19 1.50E+01 0.9365 30.91 3.07E+01 0.9320 24.82 1.19E+01 0.9758 

A4/3 66.39 1.84E+04 0.9543 67.92 3.89E+04 0.9509 56.52 5.87E+03 0.9847 

A2/3 143.97 3.09E+10 0.9615 147.22 6.99E+10 0.9586 124.45 1.30E+09 0.9879 

A1/2 195.69 3.55E+14 0.9631 200.09 8.37E+14 0.9602 169.73 3.83E+12 0.9886 

A1/3 299.13 3.85E+22 0.9646 305.83 9.95E+22 0.9618 260.30 2.74E+19 0.9892 

A1/4 66.39 1.84E+04 0.9543 67.92 3.89E+04 0.9509 56.52 5.87E+03 0.9847 

R4 83.38 9.72E+04 0.9395 85.26 2.07E+05 0.9356 71.65 2.09E+04 0.9748 

N3 80.61 2.21E+05 0.9324 82.42 4.69E+05 0.9282 69.30 5.18E+04 0.9699 

N2 75.34 7.50E+04 0.9168 77.01 1.58E+05 0.9122 64.83 2.07E+04 0.9589 

R1/2 41.71 1.22E+02 0.7256 42.59 2.47E+02 0.7185 36.09 9.30E+01 0.7954 

R1/3 28.82 9.84E+00 0.5854 29.41 1.97E+01 0.5781 24.90 1.07E+01 0.6569 

R1/4 20.08 1.56E+00 0.4520 20.49 3.11E+00 0.4453 17.22 2.11E+00 0.5131 
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Appendix B 

Commonly used solid-state reaction models. 

No. Symbol Name of function f() g() 

1 P1 Power law  
2 P2 Power law  
3 P3 Power law  
4 P4 Power law  
5 R1 Zero-order (Polany-Winger equation)  
6 R2 Phase-boundary controlled reaction   
7 R3 Phase-boundary controlled reaction  
8 F1 First-order  ln
9 F3/2 Three-halves order  
10 F2 Second-order  
11 F3 Third-order  
12 A1.5 Avrami–Eroféev (n=1.5) ln ln(
13 A2 Avrami–Eroféev (n=2) ln ln
14 A3 Avrami–Eroféev (n=3) ln ln
15 A4 Avrami–Eroféev (n=4) ln ln
16 D1 One-dimensional diffusion  
17 D2 Two-dimensional diffusion ln ln
18 D3 Three-dimensional diffusion  
19 D4 Three-dimensional diffusion  
20 J1 Jander equation  
21 J2 Jander equation  
22 J3 Jander equation  
23 J4 Anti-Jander equation  

24 D5 Z.-L.-T. equation  

25 A5/2 Avrami–Eroféev (n=5/2) ln ln
26 A4/3 Avrami–Eroféev (n=4/3) ln ln
27 A2/3 Avrami–Eroféev (n=2/3) ln ln
28 A1/2 Avrami–Eroféev (n=1/2) ln ln
29 A1/3 Avrami–Eroféev (n=4/3) ln ln
30 A1/4 Avrami–Eroféev (n=4/3) ln ln
31 R4 Reaction order (n=4)  

32 N3 n=3 (three dimension)  
33 N2 n=2 (two dimension)  
34 R1/2 Reaction order (n=1/2)  

35 R1/3 Reaction order (n=1/3)  

36 R1/4 Reaction order (n=1/4)  
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Thermal ignition of n-hexane air mixtures by
vertical cylinders
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Abstract

An experimental study of thermal ignition of stoichiometric n-hexane and air mixtures by vertical

cylinders is performed. Five cylinders were tested with surface areas ranging from 50 to 200 cm2.

Limited variation of igntion temperature with surface area was observed with ignition temperatures

from 1019 to 1117 K; this is approximately 200 to 500 K higher than previous studies with similar

surface areas. Quantitative temperature fields from the experiments were extracted via interferometry

and the profile of the thermal layer agreed well with temperature results from numerical similarity

solutions to the boundary layer equations. The ignition results are compared to relevant literature and

the importance of a change in surface size versus a change in flow type is discussed.

Keywords: combustion, thermal ignition, natural convection, aircraft safety

1 Introduction

Accidental thermal ignition events caused by a hot surface represent a significant industrial safety

hazard. It is important to understand the effect that a change in flow configuration or surface size has

on ignition behavior. Current safety standards often do not account for such variation. For example,

current Federal Aviation Administration (2018) regulations limit the maximum allowable temperature

in a flammable leakage zone to 477 K (Federal Aviation Administration, 2018). This regulation does

not consider the size or flow type of the hazard region. Flows can be internal or external, and subject

to natural or forced convection.

Available literature does account for some variation in size or flow configuration. Previous studies by

Kuchta et al. (1965) show a dependence of the ignition temperature on the surface area of the ignition

source for surface areas from less than 1 cm2 to 200 cm2 for a variety of fuels including n-hexane.

Surfaces less than 40 cm2 in area are subject to external forced convection around a cylindrical rod or

wire while the largest surfaces studied (greater than 40 cm2) are heated vessels subject to internal nat-

ural convection. White (1967) studied thermal ignition by vessels filled with kerosene vapor mixtures

subject to internal natural convection ranging from 250 to 6000 cm2 in area. Ono et al. (1976) studied

thermal ignition by vertical flat plates in propane, methane, ethaniol, and diethyl ether fuel mixtures

with areas from 1.5 to 9 cm2, subject to external natural convection. Smyth and Bryner (1997) in-

vestigated thermal ignition of many fuel mixtures including n-hexane by a flat plate 25 cm2 in area,

inclined at a number of angles to an external forced convection flow. Boettcher (2012) studied the

effect of pressure, composition, and heating rate on ignition of n-hexane mixtures inside a vessel (380

cm2) subject to internal natural convection flow. Melguizo-Gavilanes et al. (2016) studied thermal ig-

nition by external natural convection of n-hexane mixtures over a glowplug (approximately a vertical

cylinder) with a surface area of 1.5 cm2. Boeck et al. (2017) studied thermal ignition of n-hexane by a

small cylinder (3.14 cm2) in horizontal and vertical orientations subject to external natural convection.

The purpose of the present work is to examine the effect of surface area on ignition by surfaces sub-

ject to external natural convection flows only. There is a particular scarcity of literature available for

thermal ignition by external natural convection flows over surfaces larger than 10 cm2. The surfaces

investigated here are vertical cylinders ranging in size from 50 to 200 cm2.
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2 Experiments

2.1 Experimental Design

The surfaces studied are vertical cylinders made of stainless steel tubes with a wall thickness of 0.05

cm. The experiments are conducted in a cylindrical combustion vessel 30.4 cm in diameter by 66.0

cm tall filled with a reactive gas mixture. A cylinder is held in place inside the vessel with a copper

support structure, which also provides a path for up to 375 A of current to flow to resistively heat

the cylinder. A natural convection flow develops on the exterior as the cylinder heats up; the ends of

the cylinder are sealed and the interior is filled with air. Water cooling is implemented at the ends

of the cylinders to force a 298 K constant temperature in the support structure. This prevents the

support structure from significant heating due to conduction and preserves the axisymmetry of the

experiments. Axisymmetry is key for proper operation of the interferometer. The temperature of the

cylinder is measured via two-color pyrometer and thermocouple, and quantitative temperature field

measurements are taken via interferometer. Heating is achieved by applying constant current until

within 10% of the preset temperature, at which point a temperature based feedback control system

drives the cylinder to that temperature until ignition occurs or 300 seconds have elapsed. Figure 1

includes a schematic of the experimental setup.

to pyrometer

current

40L Vessel

copper support

structure

stainless steel (hot

surface)

interferometer

test beam

Fig. 1: Experimental setup schematic, including combustion vessel, test cylinder, support structure,

and diagnostics. Water cooling not shown.

Five different cylinders are investigated in this work. Table 1 includes the measurements of all cylin-

ders investigated.

Table 1: Measurements of all five test cylinders

Cylinder tag Surface area, cm2 Length, cm Diameter, cm

50A 50 25.4 0.635

50C 50 12.7 1.27

75B 75 19.1 1.27

100A 100 25.4 1.27

100C 100 12.7 2.54

200A 200 25.4 2.54
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2.2 Diagnostics

Two main diagnostics are used in these experiments. A two-color pyrometer takes non-contact surface

temperature measurements of the cylinder, and an interferometer takes optical measurements of the

temperature of the gas surrounding the cylinder.

2.2.1 Pyrometer

A two-color pyrometer takes non-contact measurements of surface temperature at a rate of 1 kHz.

The benefit of the pyrometer is that it does not disturb the natural convection flow, enabling direct

measurement of surface temperature at the location along the cylinder where ignition occurs.

The pyrometer collects light from the surface being measured. Light is split around 1800 nm by a

longpass dichroic mirror. One narrow bandpass filter is used for each beam, one centered at 1700 nm

and the other at 1940 nm to further filter the light. Finally, the light is projected onto a photodetector,

one for each wavelength, which converts light intensity to a voltage reading. The ratio of bandpass-

filtered radiation intensities, I1/I2, correlates with the surface temperature TS. The advantage of a two

color pyrometer is that it does not need to account for the value of surface emissivity when using the

assumptions of gray-body emission, i.e. wavelength-independent emissivity, from the hot surface and

narrow filter bandwidths. TS is determined by equation 1:

TS =
A

ln( I1
I2
)−B

(1)

Constants A and B are determined by calibration with a blackbody radiation source (Process Sensors

BBS1200). The spot size of the pyrometer is determined during calibration to be approximately 0.32

cm in diameter.

Initial characterization of the cylinders shows that a large central portion of a cylinder reaches a

uniform high temperature. Approximately the last two centimeters at each end of a cylinder are

cooler due to conduction to the water cooled end. To test the pyrometer operation immediately before

ignition testing, a cylinder is heated up in air and allowed to oxidize until a thick oxide layer develops

and subsequent oxidation is very slow. During this oxidation period, pyrometer measurements of

the central hot region of the cylinder are checked against thermocouple measurements taken in the

same region. Additionally, a thermocouple is placed at the top of the cylinder in the cooler edge

region. This is above the location where ignition occurs and should not disturb natural convection

flow development in the ignition region. Heating tests are performed to construct a polynomial fit

by which the temperature of the central hot region can be extrapolated from the temperature reading

of the top thermocouple. The central thermocouple is removed before ignition testing, while the

top thermocouple remains to provide a double check for the pyrometer reading. Figure 2 shows a

schematic of this situation.

2.2.2 Interferometer

Interferometry has a long history as a technique to make gas temperature measurements. Coronel

et al. (2018) presents a detailed account of the exact postprocessing techniques used in our laboratory

to extract temperature field measurements of a gas from interferometry. A new interferometer design

is implemented for this set of experiments and is briefly described here.

The surfaces under investigation in this work are much larger in size than those in Coronel et al.

(2018) so an interferometer with a much larger test beam is constructed. The design chosen is a mod-

ified Mach-Zehnder interferometer, with the test beam expanded to 101.6 mm diameter at the focal

plane and the reference beam transmitted through an optical fiber. Figure 3 shows a schematic of the
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Fig. 2: (Left) Placement of thermocouples and pyrometer during heating tests. The central hot region

is indicated in red, fading to the cooler edge region in gray. (Right) Temperature distribution along

cylinder length from cylinder characterization compared with thermocouple measurements.

interferometer.

532 nm light from a Coherent Sapphire laser at emerges at the laser head with a 0.7 mm diameter. It

is expanded once by a 5X beam expander to a 3.5 mm diameter. The light is then split by a 50:50 un-

polarized cubic beamsplitter into a test beam and a reference beam. The test beam is expanded again

by a factor of 5X to 17.5 mm diameter and a focusing lens and a concave mirror are used to collimate

the light at a diameter of 101.6 mm. This matches the aperture of the windows on the combustion

vessel and maximizes the amount of information that the interferometer can collect at the focal plane.

After the test beam passes through the combustion vessel it is condensed to a 17.5 mm beam diameter

by an identical concave mirror and focusing lens pair. It then passes through the second beamsplitter

to recombine with the reference beam.

After splitting from the test beam the reference beam couples into a single mode polarization pre-

serving fiber with the use of an 18 mm focal length collimation package. The collimation package is

compatible with the 3.5 mm diameter of the test beam. The fiber is routed to the other side of the in-

terferometer. An identical collimation package is used at the fiber output to return the reference beam

to a 3.5 mm diameter. A third 5X beam expander is used to match the reference beam diameter to the

test beam. The two beams recombine at the second beam splitter. The combined beams pass through

a final focusing lens to ensure the the focal plane coincides with the center of the test cylinder. A

Phantom V711 camera is used to record the interferometer at frame rates in excess of 10,000 fps. The

method described by Coronel et al. (2018) is used to post process the recorded interference patterns.

The new interferometer design was checked for validity by placing a well-characterized hot surface

(Autolite glowplug from Boettcher (2012) and Melguizo-Gavilanes et al. (2016)) in the focal plane.

The surface was heated in nitrogen while interferometer recordings were taken, and the post-processed

temperature fields were compared against previous temperature field results validated for the glowplug

heating configuration. Temperature fields extracted from this new interferometer compared very well

with previous results, indicating the accuracy of the new interferometer.
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Fig. 3: Schematic of Mach-Zehnder interferometer with fiber optic reference beam. Focal plane of

interferometer is inside the test section/combustion vessel and is shown in dark blue.

3 Numerical methods

To gain an understanding of how the natural convection flow develops, a suitable numerical method

is implemented. The goal for this numerical method is to make predictions of the thermal layer de-

velopment that can then be compared with experimental tempertature fields from interferometry.

The similarity solution developed by Cairnie and Harrison (1982) presents a numerical method for

solving the boundary layer equations over a vertical flat plate with a high temperature difference

between wall and ambient conditions. Gas properties such as density, viscosity, heat capacity, and

thermal conductivity are highly variable due to the large temperature difference. The dependency

of these properties on temperature is accounted for in the numerical method (Cairnie and Harrison,

1982). Capturing this dependency is key to getting accurate results for large temperature differences.

The implementation in MATLAB is checked for validity by using the conditions presented in Cairnie

and Harrison (1982) and comparing the output to their original results. The numerical method is

subsequently used to predict development of natural convection over flat plates of the same length as

the cylinders studied experimentally.

4 Results and discussion

Experiments are conducted as described in Section 2.1 with a stoichiometric n-hexane and air mix-

ture. N-hexane is chosen as a fuel because it is a simple surrogate for aviation kerosene and because

of its legacy use within the laboratory which enables direct comparison with previous work. Boeck

et al. (2017) show little variation in ignition temperature of n-hexane mixtures with composition up

to the flammability limits so only one mixture composition is investigated in this work. More than 20

tests are conducted for each cylinder with the exception of 100C. It is important to note that the power

supply used (Magna Power XR5-375/208) is not powerful enough to heat cylinder 100C to ignition

temperatures. The maximum temperature achieved over five tests of 100C is 1013 K and no ignition

is observed.

The independent variable in these tests is surface temperature, TS, at trigger time. The trigger is caused

by a pressure spike in tests with ignition and the time to ignition ranges from approximately 30 to 260
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s. The triggering is done manually after 300 seconds of test time for non ignition tests. The test time

is limited to 300 s because preliminary tests with longer test times did not exhibit change in behavior.

The dependent variable is a binary outcome of 0 or 1 representing a non-ignition and ignition result

respectively. The data pairs of (TS, binary ignition variable) are plotted in Figure 4 for cylinders 50A

and 50C as examples. These data pairs can also be used to generate a logistic regression model for the

probability of achieving ignition as a function of TS. The temperature set points are chosen to span the

range of interest such that both ignition and non ignition events will be observed to provide both the

number and quality of data points to enable useful statistics from the logistic regression. Bane et al.

(2011) discuss set point picking methods and provide a detailed description of the procedure used to

generate the probability model. This probability function is represented in Figure 4 by a solid black

line.

4.1 Ignition temperatures and overlap behavior

Table 2 shows the ignition temperature (TS at which there is a 50% probability of ignition) for all

cylinders investigated. It also indicates if a cylinder demonstrated any sign of overlap behavior. Over-

lap occurs when there are TS at which both ignition and non ignition results are observed. Overlap

can be seen first in the raw data points in Fig. 4 (left). There is a non ignition case with higher TS

than two of the lowest temperature ignition cases. Overlap is also indicated by a more gradual rise

in the probability function and indicates increasing variability in the results. Cylinders 50A, 75B,

100A and 200A demonstrate overlap behavior, while no overlap is seen in cylinder 50C. Overlap oc-

curs with longer cylinder lengths (19.1 and 25.4 cm), indicating that there is more scatter in ignition

results with longer cylinders. Overlap can also be examined in the context of aspect ratio; cylinder

50C exhibits no overlap behavior with an aspect ratio of 0.1 while 200A has the same aspect ratio

and does demonstrate overlap behavior. Consequently, cylinder length is a more appropriate variable

to indicate overlap behavior versus aspect ratio. Future work planned with a wider range of cylinder

lengths and aspect ratios will further inform the role of these variables in overlap behavior.

The uncertainty in the ignition temperatures can be quantified in two ways. The first is to look at

the width of the 95% confidence limits on the probability function at fifty percent probability of

ignition. This produces an uncertainty of ±8 K for cylinder 50A, ±5 K for cylinder 75B, ±6 K for

cylinder 100A, and ±5 K for cylinder 200A. The confidence limits cannot be calculated for cylinders

that do not exhibit overlap behavior. The other way to quantify uncertainty is to use the uncertainty

of pyrometer measurements which is calculated during calibration to be ± 30 K. The pyrometer

uncertainty is larger than that from the confidence limits on the probability function and applies to

all cylinders investigated. The pyrometer uncertainty is therefore used in all subsequent discussion of

uncertainty on ignition temperatures.

Table 2: Ignition Temperature Results

Cylinder tag Tign, K L, cm Aspect Ratio, D/L Overlap?

50A 1085 25.4 0.025 1

50C 1117 12.7 0.1 0

75B 1078 19.1 0.066 1

100A 1055 25.4 0.05 1

100C 1013 (max T, no ign) 12.7 0.2 –

200A 1019 25.4 0.1 1

4.2 Gas temperature fields

The numerical results from Section 3 are presented in Figure 5 for a plate 25.4 cm long. Results for a

shorter plate can be obtained by truncating the numerical results at the desired total height of the plate.
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Fig. 4: Left: Ignition data for cylinder 50A. Test results show overlap in temperatures for ignition

(red filled diamonds) and non-ignition (empty blue circles) results. Right: Ignition data for cylinder

50C. Test results show no overlap in temperatures for ignition and non-ignition results. The black

line shows the probability of ignition as a function of temperature and the gray dashed lines show the

95% confidence limits on the probability function where applicable.
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Fig. 5: Results from numerical method presented in Section 3. Fields of velocity parallel to wall

(u), velocity perpendicular to wall (v), and temperature (T) are presented. The red line shows where

numerical results are within 1% of ambient conditions.

Velocity fields parallel and perpendicular to the wall and temperature fields are presented. The wall

parallel velocity takes the expected structure for a natural convection flow: no-slip creates a velocity

of zero next to the wall. Buoyancy forces increase the velocity as distance from the wall increases,

reaching a maximum before velocity drops again to zero at the edge of the momentum layer to match
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ambient conditions. Similarly, wall perpendicular velocity appears as expected for a natural convec-

tion flow. The velocity is largest and negative at the leading edge of the cylinder as gas is entrained

into the natural convection flow. The entrainment effect becomes less pronounced along the outer

edge of the momentum layer as distance from the leading edge increases. The perpendicular velocity

next to the wall is zero. Temperature results show the gas matches wall temperature immediately next

to the surface and then gas temperature drops off exponentially until ambient temperature is matched

at the edge of the thermal layer. Additionally, the width of the thermal layer increases very quickly in

approximately the first centimeter along the plate, after which there is a much more gradual increase

in the width of the thermal layer as the distance from the leading edge increases.
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Fig. 6: Processed interferometer results for cylinder 100C in pure N2, TS = 1001 K. Top: experimental

temperature fields from interferometery for both sides of cylinder averaged over 100 s of steady-state

Ts. Bottom: Comparison of thermal layer profiles at 8.4 cm along cylinder for left and right sides of

experimental temperature fields as well as for numerical results.
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These numerical results can be compared directly with experimental results. Fig. 6 shows the ex-

perimental temperature fields for cylinder 100C in pure nitrogen with a wall temperature of 1000 K.

It also compares the thermal layer profile on both sides of the cylinder with the numerical results

8.4 cm from the leading edge. The experimental temperature fields are symmetrical, indicating good

axisymmetry in the experiments. There are artifacts visible 0.001 m from surface; these are due to

errors in the postprocessing methods including errors from subpixel inaccuracies in picking the cen-

terline of the surface which results in errors accumulating towards the center of the processed image.

Despite these artefacts from postprocessing, comparing the thermal layer profile for both sides of the

cylinder with the numerical results shows that the numerical method accurately predicts the thermal

layer observed experimentally with less than 6% error.

The agreement between both sides of the post-processed interferometer results and the numerical

results indicates that experimental temperature fields are accurately reconstructed, and that the nu-

merical method from Section 3 is useful for predicting the natural convection flow. There are some

limitations to the numerical method presented in Section 3. First, the similarity solution developed by

Cairnie and Harrison (1982) is developed for flat plates and the experiments are conducted on vertical

cylinders. The numerical method does not account for effects of curvature of the surface. Approxi-

mating a vertical cylinder as a vertical flat plate with less than 5% error is assumed valid so long as

Equation 2 holds.

D

L
≥

35

Gr0.25
L

(2)

Where D is the diameter of the cylinder, L is the height of the cylinder, and GrL is the Grashof number

based on the height of the cylinder. This approximation comes from Sparrow and Gregg (1956). None

of the cylinders satisfy the inequality, but for cylinder 100C the right and left hand sides of Equation

2 are within the same order of magnitude. Since there is an excellent comparison with the numerical

prediction of the thermal layer in this case we conclude that this cylinder can still be approximated

as a flat plate with reasonable accuracy despite not meeting the limit posed by Sparrow and Gregg

(1956). Additionally, the numerical method only considers inert gases; there is no consideration of

reaction effects. Despite these limitations, the numerical results for temperature compare well with

experimental temperature fields from interferometry prior to the onset of significant visible reaction,

as shown by Fig. 6.

4.3 Comparison with literature results

The ignition results from Section 4.1 can also be compared with results from the literature. First, the

results are compared with those from Kuchta et al. (1965) for internal natural convection of n-hexane

mixtures with similar surface areas, as show in Fig. 7. The mixture composition of the data points

from Kuchta shown in Fig. 7 is not reported in the original text but the range of mixture compositions

investigated varied from 0.05 to 0.5 fuel-air weight ratio with little effect of composition. There is

a significant change in ignition temperature between internal and external natural convection flows

with similar surface areas. The ignition temperatures for external natural convection flows investi-

gated here are approximately 200 to 500 K higher than the ignition temperatures for internal natural

convection (Kuchta et al., 1965).

This can be explained by the difference in confinement between these two flow configurations. An in-

ternal natural convection flow is confined inside a heated vessel and the reactive mixture continuously

recirculates within that vessel, getting exposed to the heated surface many times. The significant con-

finement and recirculation causes a long residence time. Long residence times generally lead to lower

ignition temperatures as fuel is able to decompose and slower low-temperature chemistry can occur.

For external natural convection flows in unconfined geometries the reactive mixture is only exposed

to the hot surface once as it moves through the thermal layer. The gas does not recirculate and the
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Fig. 7: Ignition results from this work (red filled diamonds) compared with those from Kuchta (1965)

(blue empty squares) for a similar range of surface areas.

residence time is shorter. If the external flow is confined in some manner (e.g. inside a vessel), it is

possible the flow recirculates and thus increases the residence time. In such situations it is important

to understand if there is recirculation of the flow.

Because the hot cylinder in the present study is confined within a closed vessel, there is the poten-

tial for recirculation of gas through the thermal layer. The natural convection around the cylinder

acts a pump with cold gas entering from the bottom, accelerating upward and exiting the top of the

thermal layer. The total mass flow rate induced by this process can be estimated from the model

of natural convection presented in Section 3. Using the numerical results presented in Section 4.2,

the wall parallel velocity and density are numerically integrated to estimate the mass flow rate. Wall

perpendicular velocity is neglected as it is two orders of magnitude smaller than wall parallel velocity.

ṁ =
∫

V
ρudV =

∫ L

0

∫ 2π

0

∫ R′

Rc

ρ(r,z)u(r,z)rdrdθdz (3)

Where L is the length of the cylinder, Rc is the radius of the cylinder, and R′ is the outer radius of the

flow as determined by the point at which conditions are within one percent of ambient values. The

shortest estimated recirculation time, estimated as M/ṁ where M is the total mass of gas in the vessel,

is 460 seconds and corresponds to cylinder 200A. This is 50% more than the test time of the experi-

ments. Therefore it is reasonable to assume there is no significant recirculation in these experiments

and any given portion of the reactive mixture is heated only once.

Comparisons can also be made with the wider body of literature. Starting with results on external

natural convection, Melguizo-Gavilanes et al. (2016) report ignition temperatures of n-hexane with

an equivalence ratio of 0.9 at 1275 ± 45 K for a glowplug (approximately a vertical cylinder) with

1.5 cm2 surface area. Boeck et al. (2017) report ignition temperatures of 1270 K for stoichiometric

n-hexane air mixtures for a vertical cylinder 3.14 cm2 in area and Ono et al. (1976) report an ignition

temperature of approximately 1250K for stoichimetric propane-air and vertical plates 9 cm2 in area.

Data from all cited studies are compared against results from this work in Fig. 8. Two conclusions

are drawn when literature data is compared with the results found in this work. Ignition temperatures

for external natural convection are consistently much higher than ignition temperatures for internal
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Fig. 8: Ignition results from this work (red filled diamonds) compared with results from literature.

External natural convection represented by diamonds and internal natural convection represented by

squares.

natural convection flows. Additionally, there is a significant difference in the trend of ignition temper-

ature with surface area. Kuchta et al. (1965) report ignition temperature dropping from 898 K at 40.5

cm2 to 533 K at 171 cm2 which amounts to a 365 K decrease in ignition temperature over 130 cm2 of

area change. For a similar area change the ignition temperature of the cylinders drops from 1117 K at

50 cm2 to 1019 K at 200 cm2. This is a difference of 98 K over a 150 cm2 area change and shows a

much more modest depended of ignition temperature on surface area in comparison to Kuchta et al.

(1965).

Additional literature on thermal ignition from internal natural convection gives points of comparison

for the results of Kuchta et al. (1965). White (1967) reports ignition temperatures of 530 K for a

vessel approximately 250 cm2 in area with an air-fuel ratio from 0.85 to 40 for kerosene-air mixtures.

Boettcher (2012) reports ignition temperatures of 473 K for a 380 cm2 vessel with n-hexane fuel at

an equivalence ratio of 1.2. Martin and Shepherd (2020) followed the autoignition testing procedure

prescribed by ASTM E659 (ASTM International, 2015) and found an ignition temperature of 508 ±

3 K for hexane in a 300 cm2 vessel. These results further demonstrate the large difference in ignition

temperatures between internal and external natural convection flows. This indicates that a change

from internal to external flow has much more impact on ignition temperature than a change in surface

area for the range investigated here.

5 Conclusions

Thermal ignition of stoichiometric n-hexane and air mixtures by vertical cylinders from 50 to 200

cm2 is investigated experimentally. Five out of six of the tested cylinder geometries achieve ignition.

Ignition thresholds are found to range from 1019 to 1117 ± 30 K. Surface temperatures at which

both ignition and non ignition results are observed, e.g. overlap behavior, are found for cylinders with

longer lengths (19.1 to 25.4 cm) but are not observed with a cylinder length of 12.7 cm. This indicates

that a longer cylinder and thus a longer residence time leads to more scatter in ignition results.

For inert mixtures, a simple similarity-type solution accurately predicts the thermal layer formed by

natural convection over a vertical cylinder. Temperature fields from interferometry compare well with
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numerical results from a similarity solution adapted from Cairnie and Harrison (1982). This indicates

that the similarity solution is useful for predicting momentum and thermal layers as long as the right

and left hand sides of Equation 2 are of the same order of magnitude.

Finally, cylinder ignition results are compared to published values obtained by previous researchers.

The ignition temperatures from this work are overall consistent with ignition temperatures for other

external natural convection flows. Examination of ignition temperature data from external natural

convection flows shows a modest decrease in ignition temperature as surface area increases for a total

of 220 K decrease between 1275 K at 1.5 cm2 and 1019 K at 200 cm2. The present study demon-

strates that external natural convection over hot surfaces results in ignition temperatures which are

significantly higher and much less dependent on surface area than previous studies that used natural

convection inside heated vessels.

Acknowledgements

This work was carried out in the Explosion Dynamics Laboratory of the California Institute of Tech-

nology, and was supported by The Boeing Company through a Strategic Research and Development

Relationship Agreement CT-BA-GTA-1. The authors gratefully acknowledge the contributions of

Esmir Mesic on initial characterization of the cylinders.

References

ASTM International (2015). ASTM E659-15, Standard Test Method for Autoignition Temperature of

Chemicals.

Bane, S., Shepherd, J., Kwon, E., Day, A. (2011). Statistical analysis of electrostatic spark ignition

of lean H2/O2/Ar mixtures. International Journal of Hydrogen Energy, 36:2344–2350.

Boeck, L., Meijers, M., Kink, A., Mével, R., Shepherd, J. E. (2017). Ignition of fuel-air mixtures from

a hot circular cylinder. Combustion and Flame, 185:265–277.

Boettcher, P. (2012). Thermal Ignition. Ph.D. thesis, California Institute of Technology.

Cairnie, L. R., Harrison, A. J. (1982). Natural Convection Adjacent to a Vertical Isothermal Hot Plate

with a High Surface to Ambient Temperature Difference. International Journal of Heat and Mass

Transfer, 25(7):925–934.

Coronel, S., Melguizo-Gavilanes, J., Jones, S., Shepherd, J. (2018). Temperature field measurements

of thermal boundary layer and wake of moving hot spheres using interferometry. Experimental

Fluid and Thermal Science, 90:76–83.

Federal Aviation Administration (2018). Advisory circular 25.981-1D.

Kuchta, J., Bartkowiak, A., Zabetakis, M. (1965). Hot surface ignition temperatures of hydrocarbon

fuel vapor-air mixtures. Journal of Chemical Engineering Data, 10(3):282–288.

Martin, C., Shepherd, J. (2020). Low temperature autoignition of jet a and surrogate jet fuels. 13th

International Symposium on Hazards, Prevention, and Mitigation of Industrial Explosions.

Melguizo-Gavilanes, J., Nove-Josserand, A., Coronel, S., Mevel, R., Shepherd, J. E. (2016). Hot sur-

face ignition of n-hexane mixtures using simplified kinetics. Combustion Science and Technology,

188(11–12):2060–2076.

Ono, S., Kawano, H., Niho, H., Fukuyama, G. (1976). Ignition in a free convection from vertical hot

plate. Bulletin of the JSME-Japan Society of Mechanical Engineers, 19(132):676–683.

Smyth, K., Bryner, N. (1997). Short-duration autoignition temperature measurements for hydrocar-

bon fuels near heated metal surfaces. Combustion Science and Technology, 126(16):225–253.

Sparrow, E. M., Gregg, J. L. (1956). Laminar-Free-Convection Heat Transfer From the Outer Surface

of a Vertical Circular Cylinder. Transactions of the ASME, 78:1823–1829.

White, R. (1967). Spontaneous ignition of kerosene/avtur/vapour - the effect of the ratio, vessel

surface area to volume (effect of vessel surface area on minimum spontaneous ignition temperature

of kerosene). Technical Report 67107, Royal Aircraft Establishment.

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

959



Ignition delay times of methane/diethyl ether
(DEE) blends measured in a rapid

compression machine (RCM)

Simon Drost, Marc Werler, Robert Schießl & Ulrich Maas

Institute of Technical Thermodynamics, Karlsruhe Institute of Technology, KIT, Kaiserstraße 12,

76131 Karlsruhe, Germany

E-mail: simon.drost@kit.edu

Abstract

Diethyl ether (DEE) is an interesting species for combustion for at least two reasons: On the one hand,

it is used as a kind of "worst case" reference substance for studies concerned with the prevention of

accidental ignition events. On the other hand, it is also a candidate bio-fuel. For this reason, in

this work, auto-ignition of two different CH4/DEE-mixtures (90/10 and 95/5 mol-% CH4/DEE) are

studied in a rapid compression machine (RCM). In the RCM, the gas mixture is compressed in a

piston-cylinder device up to 20 bar and held under isochoric conditions at top dead center. Auto-

ignition occurs after an ignition delay time (IDT). IDTs are measured for compression temperatures

ranging between 515 and 925 K, for both, stoichiometric and fuel-rich mixtures (equivalence ratio

φ = 2). The experimental data are compared to results of simulations involving detailed chemistry, as

well as to other fuels investigated in the same RCM (results from literature).

Keywords: Ignition delay times, Diethyl ether, DEE, Rapid compression machine, methane

1 Introduction

Diethyl ether (DEE, CH3 CH2 O CH2 CH3) is an interesting fuel. With respect to safety engi-

neering, it is extremely flammable, and its vapour/air mixtures can be highly explosive (International

Labour Organization, 2002). DEE is therefore often employed as a kind of worst case substance for

explosion safety considerations.

Moreover, in compression ignition (CI) engines, the operation range can be extended operating them

in a dual fuel mode with DEE as an ignition enhancer (Polat, 2016). As a fuel component, DEE

can have several beneficial effects: In CI engines, a wider operation range in comparison to methane

(CH4) only is observed, as well as a positive effect concerning efficiency and pollutants. For example,

hydrogen with DEE (Dhanasekaran and Mohankumar, 2016), as well as bio-gas and DEE (Sudheesh

and Mallikarjuna, 2010) are used to promote the auto-ignition. Further, the interest in bio-fuels is

growing, and with this, the safety aspect becomes more important as well, such as the auto-ignition

behavior (Rajesh Kumar and Saravanan, 2016).

Compared to more conventional fuels or fuel components like e.g. alkanes, there are many studies

available investigating the auto-ignition properties: There are studies investigating CH4/air-mixtures

in shock tubes (ST) and in rapid compression machines (RCM) (Burke et al., 2015b, Gersen et al.,

2008, Petersen et al., 1999). Furthermore, there are studies investigating the ignition delay time (IDT)

of DEE (Werler et al., 2015a, Inomata et al., 1991). However, there is only little data available combin-

ing both, CH4 and DEE, as a dual fuel, such as (Herzler et al., 2019). As mentioned above, according

to engine operation, dual fuel operation has its benefits. For this reason, we investigate mixtures of

CH4/DEE in a RCM to understand the ignition enhancing effect of DEE on CH4 in an engine like

apparatus. These data can also serve for development and validation of reaction mechanisms.

This work investigates two CH4/DEE mixtures, namely a 95/5 and a 90/10 (mol/mol) mixture in

a range of end-of-compression temperature from TC = 515K to 925 K, and an end-of-compression

pressure range of pC = 10bar to 20 bar. Both mixtures are investigated under stoichiometric and

fuel-rich (φ = 2, fuel-air equivalence ratio) conditions. The experimentally obtained data is used for

comparison with two reaction mechanisms developed to describe DEE chemistry, published by Eble
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Table 1: Mixture compositions (mole-fractions in %)

No. Fuel Equivalence ratio CH4 DEE O2 Inert species

1 95/5 CH4/DEE φ = 1 8.28 0.436 19.17 72.12

2 90/10 CH4/DEE φ = 1 7.24 0.805 19.31 72.64

3 95/5 CH4/DEE φ = 2 15.23 0.802 17.63 66.34

4 90/10 CH4/DEE φ = 2 13.40 1.489 17.87 67.24

et al. (2017) and Sakai et al. (2017).

This work outlines the experimental procedure; then, we present the measured IDTs. The results are

discussed in terms of the promoting effect of DEE on methane auto-ignition. Predicted IDTs from

numerical simulations based on detailed reaction mechanisms are tested against the experimental data;

it is assessed in which regimes the mechanisms can reproduce the IDT, despite the fact that they were

originally developed for auto-ignition of stoichiometric DEE/air mixtures (Eble et al. (2017): 500 to

900 K / 3 to 5 bar and 900 to 1300 K / 10 to 40 bar; Sakai et al. (2017): 500 to 1300 K / 1 to 40 bar),

and not for the CH4/DEE/air-mixtures presented in this work with a very small ratio of DEE/CH4.

Furthermore, the experimental data are compared to results for other ignition enhancing fuels in-

vestigated in the same RCM (results from literature). These fuels are Dimethyl ether (DME), two

polyoxymethylene dimethyl ether fuels (OME2 and OME3) and n-heptane (C7H16). The comparison

highlights the strong ignition enhancing effect of DEE, which is significantly larger than for the other

fuels.

2 Experimental Setup

The auto-ignition behavior of the investigated CH4/DEE/air-mixtures is studied in a rapid compres-

sion machine (RCM). This machine has been described in detail in previous publications (Drost et al.,

2019, Werler et al., 2015a). For this reason, only a brief description of the experimental setup is given

in this work.

The RCM is a piston-cylinder device which allows to achieve high temperatures and pressures in a

fuel/air mixture by rapid compression, thereby also stimulating chemical reactions. Therefore, the

operation is similar to a CI engine, but the RCM allows better defined initial conditions with respect

to temperature, pressure, mixture composition and flow field. The volume- and pressure history dur-

ing and after the compression event is tracked in each experiment; the pressure measurement is split

into a measurement of the static/initial pressure and the time dependent in-cylinder pressure measure-

ment. The static initial pressure p0 is measured with an absolute pressure transducer (MKS Baratron

type 121A) with an accuracy of Up0 =±0.5% of reading (MKS, 2008), whereas the time dependent

pressure trace p(τ) is monitored by a quartz pressure transducer (Kistler 6061 B) with a linearity

of Up(τ) = 0.5% (full scale output, adjusted to 10 bar) (Kistler, 2013). This pressure transducer is

optimized against thermo-shocks with a double diaphragm. For reciprocating internal combustion

engines with 1500 revolutions per minute (approximately a similar speed as the presented RCM;

compression time of 20 - 40 ms) and an indicated mean effective pressure of 9 bar, the thermo shock

causes a pressure fluctuation of ∆p =±0.2bar (Kistler, 2013).

The time-resolved position of the piston is measured with a potentiometric position sensor (Burster

type 8712), which is connected to the piston rod with a non-linearity of US = 0.1% of full scale

(Burster, 2020).

Before a series of RCM-experiments is performed, the mixture is prepared in a mixing vessel by filling

in the desired mole fractions of the pure components, as given by their partial pressures. The mixing

vessel contains gas for about 10 - 100 RCM experiments, depending on the detailed conditions. The

mixtures investigated in this work are summarized in Table 1.

In an experiment, the gas mixture is filled into the initially evacuated RCM combustion chamber.

After this, the piston is driven into the cylinder within a compression time of about τC = 20 to 40 ms,
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depending on the compression pressure pC in the combustion chamber. After reaching top dead

center (TDC), the piston is held in fixed position, granting isochoric conditions till the experiment

ends. After some ignition delay time (IDT), auto-ignition occurs; the IDT is counted relative to the

end of compression (the time when the piston first reaches TDC).

To assign a temperature and pressure to an ignition event and its IDT, the conditions at the end of

compression are chosen. The temperature at this time is calculated from the measured pressure (p(τ)),
and the initial values of pressure/temperature and the temperature-dependent heat capacities of the

investigated gas-mixture, using an isentropic relation.

3 Simulations

The simulations in this work are performed with the in-house code HOMREA (Maas and Warnatz,

1988) using a homogeneous reactor model. HOMREA has been extended over years by its functions

(Golda et al., 2019, Yu et al., 2019) and by its input algorithm for reading new reaction mechanisms

and their functions.

Characterising the RCM and its specific heat losses, an effect volume is calculated and serves as an

input for the simulations (described below in more detail). The initial temperature, pressure, and

chemical composition of the mixture are defined by the corresponding experimental conditions.

Detailed reaction mechanisms from Sakai et al. (2017) (341 species and 1867 reactions) and from

Eble et al. (2017) (133 species and 792 reactions) are used.

In RCM experiments, an adiabatic core is assumed in the center of the combustion chamber. How-

ever, the whole combustion chamber is affected by heat losses. Combining the idea of this adiabatic

core and the heat losses of the surrounding gas layers, an effective volume model, as described by

Goldsborough et al. (2017) and Sung and Curran (2014), can be used to perform IDT simulations

taking the facility effects into account.

To obtain this effective volume, a RCM experiment with an inert mixture is used. Hereby, for each

mixture in Table 1, the oxygen (O2) is substituted by the same molar amount of nitrogen (N2). N2 has

a similar molar heat capacity as O2; however, in the range of conditions it is considered here, there

is practically no reaction of the fuel as shown by (Vin et al., 2016). The unreactive experiments are

performed with compression temperatures below 830 K to prevent thermal decomposition/pyrolysis

of DEE (Vin et al., 2016). Further, gas chromatography analysis has shown that there was no thermal

decomposition (pyrolysis) of the inert gas mixture. This means that the pressure trace is only affected

by the volume change and the heat losses.

Thus, at isochoric conditions, a pressure drop is directly linked to heat losses and the corresponding

drop in temperature caused by heat losses. The time-dependent effective volume V (τ) is calculated

from

ln

(

p0

p(τ)

)

=
∫ V (τ)

V0

cp(T )

cv(T )

1

V ∗
dV ∗. (1)

Here, p0 and V0 are the initial pressure and volume, respectively, p(τ) is the pressure trace over time

and V (τ) the effective volume over time. Moreover cp and cv are the temperature-dependent heat

capacities at isobaric and isochoric conditions.

As a result of the heat losses, the effective compression ratio used in the simulation is lower than the

geometric one defined by the experimental apparatus. Furthermore, after reaching TDC, the effective

volume expands slightly over time.

4 Results and discussion

4.1 Ignition delay times of stoichiometric CH4/DEE mixtures

In this section, the IDT of the stoichiometric CH4/DEE mixtures of Table 1 are presented (mixture #1

and #2). Figure 1a shows the behaviour of different CH4/DEE mixtures vs. CH4. Comparing the 95/5

vs. 90/10 CH4/DEE mixture, three effects are notable:
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First, at a given temperature, the ignition of 90/10 CH4/DEE mixtures is about one order of magnitude

faster than for the 95/5 mixture. Second, with the higher amount of DEE, the gas mixture can be ig-

nited at lower temperatures. Here the DEE chemistry becomes more dominant. Third, comparing the

95/5 CH4/DEE mixture to CH4 one observes that the small addition of DEE already has a significant

effect.

Adding 5 mol-% DEE, there is ignition at lower temperatures, a lower apparent activation energy is

observed and ignition delay times above τI ≈ 60ms can be measured. Comparing 95/5 CH4/DEE

to CH4 by the temperature with an IDT of τI = 55ms, the required temperature is lowered from

TC ≈ 1045K (CH4) to TC ≈ 925K (95/5 CH4/DEE).

Comparing the experimental results with the simulation in Figure 1a, the reaction mechanism of

Sakai et al. (2017) agrees better with the experimental results than the reaction mechanism of Eble

et al. (2017). Further, both reaction mechanisms show a better agreement with the 90/10 CH4/DEE

mixture than with the 95/5 CH4/DEE mixture. A reasonable explanation at this point is, that both

reaction mechanisms were developed for auto-ignition of DEE.
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(b) Comparison of two compression pressures at con-

stant 95/5 CH4/DEE ratio.

Fig. 1: Stoichiometric 95/5 CH4/DEE and 90/10 CH4/DEE mixtures at two different compression

pressures. Simulations (lines) are performed with the reaction mechanism of Eble et al. (2017) and

Sakai et al. (2017)

Figure 1b compares the stoichiometric 95/5 CH4/DEE mixture at two different compression pressures

(pC = 10 vs. 20 bar). The increased compression pressure results in a shorter IDT. Furthermore,

ignition is detected at lower compression temperatures. For the 95/5 CH4/DEE mixture, both reaction

mechanisms predict a shorter IDT than the experiments, however, at higher pressure, the experiments

and simulations agree better than for the 10 bar case.

The C0-C4 base-reaction mechanism of Sakai et al. (2017) is based on the reaction mechanism from

Burke et al. (2014, 2015a) (Part of AramcoMech 2.0). Replacing this C0-C4 base-reaction mechanism

with its newer C0-C4 base-reaction mechanism of the AramcoMech 3.0 (Zhou et al., 2018) resulted

in almost the same IDTs (for this reason the result is not shown). However, one can argue, that the

differences in IDTs cannot be attributed to the base-reaction mechanism of small alkanes such as CH4.

4.2 Ignition delay times of fuel rich CH4/DEE mixtures

To investigate the behavior of fuel rich mixtures, the presented mixtures with the same CH4/DEE ratio

are mixed with O2/inert species to reach an overall equivalence ratio of φ = 2 (Table 1 mixture #3 and

#4). The results for these mixtures are shown in Fig. 2 with an end of compression pressure of 10 bar.

In Fig. 2a, a comparison of the fuel rich 90/10 CH4/DEE to its stoichiometric mixture is shown.

Overall, at low temperatures, the IDT of the φ = 2 fuel rich mixture is approximately one order of

magnitude shorter than that of the stoichiometric ones.
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(b) Influence of DEE in CH4 at fuel rich conditions

(φ = 2).

Fig. 2: Effect of fuel rich mixtures at a compression pressure of 10 bar. Simulations (lines) are per-

formed with the reaction mechanism of Eble et al. (2017) and Sakai et al. (2017).

Since DEE ignites faster than CH4, the ignition process is controlled by DEE. Further, stoichio-

metric mixtures ignite faster than (ultra) lean mixtures (Yasunaga et al., 2010). By comparing the

equivalence ratio of only DEE in O2 (by ignoring CH4), the overall stoichiometric mixture #2 has a

DEE-equivalence ratio of φDEE = 0.25 and the overall fuel rich mixture #4 has a DEE-equivalence

ratio of φDEE = 0.5. This is probably one reason for the ignition promoting effect of the fuel rich

conditions. At this point, this behaviour is not investigated in this work. However, alkanes with an

equivalence ratio of φ = 2 ignite fast than the stoichiometric ones (Healy et al., 2008).

Both reaction mechanisms show a similar trend in shortening the IDT for the transition from stoichio-

metric to fuel rich conditions. However, in the experiments, another trend is observed. At a given

temperature, the IDT for a fuel mixture is reduced more by changing the equivalence ratio from φ = 1

to 2 than in the simulations.

Figure 2b compares the different CH4/DEE mixtures at an equivalence ratio of φ = 2 and 10 bar.

Again, the higher amount of DEE enhances auto-ignition. Both reaction mechanisms predict the

trend of the fuel rich conditions. Here, the Eble et al. (2017) reaction mechanism results predict the

results of the experiments better.

4.3 Difference of the reaction mechanisms

Comparing both reaction mechanisms and the experimental results, it is observed that especially at

a low amount of DEE, the reaction mechanism of Eble et al. (2017) overestimates the IDT. Investi-

gating this behavior in more detail, IDT simulations (homogeneous reactor, adiabatic and isochoric

conditions) are performed for different initial temperatures and different amounts of DEE in the fuel.

The first observation is that for the cases with CH4, both reaction mechanisms result in the same IDT.

Starting from CH4 and increasing the amount of DEE in the fuel, especially at low temperatures (be-

sides 700 K), there is an increasing difference in the predicted IDT by both reaction mechanisms in

the range between 5 to 10 mol−% DEE in the fuel.

Understanding the difference between both reaction mechanisms at low amounts of DEE more, sen-

sitivity analysis according to the OH radical are performed for an adiabatic and homogeneous reactor,

for both, the Eble et al. (2017) and the Sakai et al. (2017) reaction mechanisms. According to men-

tioned IDT simulations, an initial temperature of 800 K and an initial pressure of 10bar is taken for

a stoichiometric 95/5 (molar) CH4/DEE mixture. Under these conditions, for both reaction mecha-

nisms, the reaction

DEE + CH3O2 · CH3 CH · O CH2 CH3 + CH3O2H (R1)
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(b) Fuel rich conditions (φ = 2) and a constant pres-

sure (10 bar).

Fig. 3: Comparison between simulations (experiments are not shown for better readability) with the

reaction mechanism of Eble et al. (2017), Sakai et al. (2017) and the modified reaction mechanism of

Eble et al. (2017).

is most sensitive at the time τ = 0.9τI . Analyzing this reaction, the parameters of the modified

Arrhenius equation are summerized in Table 2.

Table 2: Coefficients from reaction (R1) for the Arrhenius equation k = AT β exp(−E/(RT )).

Reaction Mechanism A β E / (cal/mol)

Eble et al. (2017) 1.176 ·1014 0 17700

Sakai et al. (2017) 7.240 ·10−01 3.980 9058.0

Updating the mentioned reaction (R1) in the reaction mechanism of Eble et al. (2017) by the values

of Sakai et al. (2017), an improved IDT is found for higher temperatures (closer results to the experi-

mental data and the predicted IDT of Sakai et al. (2017)) for the stoichiometric mixtures as shown in

Fig. 3a.

Fig. 3b shows the comparison between the reaction mechanisms for fuel rich conditions. The IDTs at

higher temperatures are too long with a similar result obtained with the reaction mechanism of Sakai

et al. (2017). At lower temperatures, the result is similar to the original reaction mechanism of Eble

et al. (2017).

The sensitivity analysis was performed for an initial temperature of 800 K, which refers to the upper

limit of the investigated temperature regime. Furthermore, the mentioned modification has a higher

impact at higher temperatures. On the other side, at lower temperatures the original reaction mecha-

nism (thin dashed lines) and the modified one (thick dashed lines) show a similar result.

For this reason, a sensitivity analysis is performed at an initial temperature of 600 K as well. Both

reaction mechanisms show reaction R2 (positive sensitivity) and reaction R3 (negative sensitivity) to

be the most sensitive reactions.

DEE + OH H2O + CH3 CH · O CH2 CH3 (R2)

CH4 + OH CH3 + H2O (R3)
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However, R2 has similar Arrhenius parameters in both reaction mechanisms. For this reason, adapting

the Arrhenius parameters shows just a minor change in IDT. Furthermore, reaction R3 has the same

values of the Arrhenius equation.

The second most sensitive reactions (R4 and R5) include those DEE molecules for which the first

O2 addition already took place. The second O2 addition, reaction R4, has a positive sensitivity. In

contrast to this, the chain branching reaction R5 of this molecule has a negative sensitivity.

CH3 CH(OOH) O CH · CH3 + O2 CH3 CH(OOH) O CH(OO · ) CH3 (R4)

CH3 CH(OOH) O CH · CH3 OH + CH3CHO + CH3CHO (R5)

Reactions R4 and/or R5 in the reaction mechanism of Eble et al. (2017) can be adjusted by adapting

the Arrhenius parameters from Sakai et al. (2017), as described above. However, by changing reaction

R4 and/or R5, the IDTs predicted by the modified reaction mechanism are too long and the IDT is

depending on both reactions (R4 and R5). Since there is a too strong effect by changing the Arrhenius

parameters, this modification is not recommended.

For an initial temperature of 600 K, a further sensitive reaction is found in both reaction mechanisms,

namely reaction R1. This reaction is found most sensitive for an initial temperature of 800 K for both

reaction mechanisms and was already adjusted.

Further sensitive reactions related to DEE molecules, are not found in both reaction mechanisms.

For example, in the reaction mechanism of Eble et al. (2017) a reaction of DEE and CH3O is the

third most sensitive reaction, however, under the investigated conditions, this reaction has a minor

sensitivity in the reaction mechanism of Sakai et al. (2017).

Other sensitive reactions are reactions of intermediates and radicals and are not directly linked to

the fuel structure of DEE (C C O C C) or are reactions which are sensitive just in one reaction

mechanism.

4.4 Comparison of CH4/DEE mixtures with other fuels

Highlighting the effect of even small amounts of DEE in fuel, Fig. 4 compares the IDT of the present

study against IDT of previous studies obtained in the same RCM. The selected fuels are known as

reference fuel (n-Heptane, C7H16), potential bio fuels for CI engines (oxygenated fuels) or as a ref-

erence for this study (DEE). The fuels are summarized in Table 3. Fig. 4 shows, DEE auto-ignites

at the lowest temperature and CH4 at the highest temperatures. By adding already 10 mol-% DEE to

CH4, at low temperature the IDT of this 90/10 CH4/DEE mixture is of the same order of magnitude

as the IDT of C7H16.

Table 3: Mixture compositions in mol-% fractions

No. Fuel Chemical formula Pressure / bar Literature

E1 DEE H3C CH2 O CH2 CH3 pC = 10.5−11.5bar Werler et al. (2015a)

E2 DME H3C O CH3 pC = 10−11bar Werler et al. (2015b)

E3 OME2 H3C O (CH2 O)2 CH3 pC ≈ 10bar Drost et al. (2019)

E4 OME3 H3C O (CH2 O)3 CH3 pC ≈ 10bar Drost et al. (2019)

E5 n-Heptane H3C (CH2)5 CH3 pC ≈ 10bar Drost et al. (2019)

However, in the investigated pressure regime, the 90/10 CH4/DEE mixture shows a weaker temper-

ature dependence (reduced IDT by increased temperature) than the other oxygenated fuels. For this

reason, the IDT does not drop as fast as for example for OME3 (slope in the Arrhenius diagram).
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Fig. 4: Comparison of CH4/DEE mixtures with other potentially bio fuels and CH4. Full symbols

represent data from this work, opened symbols represent data from literature with the references in

Table 3.

One reason for this observation is the negative temperature coefficient (NTC) behaviour of DEE.

Werler et al. (2015a) showed that DEE has a pronounced NTC behaviour. The IDT data of DEE in

Fig. 4 does not show this NTC behaviour since the IDT at 10 bar and above 600 K is too short in

relation to the compression time. Thus, the DEE data (red circles) show here only the IDT at low

temperatures below the NTC behaviour. The IDT data of DEE show a steeper slope and a strong

dependence on temperature change in comparison to 90/10 CH4/DEE. One can argue, that the 90/10

CH4/DEE mixture is affected by the NTC behaviour of DEE. In comparison to this, due to lower DEE

concentration, the 95/5 CH4/DEE mixture is affected less.

5 Conclusions

Ignition delay times of CH4/DEE/air mixture have been investigated in a Rapid Compression Ma-

chine. Two different CH4/DEE ratios, both at stoichiometric and fuel-rich conditions (φ = 2) are

investigated, in a temperature range of 515 to 925 K and a pressure range of 10 to 20 bar. The ig-

nition delay times are compared to predictions from simulations based on detailed chemistry, using

two reaction mechanisms. Further, the two reaction mechanisms are compared to each other, us-

ing a homogeneous reactor model and different fuel compositions as well as a sensitivity analysis.

Experimental IDTs of the DEE/CH4 mixtures are also compared to other fuels. The main results are:

1. By adding 5 mol% of DEE to the fuel CH4, the ignition delay is strongly decreased. For

instance, to obtain an IDT shorter than 55 ms requires a temperature of at least about 1045 K

for CH4; with 95/5 CH4/DEE (molar), the required temperature is reduced to about 925 K.

2. Throughout the investigated temperature and pressure-range, the ignition delay time decreases

by a factor of about 10 by doubling the amount of DEE from 5 mol-% to 10 mol-%.

3. For the investigated conditions, the reaction mechanisms from Eble et al. (2017) and Sakai

et al. (2017) predict the trend in IDT change over temperature well, expect for the mixture 95/5

CH4/DEE at fuel rich conditions.

4. For a temperature of T = 600K and a stoichiometric 95/5 (molar) CH4/DEE mixture, the reac-

tion of DEE with OH and the reaction of CH4 and OH are most sensitive (positive and negative).

5. For temperature T = 800K and low amounts of DEE in CH4, the reaction of DEE + CH3O2 ·

C4H9O · + CH3O2H is most sensitive.

6. In the investigated conditions, updating the reaction DEE + CH3O2 · C4H9O · + CH3O2H

in the reaction mechanism of Eble et al. (2017) with the values of Sakai et al. (2017) results in

IDTs closer to the experimental IDTs and closer to IDTs predicted by the reaction mechanism

of Sakai et al. (2017).
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Abstract

The accidental ignition of combustible atmospheres by hot surfaces is of great concern for the safety

of industrial processes. In this paper, we present our research regarding the evolution of thermal

plumes originating from hot hemispheres. In particular, we focus on the effect of the orientation of the

surface on the ignition process. The auto-ignition temperatures and ignition locations were studied

experimentally. To get further insight, we conducted detailed numerical simulations and validated

our model with measurements. Three-dimensional simulations were performed for hemispheres of

orientations ranging from 0◦ to 180◦. The solver employs a transient, implicit scheme which is based

on the coupled heat transfer and flow equations. The mesh in the vicinity of the hot surfaces is refined

to resolve the steep temperature gradients and to capture the boundary layer separation. The influence

of the orientation on critical hot spots in the gas mixture is analyzed by examining the flow structures

and the temperature evolution of the buoyancy-driven flow. Using the obtained results, we discuss the

change of the onset and location of the ignition.

Keywords: Simulation, thermal flow, hot surface

1 Introduction

The accidental ignition of combustible atmospheres by hot surfaces which causes disastrous fires or

explosions is a great concern in many industries (Eckhoff and Thomassen, 1994). For this reason, it

is important to understand the underlying physics of the heat transfer from a hot surface towards the

flammable mixture. A measure to characterize the ignition hazard of an atmosphere in the absence of a

spark or flame is the auto-ignition temperature (AIT). The AIT is defined as the maximum acceptable

surface temperature in a particular area to prevent fires and explosions (Chen et al., 2010, Eckhoff and

Thomassen, 1994). Typically, the AIT is measured by placing the substance in a half-liter vessel and

inside a temperature-controlled oven, where the rate of heating is not relevant. At first, the fuel/air

mixture in the vicinity of the hot surface heats up and the surrounding air remains at the ambient

temperatures. The resulting temperature gradient and, thus, the density gradient near the surface

induces buoyant forces acting on the gas. Then, the affected gas acquires velocity and convects

in the opposite direction to the gravity vector away from the high-temperature region. In order to

ignite, a heated fuel/air packet needs to obtain a sufficiently high temperature for a certain amount

of time which is called the residence time. However, the concept of the AIT is defined assuming the

fuel/air packet to remain in a specific condition for an indefinitely long period. Therefore, ignition

in real applications requires a higher temperature than the AIT in an environment where because of

buoyancy the gas is constantly accelerated (Raval, 2019, Babrauskas, 2008)

The earliest experimental study by Coward and Guest (1927) concerned the effect of the material of

the hot surface on ignition. Through the years a range of researchers shed light on different aspects

of the topic: Ashman and Büchler (1961) conducted investigations using a cylindrical wire located in

the combustible atmosphere and heated it until the mixture ignited. The ignition of gases through a

suddenly heated circular rod has been examined by Adomeit (1965) for different equivalence ratios

and gas pressures. Then, the influence of the hot surface area and the diameter of the hot sphere were
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studied experimentally by Laurendeau (1982). More recently, Babrauskas (2008) concluded that the

actual surface temperature required for ignition does highly depend on the degree of enclosedness.

More specifically, higher temperatures are needed to start the ignition process as the degree of en-

closedness is increased. Another recent experimental work on hot hemispheres by Raval (2019) and

Chowhan et al. (2020) investigated the effect of the orientation on the auto-ignition temperatures and

ignition locations of carbon disulfide and Diethyl ether. It was observed that the ignition location

changes with the orientation of the hot surface and the highest values of the hot surface ignition

temperature were observed for an orientation of 180◦. The precise reasons for this behavior and the

ignition location remain to date unclear.

Due to the development of numerical tools and the increase of computational power, simulations

represent today an attractive approach to study ignition-related processes (for example Esmaeelzade

et al. (2019), Shekhar et al. (2018)). As regards hot surfaces, Griffiths and Barnard (2012) analyzed

the influence of the size of the surface on the ignition temperature. The influence of the surface

temperature to ignite the ethylene-air mixture by horizontal and vertical cylinders was the focus of

the computations of Melguizo-Gavilanes and Shepherd (2017). Further, the influence of viscosity and

buoyancy on transient natural convection over a sphere was examined by Jia and Gogos (2007). The

ignition of a cold combustible mixture of propane/air has been investigated for the stagnation region

of a hot projectile by Sharma and Sirignano (2007).

Nevertheless, little attention has been paid so far on spherical surfaces and their orientation effects

on the ignition and ignition locations. In the present study, three-dimensional numerical simulations

of thermal plumes originating from hot hemispheres of five different orientations are discussed. The

effects of the orientation on critical hot spots are presented by examining flow structures and the

temporal evolution of the temperature and velocity fields. Also, the results are validated against

experimental data.

2 Description of the Computational Fluid Dynamics (CFD) model

The examination of the complex buoyancy-driven gas flow and heat transfer inside the combustion

chamber is performed using the BuoyantPimpleFoam solver which is part of the OpenFOAM toolbox.

The mathematical model and techniques to solve the equations are detailed in the following.

2.1 Governing equations and numerical methods

The mathematical model to predict the evolution of thermal hot spots inside the combustion chamber

couples the transient heat transfer to the laminar flow. To account for stratification, the gas mixture

is considered to be quasi-compressible, including density as an explicit variable in the calculation.

Thus, the physics of the flow is described by the governing equations of CFD, namely the continuity,

momentum, and energy equations. In Cartesian coordinates, these equations read

∂ρ

∂ t
+∇ · (ρuuu) = 0 , (1)

∂ (ρuuu)

∂ t
+∇ · (ρuuuuuu) =−∇p+ρggg+µ

(

∇
2 ·uuu

)

. (2)

The pressure gradient and gravity force in the momentum equation (Eq. (2)) are rearranged as

∇p+ρggg = ∇prgh − (ggg · rrr)∇ρ , (3)

were prgh is the dynamic pressure which is given by

prgh = p−ρggg · rrr . (4)

In the above equations, uuu is the fluid velocity, ρ is the density, p is the static pressure, ggg is the

gravitational acceleration, µ is the dynamic viscosity, and rrr is the position vector.
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(a) (b)

Fig. 1: (a) Schematic representation of the experimental setup and the location of thermocou-

ples (reprinted from Raval (2019)) and (b) numerical grid for the simulations.

The thermal energy transport is described through the enthalpy equation

∂ (ρh)

∂ t
+∇ · (ρuuuh)+

∂ (ρK)

∂ t
+∇ · (ρuuuK)−

∂ p

∂ t
= ∇ · (α∇h)+ρuuu ·ggg , (5)

where K and h are the kinetic energy and enthalpy per unit mass, respectively. The thermal diffusivity,

α , is estimated based on the ratio of viscosity and Prandtl number, i.e.

α =
µ

Pr
. (6)

Finally, to close the system of equations the ideal gas law is solved, which reads

p = ρRT , (7)

where the specific gas constant is R = 287 J/(kg K).

As regards the boundary conditions, no-slip velocity and zero pressure gradient are assumed at all

surfaces, i.e. both the hot surface and the chamber walls. Initially, the temperature at the hot surface is

set to room temperature, 293.65 K. Then, it is gradually and uniformly increased with time according

to the procedure applied in the experiments. At the walls of the combustion chamber, a uniform fixed

temperature of 293.65 K is applied.

2.2 Geometry and mesh generation

The geometry is created using the open-source CAE software Salome based on the experimental

setup which is sketched in Fig. 1(a). The geometry consists of a cylinder of a height of 549 mm and

a diameter of 300 mm and contains a hot surface at the bottom. Then, the geometry is discretized to

a computational mesh on which the governing equations are solved. The meshing of the geometry

is done using the blockMesh and SnappyHexMesh utilities provided in OpenFOAM. In most of the

domain, hexahedral elements are generated. The mesh near the hot surfaces is refined in order to

capture the thermal and velocity boundary layers, see Fig. 1(b).
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3 Results

3.1 Set-up

In the present study, extensive numerical simulations of transient laminar natural convection of a car-

bon disulfide/air mixture from a gradually heated spherical convex surface were carried out. Hereby,

a volume fraction of 2% of CS2 was considered as working fluid. In the previous experiments, it was

observed that the start of ignition time in the combustion chamber changes with orientation and also

with the kind of hot surface being used. Thus, the main focus was on answering the questions of

why the ignition location changes with the orientation of the surface and at which location ignition

initiates. The simulations were performed for five different orientations ranging from 0◦ to 180◦ with

an interval of 45◦. The temperature of the hot surface was gradually increased with time at the same

rate as that of experiments. All the simulations are run until the time instance when, according to the

experiments conducted by Raval (2019), ignition takes place. The simulations were performed us-

ing the Linux high-performance computing cluster at Physikalisch-Technische Bundesanstalt (PTB),

Berlin. Each case was distributed on 12 processors.

3.2 Validation of the simulation model

The major contributors to the numerical error of our simulation results are the truncation error of the

employed spatial discretization schemes and the possible inaccuracies in describing the real physical

problem through our mathematical model. As regards the former, the truncation error diminishes with

the successive refinement of the mesh. Thus, we first carried out a grid refinement study for a repre-

sentative flow case. The tested meshes consisted of 0.25 million to 2.28 million cells. The maximum

observed difference in the results between the cases of 1.17 million and 2.28 million cells is depend-

ing on the spatial location between 0.009% and 0.34% in terms of the temperatures at the locations

of the thermocouples. Thus, we can safely assume that the results obtained from our simulations

conducted on a grid of 1.17 million cells are grid-independent.

Further, we use the experimental data of Raval (2019) to validate our mathematical model. This

data represents the temporal evolution measured by the thermocouples at the locations depicted in

Fig. 1(a). The transient CFD model was validated for the 0◦ orientation of the hemisphere surface.

Figure 2 plots the temperature evolution obtained from simulations and experiments considering five

chosen thermocouple locations, namely numbers 1, 2, 3, 6, and 8. Comparing these curves demon-

strates that the maximum difference is 1.66% which is observed at thermocouple 6. Thus, the simu-

lations are in very close agreement with the experiments and our model was judged to be suitable for
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Fig. 2: Comparison of the simulation results with experimental data by Raval (2019).
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carrying out a detailed analysis. It is noted that thermocouple number 13 is directly located on the

hot surface. The temperature evolution measured at this position was applied as boundary condition

to the simulations.

3.3 Analysis of the thermal flow field

In the following, we discuss the flow and thermal field induced by a hot hemisphere of the orientations

φ = 0◦, 45◦, 90◦, 135◦, and 180◦. The magnitude of the flow velocity for each case is depicted in

Fig. 3. We are mainly interested in the precise conditions which lead to the ignition of the explosive

atmosphere. Thus, each snapshot corresponds to the time instance were ignition was observed in the

experiments. For further visualization of the flow field, the streamlines of the flow at the same time

instances are given in Fig. 4. Moreover, the resulting thermal plumes are shown in Fig. 5.

As it can be observed in these figures, the buoyancy induced by the heat transfer from the hemisphere

results in thermal and velocity boundary layers. In the experiments, it was found that the ignition

location for the case of φ = 0◦ is always directly above the hemisphere. In the early stage of the

simulation the buoyancy induced motion is restricted along the hot surface. Afterward, a steady

velocity boundary layer is formed that propagates towards the top of the sphere. Then the separation

of the boundary layer takes place at the top of the sphere creating a stagnation zone, as can be seen

in Fig. 3(a). Also, the thermal boundary merges where the velocity separation takes place resulting

in a relatively thick thermal flow over the sphere. Here, the heat accumulates and a high-temperature

region (hot spot) as shown in see Fig. 5(a). Further, the streamlines in Fig. 4(a) visualize the hot gas

continuing to rise to the top of the chamber as it was already observed by Turner (1973). The heated

fluid moves up in a plume and forms a stagnation zone at the top of the vessel. From there the cooled

fluid moves further upward within the boundary layer and then falls downward in the outer region.

Thus, in the case of φ = 0◦, the highest temperatures are reached remote from the hot surface inside

the stagnation zone. In this region, the conditions are favorable for a possible ignition of the explosive

atmosphere.

(a) φ = 0◦, t = 183.0 s (b) φ = 45◦, t = 187.0 s (c) φ = 90◦, t = 182.5 s

(d) φ = 135◦, t = 216.5 s (e) φ = 180◦, t = 225.0 s

|uuu|/ (m/s)

1

0

Fig. 3: Magnitude of the velocity of the buoyant flow induced by the hot hemisphere. The depicted

instantaneous snapshots correspond for each case to the time instance of ignition as observed in the

experiments.
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(a) φ = 0◦, t = 183.0 s (b) φ = 45◦, t = 187.0 s (c) φ = 90◦, t = 182.5 s

(d) φ = 135◦, t = 216.5 s (e) φ = 180◦, t = 225.0 s

|uuu|/ (m/s)

1

0

Fig. 4: Streamlines of the buoyant flow induced by the hot hemisphere, colored by the magnitude of

the velocity. The depicted instantaneous snapshots correspond for each case to the time instance of

ignition as observed in the experiments.

(a) φ = 0◦, t = 183.0 s (b) φ = 45◦, t = 187.0 s (c) φ = 90◦, t = 182.5 s

(d) φ = 135◦, t = 216.5 s (e) φ = 180◦, t = 225.0 s

T/ K

490

290

Fig. 5: Temperature field of the thermal plumes induced by the hot hemisphere. The depicted in-

stantaneous snapshots correspond for each case to the time instance of ignition as observed in the

experiments.
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(a) φ = 0◦, t = 183.0 s (b) φ = 45◦, t = 187.0 s (c) φ = 90◦, t = 182.5 s

(d) φ = 135◦, t = 216.5 s (e) φ = 180◦, t = 225.0 s

Fig. 6: Fluid volume which is above the AIT of CS2 of 363 K. The depicted instantaneous snapshots

correspond for each case to the time instance of ignition as observed in the experiments.

For the remaining orientations, namely φ = 45◦, 90◦, and 135◦, the thermal plumes (Figs. 5(b)–5(e))

do not grow along the symmetry line but follow the direction of the flow (Figs. 3(b)–3(e)). The

stagnation zone is shifted towards the left on the hemisphere surface with respect to the orientation.

This shifting occurs since the boundary layer separates at the hemisphere’s surface always in the

direction of buoyancy. This, in turn, leads to the shifting of the hot spot from the top of the hemisphere

to the left of the combustion chamber. Comparison with the experiments ascertains that the ignition

locations for the above-mentioned orientations of the hemisphere coincide with the location of hot

spots from simulations.

Remarkably, the flow fields of the cases of φ = 0◦ and φ = 180◦ (Figs. 4(a) and 4(e)) are nearly

completely inverse to each other. It can be seen that for φ = 180◦ the velocity boundary layer forms at

the top of the hemisphere. Then, it moves upwards towards the base of the hemisphere and separates

in the corner where the hemisphere connects with the wall of the combustion chamber. This leads

to the formation of a narrow ring-shaped stagnation zone around the base of the hemisphere. In

this region also the thermal boundary layer is a thick ring around the base that exhibits the highest

temperature in the whole domain. In the experiments, it was observed that the ignition takes place in

a ring similar to that is observed in simulations.

Next, the volume occupied by fluid of high temperature is analyzed. More specifically, in Fig. 6 the

volume of the fluid which temperature, at the time instance of ignition, is higher than the AIT is

visualized. The AIT of CS2 is 362.15 K.

It is apparent from Fig. 6(a) that the volume occupied by the hot gas mixture for φ = 0◦ is larger than

for the other orientations (Figs. 6(b)–(6(e)). The volume of hot gas that is accumulated in the chamber

is assumed to be a major parameter of influence on the ignition times. Interestingly, it was observed

in the experiments that the ignition duration for φ = 0◦ is less compared to the other orientations. In

contrast, the case of φ = 180◦ that exhibits the second largest volumes of hot gas is found to have a

longer ignition duration than the remaining orientations. Also, for the remaining orientations, there

was no obvious correlation found between the hot gas volume and the ignition time. As a final remark,

it is noted that ignition and combustion are not considered in the present simulations.
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4 Conclusion

In this paper, the thermal flow fields originating from a hot hemispherical surface of different ori-

entations were investigated numerically through three-dimensional simulations. The computational

results agree well with experimental data obtained from thermocouples. A total of five different ori-

entations was considered ranging from 0◦ to 180◦. The numerical data allowed a detailed explanation

of the formation of the thermal hot spots. It was observed that the critical hot spot location changes

with the orientation of the hemisphere. More precisely, the location shifts towards the left of the

hemisphere with increasing orientation angle φ in clock-wise direction. For the case of φ = 180◦, the

critical hot spot forms a ring around the base of the hemisphere. In general, the location of the hot

spots in simulations was in good agreement with the ignition location found in the experiments.
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Abstract

Ignition by electrical discharges in explosive atmospheres represents a serious safety risk in certain

industrial applications. A characteristic parameter is the minimum ignition energy (MIE). Near the

MIE, chemical and physical processes including flow effects interfere with the successful transition

to a self-sustaining flame, leading to a statistical nature of the ignition process for a given fuel. In

this work, we use numerical investigations to determine particular flow effects interacting with phys-

iochemical processes leading to the ignition of hydrogen/air and methane/air mixtures close to the

respective MIE. The results show that the hot gas kernel formed by the electrical discharge is influ-

enced by generated vortices. The use of higher energy impacts the intake of cool gas towards the hot

gas kernel by vortices significantly in case of methane. This outcome stresses the influence of flow

phenomena especially on the early phase of ignition by low-energy discharges.

Keywords: minimum ignition energy, ignition process by electrical discharges, flow effects

1 Introduction

The possible ignition of combustible gas/air mixtures by electrical discharges is a serious safety haz-

ard in various industries. A relevant characteristic of the fuel in this context is the minimum ignition

energy (MIE). At discharge energies close to the respective MIE the ignition process becomes highly

stochastic (Bane et al., 2011). Essmann et al. (2020) showed that not only the qualitative outcome

(ignition or no ignition) is subject to variation, but the outcome of ignition qualitatively varies due

to differences in the early phase of flame propagation. Investigations of the development of a stable

flame kernel in methane/air and in hydrogen/air were conducted by Thiele et al. (2000) emphasiz-

ing the influence of the electrode geometry. Further work with this set-up dealt with the ignition of

lean hydrogen/air mixtures (Thiele et al., 2002). The effect of the electrode geometry on the igni-

tion process was analyzed and compared to experiments. Satisfactory agreement of the 2D numerical

simulations with the experimental results was achieved. However, the energy input was larger, over

a much longer time period and with compelling higher temperatures between the electrodes. Bane

et al. (2015) showed the impact of the electrode shape for a non-reactive medium and hydrogen/air,

depicting the formed vortex close to the electrode tip. They kept the energy input constant at a much

higher level than the respective MIE for hydrogen/air. This shows that the influence by generated flow

fields is important. We assess, the generated flow fields at energies close to the respective MIE for a

short time of energy input. Since the outcome in experiments also differs quantitatively, we compare

the outcome of 1D and 2D simulations and investigate the results of the temperature distribution and

the velocity field from the two-dimensional calculations for the identical electrode shape at energy

levels close to the respective MIE for H2/air and CH4/air mixture to determine the impact of the gas

flow on the ignition.
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Table 1: Parameters of the used fuels

Burnable gas Concentration in air MIE

Hydrogen 23.3% 17 µJ

Methane 9.5% 290 µJ

2 Numerical simulations

The one-dimensional simulations of unsteady flames in laminar flow were performed by the program

INSFLA (Maas and Warnatz, 1988) for quiescent gas at standard condition for pressure and tempera-

ture of 25 ◦C. It solves the conservation equation for mass, momentum, energy and species mass with

adaptive griding. The spark is represented by a source term in the energy conservation equation. Heat

loss to the electrodes is not implemented.

The two-dimensional calculations were carried out by employing an in-house tool for the simula-

tion of two-dimensional transient ignition and combustion processes including detailed transport and

chemical kinetics models (Thiele, 1999). The conservation equations for total mass, species mass and

momentum and energy are solved by the method of lines and a following time-integrating approach

for the resulting algebraic-differential equation system. The grid is fixed with 36 lines in radial di-

rection and 32 lines in axial direction. The minimal grid resolution is 80 µm for three grid point in x

direction located at the outer boundary. The highest radial resolution is between the electrodes up to

74 µm for three grid points. In y direction the minimal grid resolution is 140 µm for three grid points

at the bottom of the computational domain and the highest resolution near the radial center line with

33 µm for three grid points. Thus, the steep gradients are accounted for by three grid points in radial

direction. The initial profile for the 2D calculations starts at 50 ns after the energy input ended, i.e.

no additional energy input in the 2D simulation is present. In this initial profile, the profiles for the

radial grid lines between the electrodes are the results from 1D calculations when the energy input

ended. Both velocity components are set to zero for a quiescent gas mixture in the 2D simulation.

The profiles on the other radial grid lines is set to a homogeneous, quiescent mixture at 25 ◦C and

ambient pressure. The heat loss to the electrodes is switched off in order to account only for the flow

effects in the 2D calculations in difference to the 1D simulations.

The reaction mechanism for hydrogen/air contains nine species and 38 reactions (Warnatz et al.,

1996). For methane/air a reduced mechanism with 15 species and 84 reactions is used (Smooke

et al., 1986). The gas is assumed to be quiescent and ambient pressure is applied. The source time

is set to 50 ns according to Essmann et al. (2017). The spark geometry is assumed to be cylindrical

and in conjunction with utilizing the rotational symmetry of the electrode along the vertical axis and

symmetry along the horizontal axis the computational cost is reduced. The computational domain is

displayed in fig. 1. The domain is 2.5 mm long and wide. The electrode is implemented as a wall.

The electrode has a radius of 0.5 mm at the bottom and of 0.3 mm at the top. It is 2 mm long with a

distance of 0.5 mm to the radial center line.

The fuel/air compositions and the minimum ignition energies are shown in table 1.

3 Results and discussion

3.1 Hydrogen/air mixture

In fig. 2 the maximum profiles for temperature and OH mass fraction are taken from the 1D and 2D

simulation in case of hydrogen/air at 55 µJ and displayed, respectively, along the radial center line.

For the 2D case, the radial center line is depicted in fig. 1. As stated in section 2, the 2D simulations

starts after the energy input ended at t = 50ns with the same radial profile as the 1D simulation except

that the velocity components are set to zero. Thus, the temperature is in fig. 2a at 4000 K at t = 50ns

in both cases. Afterwards the gas cools down; slower for the 2D case since the gas is quiescent here.

This explains the higher OH mass fraction for the 2D simulation between t = 60ns and t = 90ns,
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Fig. 1: Layout of the domain for the simulations

see fig. 2b. The hydrogen/air mixture ignites at the end of the energy input due to the steep rise

in the maximum OH mass fraction. For the 2D case the maximum temperature and maximum OH

mass fraction decrease faster at t = 500ns. Due to the transition to a self-sustaining flame front, the

temperature in both cases is similar and nearly constant after 5 µs.

In fig. 3 the velocity vectors for hydrogen/air from 2D calculations are displayed at three time in-

stances. At 2 µs (fig. 3a) a distinct flow to the right around the center line for x = 1mm is formed

after the shock wave detached and the flame front propagates to the outside. Such detachment of the

shock wave can also be observed for a different electrode shape in experiments via Schlieren imag-

ing (Korytchenko et al., 2018). Minor vortices at the outer corner of the electrode, contributed by its

shape, are present leading to certain intake of cold ambient gas along the electrode. At t = 9µs, this is

still the case (fig. 3b). At this time instance the flow away from the electrode is weaker except for the

domain of the electrode gap. In fig. 3c, the flow is slower but additional small vortices are formed at

x = 0mm and at x = 0.6mm between the electrodes due to the initial flow along the radial center line

and the followed inflow along the electrode. The vortices in fig. 3c contribute to the divergence after

55 µs in temperature and OH mass fraction between the 1D and 2D calculations (fig. 2b) by mixing

with cold ambient gas.

For the hydrogen/air case, the influence by self-generated flow on the ignition process is limited. Due

to the short ignition delay time, chemical processes lead fast to an ignition of this fuel/air mixture

before forming significant vortices, which take in cold gas to the electrode gap and have an effect on

the ignition.

(a) Maximum temperature profile (b) Maximum OH mass fraction profile

Fig. 2: Comparison of results from one-dimensional and two-dimensional calculations for hydrogen

after end of energy input
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(a) t = 2µs (b) t = 9µs (c) t = 55µs

Fig. 3: Velocity vectors and velocity in x direction as contour plot of hydrogen/air with 58 µJ (3.4 MIE)

energy input

3.2 Methane/air mixture

Fig. 4 shows for the methane/air mixture the maximum temperature and maximum OH mass fraction

profile along the center line from 1D and 2D calculations with an energy input of 1740 µJ. At t = 50ns

the values are identical for fig. 4a and fig. 4b due to same profile at this time instance. The maximum

temperature drops until 0.8 µs since no more energy is supplied and is constant until 6 µs. From this

point forward the temperature decreases faster in the 2D simulation below 2000 K. The perturbation

results from the shock wave on the small computational domain in this case. The maximum OH

mass fraction differs significantly after 2 µs in the 2D results from the 1D calculations with even

larger differences after t = 6µs due to quiescent gas mixture. The further decrease after t = 6µs

is perturbed by the pressure wave as the maximum temperature for the 2D case. The velocity and

temperature distribution in the 2D simulation (fig. 5) indicate processes leading to the deviation of 1D

and 2D results of the maximal temperature and maximum OH mass fraction profile. Fig. 5 shows the

temperature distribution and the velocity field from the 2D calculations in detail for three time steps.

At 2 µs the gas flows strongly to the outside in radial direction over a significant width at x = 1.2mm

(fig. 5d). The flow field at this time instance is stronger going outward and is more homogeneous

between the inclining electrode edges than for hydrogen/air, see fig. 3a. Close to the outer corner of

the inclined edge, small vortices are present. The flow of cool gas towards the electrode gap between

vortex and electrode edge influences nearly the entire electrode gap. The intake of cool gas is stronger

at t = 9µs, see fig. 5e, and at the center line the gas flow going outwards is faster than at the earlier

time instance, so that the vortex is stronger. As a consequence the pocket of hot gas is constricted

(fig. 5b). As displayed in fig. 5f, a strong flow outwards is formed, starting at x = 0.3mm,y = 2.5mm

and broadens in y direction. This leads to the cut off and cooling down of the gas pocket, as displayed

in fig. 5c, and the gas temperature between the electrodes decreases further. After 55 µs the pocket of

hot gas is narrower and further cooled down at the axial symmetry line.

The ignition delay time is smaller for hydrogen/air than for methane/air and the flow is stronger in

the latter case. Thus, the influence of the flow field leading to differences in temperature and OH

mass fraction profiles along the radial center line between 1D and 2D calculations by inflow of cool

ambient gas towards the electrode gap is indicated. It contributes therefore to the interference with

the ignition process of the methane/air mixture close to the MIE.

4 Conclusions

We investigated the influence of self-generated vortices on the ignition process by electrical discharges

for two different fuel/air mixtures at conditions close to the respective MIE using numerical simula-

tions with constant electrode geometry. While in case of hydrogen/air no significant effect is visible,

there is a strong impact of vortices generated by the electrical discharge on the ignition in case of

methane/air. For methane/air, significant flow of cold gas towards the electrode cooling the hot gas

channel is shown. This influences the chemical process inside the hot gas between the electrodes
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(a) Maximum temperature profile (b) Maximum OH mass fraction profile

Fig. 4: Comparison of results from one-dimensional and two-dimensional calculations for

methane/air after end of energy input

(a) t = 2µs (b) t = 9µs (c) t = 55µs

(d) t = 2µs (e) t = 9µs (f) t = 55µs

Fig. 5: Temperature distribution and velocity field with velocity component in x direction as contour

plot of methane/air with 1740 µJ (6.0 MIE) energy input

hindering a successful ignition for the used energy due to the larger ignition delay time. The results

emphasize the importance of the generated flow field of the gas.

In future work, we will extend the investigations to the additional influence of heat loss to the elec-

trodes on the generated flow field at these energy levels, include ions in the calculations and assess

this for different energy levels of each fuel/air mixture. Furthermore, we will adjust the electrode

shape in the simulation for comparison with experimental results ( Essmann et al. (2018, 2020)).
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Abstract 

Ignition temperatures of explosive gas-air mixtures at hot surfaces of equipment and process technology 
systems are usually above the safety characteristic auto ignition temperature (AIT). The actual ignition 
temperatures depend very much on the heat transfer and on the flow conditions at the hot surface. Without 
forced external flow, these in turn are very much determined by the shape and geometrical arrangement 
of the ignition source as well as the convective flow. The aim of the work is to investigate the 
development of the ignition at real hot surfaces in natural convection and to measure the specific ignition 
temperatures of the explosive mixtures by ignition sources in different spatial orientations. The influence 
of the orientation on critical hot spots in gas mixtures of carbon disulfide and diethyl ether are 
investigated in a cylindrical vessel with a heating body at the bottom. The vessel is rotated in steps of 
45° to the top to analyse the ignition and the convective flow in different orientations. Temperature 
measurements at the heating body and in the free volume show the temporal evolution of the temperature 
distribution. The place of the ignition is recorded by a high-speed camera. We discuss the change of the 
onset, temperature and location of the ignition. The results are used as a basis for the validation of 
numerical simulations. 

Keywords: ignition source, ignition temperature, hot surface 

 

1. Introduction 

The hot surface can be present as a potential ignition source during normal operation of mechanical and 
electrical equipment, gas pipeline, fuel tanks, in case of malfunction of pump, turbine and overheated 
bearing. So, the study of ignition of flammable and combustible gases by a hot surface is very crucial for 
many different industries like process and chemical industries, aviation and automobile industries to 
identify the potential ignition hazard and ensure the safe operation (Shyam et al., 2013; Duarte et al., 
1998 and Davis et al., 2010). For design aspects, it is crucial to know the dependence of the ignition 
temperature on the hot surface geometry and size since limiting space restrictions will make design 
solutions as unfeasible (Boettcher, 2012). A term associated with hot surface ignition is safety 
characteristic auto ignition temperature (AIT). Currently, ISO/IEC 80079-20-1:2017 standard procedure 
is used to determine AIT. As this standard procedure uses an almost closed Erlenmeyer flask with an 
almost uniform temperature of the gas mixture, the ignition temperature of real hot surfaces (HSIT) is 
always higher than the standard AIT. So, it is significant to know the actual ignition temperature by hot 
surfaces for practical industrial situations (Bothe et al., 1989 and Üngüt, 2001). The autoignition 
temperature of a mixture of gases is affected by pressure (Menon et al., 2016), shape and volume of the 
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vessel, hot surface dimension (Beyer et al., 2012), surface activity, contaminants, flow rate, reaction rate, 
droplet and mist formation, gravity, and reactant concentration (Babrauskas, 2003 and Warnatz et al., 
2012).  

Previously a lot of work has been carried out to find hot surface ignition temperature for different 
substances with different heating sources like a cylinder, glow plug, wire, and pipe and at different 
orientations of the heating sources (Ott et al., 2010 and Melguizo-Gavilanes et al., 2017). An experiment 
was done to find the ignition temperature of a CS2-air mixture with a heated wire wound resistor 
(L = 20 mm, D = 6.5 mm). The ignition temperature was 250 °C at 1 vol% and 365 °C at 9 vol%. It 
shows that the ignition temperature increased with increasing fuel concentration of CS2. The ignition 
temperature of a diethyl ether-air mixture decreased with increasing concentration for 6-15% and a 
plateau region was found for 15-30% (Babrauskas, 2003). Experiments on ethers and hydrocarbon 
vapours (n-heptane and n-hexane) ignition by hot plates and hot pipes made of stainless steel (D = 10 to 

52 mm) and quartz (D = 21 mm) in a vessel (V = 35 l, D = 300 mm) have shown that HSIT is around 
20 °C higher than the AIT for diethyl ether and the HSIT is approximately 70 °C higher than the AIT for 
hydrocarbons, and very low influence of the diameter of the tube on the HSIT is observed (Bothe et al., 
1989 and Gosda et al., 1989). In another experiment, the hot surface ignition of a hydrogen-air mixture 
by glow plug (H = 9.3 mm, D = 5.1 mm) was investigated to show the effect of heating rate on the 
ignition location (Melguizo-Gavilanes et al., 2016 and 2019). In most of the previous experiments, HSIT 
was found by using the small heating bodies and considered the effects of only horizontal and vertical 
positions on HSIT. There is a lack of data available for HSIT of the large heating bodies as they may 
seem in mechanical or electrical equipment. So, we will use the plane and convex shaped heating bodies 
of diameter 100 mm at five different orientations (0°, 45°, 90°, 135°, and 180°). The results from present 
experiments can be used to develop a numerical simulation model that studies the buoyancy- driven flow 
inside the vessel for different positions of heating bodies (Velagala et al., 2020). 

2. Experimental procedure 

Flammable substances like carbon disulfide (CS2) and diethyl ether (C4H10O) are taken and their HSIT 
is measured at different concentrations. We prefer these substances because of its low boiling 
temperature, low AIT and lower minimum ignition energy. The safety characteristics of these substances 
are obtained from the CHEMSAFE database. They are given in table 1. AIT is auto ignition temperature; 
BPT is boiling point temperature; FP is flash point; LEL is lower explosion limit; Stoi. mix. means 
stoichiometric mixture; MIE is minimum ignition energy and T class is temperature class. 

 

Table 1: Safety characteristic data of carbon disulfide and diethyl ether (CHEMSAFE). 

 

The cylindrical vessel (V = 37 l, D = 300 mm and L = 599 mm) is made up of borosilicate glass as it is 
transparent enough to record the ignition process. The schematic diagram of the experimental vessel and 
its angle of rotation is shown in figure 1. A heating body is mounted on the bottom of the vessel and the 
bottom is attached with the lines of the water-cooling system. The vessel is rotated in steps of 45° to the 
top to analyse the ignition and the convective flow in different orientations. The vessel can withstand 

Substance AIT 

(°C) 

BPT 

(°C) 

FP 

(°C) 

LEL 

(vol%) 

UEL 

(vol%) 

Stoi. mix. 

(vol%) 

MIE 

(mJ) 

T 

Class 

Explosion 

Group 

Carbon 
disulfide (CS2) 

95 46 < -20 0.6 ± 10 60.0 ± 5 6.5 0.01 T6 IIC 

 Diethyl ether 
(C4H10O) 

175 35 < -20 1.7 ± 10 39.2 3.4 0.19 T4 IIB 
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only 1 bar pressure. So, a quick pressure relief rupture disc made of Aluminium foil is used to cover the 
top of the vessel. The necessary diameter of this rupture disc is calculated according to EN 14994.  

For the temperature measurement, we used 13 k-type (nickel-chromium) thermocouples (D = 0.13 mm). 
To measure the temperature variation of a gas-air mixture during the experiment, we used 11 
thermocouples inside the vessel. 12th thermocouple is placed outside the vessel to measure the ambient 
temperature. 13th thermocouple is placed inside the heating body to measure the heating body temperature 
and this temperature is treated as the hot surface ignition temperature (HSIT) during the ignition process 
as shown in figures 1(a) and 1(b). 

 

          

                      (a)                                           (b)                                                     (c) 

Fig. 1. (a) Position of thermocouples inside a cylindrical vessel with plane heating element; (b) Position 

of thermocouples inside a cylindrical vessel with a hemispherical(convex shaped) heating element; (c) 

Rotation of the cylindrical vessel in five different orientations (0°, 45°, 90°, 135°, and 180°). 

 

For a cylindrical vessel with a plane heating body, the position of thermocouples is given in table 2 and 
figure 1(a). For a cylindrical vessel with a hemispherical heating body, the position of thermocouples is 
similar to table 2, except for thermocouples T6, T9 and T10 as these thermocouples positioned 1 mm 
above the radius of the hemispherical heating body as shown in figure 1(b). Therefore, thermocouple T6 
is +51 mm on y-axis. Thermocouple T9  is +51 mm and T10 is -51 mm on x-axis. 

 

Table 2: Position of the thermocouples inside the cylindrical vessel with plane heating body                                   

(x-axis is along the symmetry axis of the vessel; the bottom of the vessel is zero; y and z-axis form the 

plane parallel to the bottom of the vessel; y and z are exchangeable in the symmetric cylindrical 

configuration.) 

Coordinate T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 

x (mm) +000 +050 +000 +050 -050 +000 +027 -027 +050 -050 +127 

y (mm) +499 +499 +200 +200 +200 +001 +238 +240 +001 +001 +001 

z (mm) +000 +000 +000 +000 +000 +000 +147 +147 +000 +000 +000 
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These thermocouples are connected with temperature measurement modules NI-9213 and NI-9174 
(National Instruments) combined with a C-DAQ (Compact data acquisition) chassis which controls the 
timing, synchronization and data transfer. LabVIEW software is used for controlling the data acquisition, 
for the graphical representation and for the storage of the Measurement results. The heating body is made 
up of copper due to its high thermal conductivity. Gold layer is coated on the copper surface to avoid the 
oxidization of the copper metal when it interacts with the fuel-air mixture. It will minimize the radiation 
and suppress the catalytic effects. As shown in figure 2, the dimension of a heating cartridge is 
12.5 mm * 40 mm. The heat is uniformly distributed around the heating body by heating cartridges of 
power up to 2800 watts, voltage of 230 V and maximum operating temperature up to 750 °C. The heating 
body is surrounded by an insulating ring (IBF- Fiberboard 120B) to reduce the heat loss from the heating 
body to the bottom plate. 

 

              

              (a)                                   (b)                                           (c)                                          (d) 

Fig. 2. (a) Plane heating body with insulation ring and base plate; (b) Plane heating body with heating 

cartridge; (c) Convex heating body with insulation ring and base plate; (d) Convex heating body with 

heating cartridge. 

 

We need to calculate the air supply rate and pump rate of the substance to get the required composition 
of the flammable gas-air mixture inside the vessel. The total flow rate is taken as 19.5 l/min. The 
calculated values of flow rates for different concentrations is given in table 3. The experiments are 
conducted at atmospheric conditions (P = 1 bar and T = 21 °C). The KP2000 liquid pump with a 
pumping rate (Vpump) 1 to 2000 ml/h is used to supply the flammable liquid into the heating coil. It is 
maintained at a temperature above the boiling point of the flammable substance. So, flammable liquid 
converts into gaseous form inside the heating coil. Compressed air obtained from a compressor passes 
through a drying cartridge (tube filled with silica gel to absorb moisture) to get dry air as a product. This 
dry air is passed through the heating coil and then it mixes with the flammable gas inside the heating 
coil. Volume of dry air (Vair) is controlled by a digital control unit (Bronkhorst) with attached flow meters 
(Bronkhorst EL- Flow). After that, the flammable gas-air mixture enters into the cylindrical vessel. 

 

Table 3: Volume flow rates of flammable gases at different concentrations 

Concentration  

(% by volume) 

1.4% 

CS2 

1.7% 

CS2 

2% 

CS2 

3% 

CS2 

4% 

CS2 

5% 

C4H10O 

6.5% 

C4H10O 

8% 

C4H10O 

Vgas (l/min) 0.27 0.33 0.39 0.58 0.78 0.98 1.56 1.56 

Vair (l/min) 19.23 19.17 19.11 18.92 18.72 18.52 17.94 17.94 

Vpump (ml/h) 44.18 53.65 63.12 94.68 126.25 272 436 436 
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The mixture composition inside the vessel is measured by a gas analyser (Oxymat) which works on the 
paramagnetic oxygen principle. After obtaining the required concentration inside the vessel, a variable 
transformer (maximum output = 230 V) is switched on to heat the ignition source. It is heated until the 
ignition of flammable mixture is detected inside the vessel. The ignition temperature is noted, and the 
ignition process is recorded with a high-speed camera (Mini UX50/100). After the experiment, the 
heating body with bottom plate is cooled until it reaches atmospheric temperature with the help of a 
cooling system. It has a double flushing water channel. The experimental setup is placed in a closed fume 
hood with a continuous ventilation system to ensure safety during the work. 

3. Results and discussion 

HSIT values of CS2 and diethyl ether at different concentrations for five different orientations 
(0°, 45°, 90°, 135° and 180°) are given in table 4. The measurement uncertainty of HSIT is ± 3 K and 
mixture composition uncertainty is ± 0.05% by volume. The values of the HSIT raises with the rise in 
the concentration of CS2. The minimum HSIT values of CS2 are on the fuel lean mixture side which is 
near to the lower explosion limit (LEL). In contrast to it, as the concentration of the diethyl ether 
increases, a decrease in HSIT values is observed and the lowest HSIT values of diethyl ether are seen in 
the fuel rich mixture side. 

 

Table 4: Results of CS2 and diethyl ether for a plane and convex shaped heating surface at different 

concentrations of the flammable mixture and different orientations of the heating body. 

Concentration 

(% by volume) 

HSIT 0° 

(°C) 

HSIT 45° 

(°C) 

HSIT 90° 

(°C) 

HSIT 135° 

(°C) 

HSIT 180° 

(°C) 

1.4% of 

CS2 

Plane 146 194 Cold flame Cold flame Cold flame 

Convex 159  159 156 184 190 

1.7% of 

CS2 

Plane 153 198 211 204 153 

Convex 166 167 166 193 200 

2% of 

CS2 

Plane 166 212 223 210 164 

Convex 174 177 175 202 210 

3% of 

CS2 

Plane 198 234 251 240 192 

Convex 200 200 197 232 238 

4% of 

CS2 

Plane 223 259 272 266 221 

Convex 222 221 219 252 259 

6.5% of 

CS2 

Plane 273 301 Not measured Not measured Not measured 

Convex 272 270 Not measured Not measured Not measured 

5% of 

diethyl ether 

Plane 245 274 289 279 273 

Convex 237 Cold flame 234 Cold flame Cold flame 

6.5% of 
diethyl ether 

Plane 242 270 279 274 264 

Convex 236 236 232 250 257 

8% of   

diethyl ether 

Plane 241 257 274 266 260 

Convex 235 235 232 248 256 

18% of 

diethyl ether 

Plane 235 Not measured Not measured Not measured Not measured 

Convex 232 Not measured Not measured Not measured Not measured 
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The lowest HSIT of CS2 (1.4% by volume) is 146 ± 3 °C for the plane heating body and 156 ± 3 °C for 
the convex shaped heating body. The lowest HSIT of diethyl ether (18 % by volume) is 235 ± 3 °C for 
the plane heating body and 232 ± 3 °C for the convex shaped heating body. In both cases, the difference 
between lowest HSIT and standard AIT is more than 50 K. When the change in the concentration and 
orientation of the heating body is considered simultaneously, then there is a difference of more than 
150 K for CS2 and 100 K for diethyl ether. It clearly shows that change in orientation has a significant 
effect on HSIT values. For 1% by volume and 1.4% by volume of CS2, and for 5% by volume of diethyl 
ether, a cold flame has been generated as selected concentrations are close to their LEL. These cold 
flames are formed because of the degenerating branching chain mechanism. For diethyl ether, two-stage 
ignition is also possible in which first cold flame is generated and later converts into hot flames. 
Experiments with higher concentrations than 6.5% of CS2 and 8% of diethyl ether are not performed with 
this setup for safety reasons. 

The graph between HSIT (°C) and concentration (% by volume) of different flammable gases like CS2 
and diethyl ether for plane and convex shaped heating surfaces at different orientations is given in figure 
3. For CS2 in figure 3(a), when the plane heating surface is considered as an ignition source, the HSIT 
values for 0° and 180° orientation are almost similar. The HSIT values for 45° orientation are slightly 
similar to 135° orientation but higher than 0° orientation. The highest HSIT values are recorded for the 
90° orientation. HSIT difference between 0° and 90° orientation at a given concentration has remained 
above 50 K. When the convex shaped heating surface is considered as an ignition source, the HSIT 
difference between 0°, 45°, and 90° has an insignificant variation of 1 to 2 K only. The HSIT difference 
between 0° and 180° orientation has remained above 30 K. For both the heating bodies, as the 
concentration of the CS2 increases, a rise in HSIT values is observed and the highest HSIT values are 
observed near the stoichiometric concentration. At a particular orientation, there is a difference of more 
than 100 K from 1.4% to 6.5% by volume of CS2.  

 

 

(a)                                                                      (b) 

Fig. 3. HSIT (°C) vs Concentration (% by volume) diagram for plane and convex shaped heating surfaces 

at different orientations for (a) CS2; (b) Diethyl ether. 
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For diethyl ether in figure 3(b), when plane heating surface is considered as an ignition source, the lowest 
HSIT values are seen at 0° orientation and highest values are seen at 90° orientation. The HSIT difference 
between 0° and 90° orientation is more than 40 K.  When convex shaped heating surface is considered 
as an ignition source, the HSIT values at 0°, 45°, and 90° is almost similar and the HSIT difference 
between 90° and 180° has remained above 20 K.  For both the heating bodies, the change in 
concentrations of diethyl ether has less influence on HSIT because for a large range of concentrations 
(3.4% to 18% by volume) the HSIT vary less than 10 K. In our experiments, ignition was difficult to 
occur below the stoichiometric mixture (3.4% by volume) of diethyl ether. We observed HSIT values 
slightly decrease from 3.4% to 10% by volume. For later concentration from 10% to 18% by volume, the 
plateau region is formed. HSIT of both the flammable gases at any particular concentration and 
orientation for the plane heating surface is higher than the convex shaped heating surface due to change 
in the pattern of convective flow on the heating surface and change in the area of the stagnation zone.  

A graph is drawn to study the effect of the orientation of the plane and convex shaped heating surface at 
a particular concentration for CS2 (2% by volume) and diethyl ether (6.5% by volume) as given in figure 
4. The curves are of fifth order polynomial. For a plane heating surface, lowest HSIT values are obtained 
at 0° position and when the angle of rotation of the heating surface gradually increased from 0° to 90° 
position, an increase in the HSIT value is observed and as the heating body is further rotated from 90° 
position to 180° position, a decrease in the HSIT is observed. So, it is concluded that the highest HSIT 
values are obtained at 90° orientation of the plane heating surface. For a convex shaped heating surface, 
the HSIT value of 0°, 45°, and 90° is slightly look alike, and then, HSIT increases from 90° to 180° 
orientation. So, the highest HSIT values are observed at 180° orientation of the convex shaped heating 
surface. 

 

 

Fig. 4. HSIT (°C) vs Orientation of the heating body (0°, 45°, 90°, 135°, and 180°) for 2% concentration 

of CS2 and 8% concentration of diethyl ether (C4H10O) for plane and convex shaped heating bodies. 

 

The temperature-time curve for 2% by volume of CS2 for 0° orientation of the convex shaped heating 
body is given in figure 5. The total time of ignition is 2.64 s. Ignition occurs on the top of the heating 
body and it is detected firstly by thermocouple 6 which is 1 mm above the heating surface. 
Thermocouples 1, 3, and 6 lies in the convective flow field during the ignition process. So, a rise at these 
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thermocouple temperatures is observed. The stagnation zone and residence time is higher for 0° 
orientation of the convex shaped heating surface. So, we observe the lowest HSIT values at this 
orientation. Temperature-time curve for 6.5% by volume of diethyl ether for 90° orientation of the plane 
heating body is given in figure 6.  

 

 

 0 s                     0.22 s                      0.56 s                      1.06 s                    2.42 s  

     
Fig. 5. Temperature (°C) vs Ignition time (s) diagram of 2% by volume of CS2 with synchronized films 

for 0° orientation of the convex shaped heating body. 

 

 
          0 s                         0.2 s                          0.4 s                        1.32 s                  2.82 s 

     
Fig. 6. Temperature (°C) vs Ignition time (s) diagram of 6.5% by volume of diethyl ether with 

synchronized films for 90° orientation of plane heating body. 
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The total time of ignition is 3.28 s. The flow is similar to 0° position but interrupted by the vessel walls. 
Therefore, the flow changes its direction and flows along the wall from left to right side of the vessel. 
The start of ignition is detected at thermocouple 10 which is located at the upper left end of the heating 
surface. The stagnation zone area is least for 90° position of plane heating surface than any other position. 
So, it requires a high temperature to start the ignition process. Hence, higher HSIT values are recorded 
for 90° orientation of the plane heating body. In contrast to it, lower HSIT values are obtained at 90° 
orientation of the convex shaped heating body due to the formation of a larger thermal stagnation zone 
at the upper left side of the convex heating body. 

4. Conclusions 

The outcomes of this experimental work are very helpful to know the hot surface ignition temperature 
(HSIT) of CS2 and diethyl ether at five different orientations (0°, 45°, 90°, 135° and 180°) of the plane 
and convex heating body. The effect of orientation on the HSIT values and the effect of convective flow 
inside the vessel is investigated. The lowest HSIT of CS2 (1.4 % by volume) is 146 ± 3 °C and the lowest 
HSIT of diethyl ether (18 % by volume) is 232 ± 3 °C. In both cases, the difference between the lowest 
HSIT and standard AIT is more than 50 K.  The minimum HSIT values are on the fuel lean mixture side 
for CS2 and fuel rich mixture side for diethyl ether. When 90° orientation is considered, the highest HSIT 
values are obtained for a plane heating surface and the lowest HSIT values are obtained for a convex 
heating surface than any other orientation. So, this drastic change in HSIT shows the significance of the 
natural convective flow pattern inside the vessel with the change in heating surface shape. In most cases, 
when the plane heating surface is considered as an ignition source, it has higher HSIT values than the 
convex shaped heating surface. So, it is better to prefer plane surfaces over convex surfaces for the 
equipment in industries to avoid accidental ignition at low temperatures.   
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Abstract 

In this study, the dependence of minimum ignition energies (MIE) on ignition geometry, ignition 

source radius and mixture composition is investigated numerically for methane/air and isooctane/air 

mixtures. Methane and isooctane are both important hydrocarbon fuels, but differ strongly with 

respect to their Lewis numbers. Lean isooctane air mixtures have particularly large Lewis numbers. 

The results show that within the flammability limits, the MIE for both mixtures stays almost constant, 

and increases rapidly at the limits. The MIEs for both fuels are also similar within the flammability 

limits. Furthermore, the MIEs of isooctane/air mixtures with a small spherical ignition source increase 

rapidly for lean mixtures. Here the Lewis number is above unity, and thus, the flame may quench 

because of flame curvature effects. The observations show a distinct difference between ignition and 

flame propagation for iso-octane. The minimum energy required for initiating a successful flame 

propagation can be considerably higher than that required for initiating an ignition in the ignition 

volume. For iso-octane with a small spherical ignition source, this effect was observed at all 

equivalence ratios. For iso-octane with cylindrical ignition sources, the phenomenon appeared at 

lower equivalence ratios only, where the mixture’s Lewis number is large. For methane fuel, the effect 

was negligible. The results highlight the significance of molecular transport properties on the decision 

whether or not an ignitable mixture can evolve into a propagating flame.  

Keywords: Ignition energy, spark ignition, detailed chemistry  

 

1. Introduction 

Flame initiation is one of the essential problems in combustion processes. It is either desired, e.g., in 

gasoline engines, or one seeks to prevent it, like in explosion-critical environments. In both cases, 

understanding details of the flame initiation and early flame propagation can help for improving 

processes. In IC engines, this understanding allows for improved designs with better fuel efficiency 

and lower emission. Thus, the investigation of flame initiation is especially important for combustion 

engines. 

It is well known that for a successful induced ignition, a minimum ignition energy (MIE) is needed 

to achieve high temperatures of the fuel-air mixture in the ignition volume to allow fast chemical 

reactions to commence. This leads to the formation of a flame kernel, which then might give rise to 

further propagation of a self-sustained flame. In the past, the dependence of MIE on the pressure, 

initial temperature, mixture stoichiometry and ignition source volume for different fuels has been 

investigated (see e.g. Maas et al., 1988, Frendi et al., 1990, Lewis et al., 1987). There are two 

possibilities after a certain amount of external energy is deposited: the spherical flame propagates 

outwardly and finally becomes a planar flame or the flame quenches.  

The flame initiation and early propagation of the simpler fuels like hydrogen or methane is well 

studied. For isooctane, an important component and model fuel for gasoline, less studies are available. 

Beside its practical significance, the case of induced ignition in iso-octane/air mixtures is also 
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interesting from a more fundamental viewpoint, because at least two physical or chemical aspects of 

this fuel are more complicated than for CH4. The Lewis number (see e.g. Mills et al., 1993) of 

isooctane/air mixtures is very different from that of methane/air mixtures: while the Lewis number 

for methane/air mixtures is overall close to 1 at atmospheric pressure and room temperature (Clarke, 

2002), the Lewis number of isooctane/air mixtures varies from under unity at rich condition to 3 for 

lean mixtures (Takashi et al., 2006, Abdel-Gayed et al., 1985). Also, iso-octane as a higher 

hydrocarbon features a more complicated chemistry during its oxidation compared methane; also in 

this behavior, iso-octane is closer to most practical gasoline-type fuels than methane.      

This work aims to investigate the MIEs for methane and isooctane with different fuel compositions 

(throughout the flammable range), different ignition source geometries (spherical and cylindrical) and 

different ignition source sizes (0.5 mm to 3 mm) at 1 bar and 298K, in order to find out the ignition 

properties of the two fuels, and to better understand how the interplay of chemical reaction and 

transport effects (in particular, species diffusion and heat conduction) affect the ignition process. It 

uses numerical simulations, involving a detailed treatment of chemical reactions and molecular 

transport effects, for this.     

2. Numerical Method 

Model simulations of flame initiation were performed using the in-house code INSFLA (Maas et al., 

1988). This code computes the temporal evolution of combustion processes in one-dimensional 

geometries, considering detailed chemistry and detailed molecular transport.  

The simulations use a domain which depends on one spatial variable r; this can describe cylindrically 

symmetric domains with infinite extent in axial direction and spherically symmetric domains. 

Simulations are initialized with a compositionally and thermally homogeneous fuel/air mixture at 

some predefined initial conditions. The combustion processes are calculated based on the assumption 

of constant pressure (1 bar), and the initial temperature was set to a homogeneous profile with 298 K. 

The air used in this study has a composition of 21% O2 and 79% N2 by mole. The investigated fuel 

compositions are varied within an interval that includes the flammability limits (from Φ = 0.46 to Φ 
= 1.86 for methane/air mixtures and from Φ = 0.77 to Φ = 4.57 for isooctane/air mixtures).  
Starting from t = 0, an energy source term is applied for a duration (ignition duration) of 10-4 s in a 

region (whose size is defined by the ignition radius 𝑟𝑠) at the inner domain boundary (r = 0). In the 

following, this region will be referred to as ignition kernel. We considered both spherical and 

cylindrical ignition kernels. For each ignition geometry, several ignition radii (ranging from r = 0.5 

mm to r = 3 mm) were investigated. 

In order to compare the MIE between different ignition geometries and ignition radii, the minimum 

ignition energy density 𝑞 is used, defined as  𝑞 = 𝐸𝑉𝑆 

Here E is the ignition energy and 𝑉𝑆 is the ignition kernel volume.  

For spherical geometry, E is the total energy deposited at the center of the gas mixture, E is in J. 

The energy density is 𝑞 = 𝐸𝑠𝑝ℎ43 𝜋𝑟𝑠3 . 
For cylindrical geometry (infinite cylinder, Maas et al. 1988), E is the deposited energy per length 

of the infinite cylinder, and has a unit of J/m. So we only need to divide E by the circle area in order 

to calculate the energy density 𝑞 = 𝐸𝑐𝑦𝑙𝜋𝑟𝑠2 . 
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The computational domain size for 𝑟𝑠 ≤ 1 mm was set to 0.01 m, while for 𝑟𝑠 > 1 mm, it was set to 

0.05 m. Thus, there was sufficient space to make sure the outer boundary of the domain did not affect 

the ignition process and early phase of flame propagation.    

Premixed methane/air mixtures and isooctane/air mixtures were used as fuels in this present study. 

We used the GRI 3.0 mechanism with 53 species and 325 reactions to describe the detailed chemical 

kinetics of methane (Smith et al., 2004). A semi-detailed chemical kinetics model for Toluene 

Reference Fuels (TRF) with 137 species and 633 reactions is used, which also contains chemistry for 

iso-octane (Andrae et al., 2008).  

Running the code delivers spatiotemporal profiles of temperature and species. Temperature profiles 

are analysed to decide between flame propagation and flame extinction. For example, fig.1 shows the 

temperature profiles for the case of a successful ignition (diagram (a)), and also for an ignition failure 

(diagram (b)). As can be seen, in a successful ignition, the temperature in the center of the mixture 

rises and a flame kernel is formed; after some time, a self-sustaining flame starts to propagate 

outwards. On the other hand, in an ignition failure, the heat is conducted to the surroundings, and the 

the temperature at the center finally decreases back to 298 K.  

 

Isooctane, Φ = 1.6, spherical geometry, rs = 2 mm 

  

(a) The temperature history for the case of a 

successful ignition. (Isooctane/air mixture, 

Φ = 1.60, spherical geometry, 𝑟𝑠  = 2 mm, 

q = 5.74×105 J/m3) 

(b) The temperature history of an ignition 

failure. (Isooctane/air mixture, Φ = 1.60, 
spherical geometry, 𝑟𝑠 = 2  mm, q = 5.77×105 

J/m3) 

Fig.1 The temperature history of a successful ignition and an ignition failure 

 

3. Results and discussion 

3.1 Minimum ignition energies for methane/air mixtures and isooctane/air mixtures 

Fig. 2 shows the results of minimum ignition energies in dependence on the equivalence ratio 𝜙, with 

spherical ignition source for both fuels. In the diagrams, a normalized equivalence ratio 𝜙𝑛 was used, 

which allows showing the rich (𝜙 > 1, 𝜙𝑛 > .5) and lean (𝜙 < 1, 𝜙𝑛 < .5) side of the flammable 

range in a nearly symmetric fashion (Law, 2010): 

𝜙𝑛 =  𝜙1 + 𝜙 . 
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Spherical Ignition Source 

  
Methane/air Iso-octane air 

Fig. 2. Minimum ignition energy densities in dependence on the equivalence ratio with a 

spherical ignition source for two ignition radii (rs = 0.5 mm and rs = 1 mm) for methane/air and 

isooctane/air mixtures.  

Within the flammability limits, the minimum ignition energy densities are comparable for both 

mixtures. This agrees with the results from Moorhouse (1974). For both mixtures, with a relatively 

large spherical ignition source (𝑟𝑠  = 1 mm), the minimum ignition energy density is almost constant 

within the flammability limits. It increases rapidly near the upper and lower flammability limits. This 

“U-shape” ignition energy density agrees with former studies (see e.g. Moorhouse et al., 1974). For 

both fuels, the ignition energy densities for smaller ignition radii 𝑟𝑠 are higher than for large 𝑟𝑠. For 

smaller radii, we observe a notable dependence of MIE on the equivalence ratio also within the 

flammable range; compare the essentially “flat” curve described by the red points (𝑟𝑆 = 1 mm) in 

Fig. 2 with the more variable dependence outlined by the blue points (𝑟𝑆 = 0.5 mm).  

For isooctane/air mixtures, the MIE increases slightly with increasing equivalence ratio from 𝜙𝑛 = 

0.62 to 𝜙𝑛 = 0.8 (𝜙 = 1.60 to 𝜙 = 4), after that, the MIE increases faster when it approaches the upper 

flammability limit. On the other hand, at the lean side, the MIE starts to increase from 𝜙𝑛 = 0.6 (𝜙 = 

1.5). Here the effective Lewis number is above unity, and the Lewis number increases when the 

equivalence ratio decreases, which makes the minimum ignition energy density especially sensitive 

to the equivalence ratio. The spherical flame is positively stretched by the outward propagation, the 

heavy molecules will diffuse to the region with lower temperature. Thus the flame is weakened and 

perhaps eventually quenches by the stretch effect (Law, 2010, Xin et al., 2012, Han et al., 2015). It is 

also observed that stoichiometric isooctane/air mixtures with a small spherical ignition source cannot 

be ignited no matter how large the ignition energy is. This phenomenon will be further discussed in 

section 3.2. 

The results of the minimum ignition energy densities in dependence on the equivalence ratio with a 

cylindrical ignition source, shown in fig. 3, are similar to the case of spherical ignition: the minimum 

ignition energy density is nearly independent of the equivalence ratio within the flammability limits 

and increases near the limits. The minimum ignition energy densities are higher for smaller ignition 

radius. Some differences are observed, though. The increase of minimum ignition energy at the 

flammability limit is lower with cylindrical geometry than with the spherical geometry. The rapidly 

increasing minimum ignition energy for lean isooctane/air mixture is less pronounced for the 

cylindrical geometry. This can be attributed to the effect of strongly different diffusivities of the fuel 
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and oxidizer, like it is present for iso-octane/air mixtures, in conjunction with different stretch rates 

for spherical and cylindrical flames.  

 

Cylindrical Ignition Source 

  
Methane/air Iso-octane air 

Fig. 3. Minimum ignition energy densities in dependence on the equivalence ratio with a 

cylindrical ignition source for two ignition radii (rs = 0.5 mm and rs = 1 mm) for methane/air 

and isooctane/air mixtures.  

 

The stretch rate is defined as the ratio of the time derivation of the area of an infinitesimal element of 

the flame surface to the area itself. For outwardly propagating spherical flames (spherical flames that 

propagate in direction of larger radii), the stretch rate is  

 𝜅 =  2𝑅𝑓 𝑑𝑅𝑓𝑑𝑡  

 , 

and for outwardly propagating cylindrical flames, it is   

 𝜅 =  1𝑅𝑓 𝑑𝑅𝑓𝑑𝑡  

where 𝑅𝑓 is the flame radius (Law, 2010). This indicates a smaller stretch rate for cylindrical flames 

than for spherical flames, and thus a less pronounced influence of flame front curvature.  

 

3.2 The curvature effect on minimum ignition energy for isooctane/air mixture 

To further understand the rapid increase of minimum ignition energy density for isooctane/air 

mixtures from 𝜙 = 1.5 (𝜙𝑛 = 0.6) to lean mixtures with spherical geometry, the profiles of CO2 and 

CHO are investigated. The values of CHO (CO2) in Fig.4 are given as specific mole numbers, i.e., as 

the ratio of mass fraction wi and molar mass Mi of the species:  𝑌𝑖 =  𝑤𝑖𝑀𝑖 , 𝑖 =  CHO, CO2. 
The profiles of CO2 are used to assess to which extent the gas mixture in the ignition volume is already 

burned; CO2 is thus used as a kind of reaction progress indicator. Note that the temperature, which in 

other situations can serve as a reaction progress marker, is unsuitable for the purpose here because it 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

998



 

is affected not only by reaction, but also by the external energy source. The profiles of CHO are used 

as representatives for the heat release rate. Large values of CHO indicate regions of large chemical 

reaction rates, thereby outlining the approximate position of the flame front (Paul et al., 1998). 

 

Stoichiometric Isooctane/Air Mixture with Larger Spherical Ignition Source 

  

  

q = 5.37×105 J/m3 , E = 18.00 mJ  q = 5.39×105 J/m3, E = 18.05 mJ 

Fig. 4. CHO and CO2 profiles for stoichiometric isooctane/air mixture with spherical ignition 

source (𝑟𝑠 = 2 mm), with no successful ignition (left) and successful ignition (right). Note the 

different scales on the y-axis for both CO2 and CHO on the left vs. right side. 

 

For the mixture shown in Fig. 4, the minimum ignition energy density is q = 5.39×105 J/m3. It is 

clearly seen that with an ignition energy density q = 5.37×105 J/m3 only a very limited amount of CO2 

is formed (about 10-3, which means the mass fraction of CO2 is about 0.0044%), which means the 

energy is not enough to ignite the mixture in the ignition volume. However, with q = 5.39×105 J/m3, 

we can see the formation of CO2 and the propagation of the flame. 

On the other hand, the stoichiometric isooctane/air mixture with an ignition source 𝑟𝑠 = 1 mm behaves 

differently, as is shown in Fig.5. 
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Stoichiometric Isooctane/Air Mixture with Smaller Spherical Ignition Source 

  

  

(a) (b) 

Fig. 5. The CHO and CO2 profiles for stoichiometric isooctane/air mixture with spherical ignition 

source (𝒓𝒔 = 1 mm) with source energy of: (a) q = 7.88×105 J/m3 (E = 3.25 mJ), no flame 

propagation and (b) q = 8.00×105 J/m3 (E = 3.35 mJ ), flame propagation  

 

Here the minimum ignition energy density is 8.00 × 105 J/m3. In contrast to the results of 𝑟𝑠 = 2 mm, 

where no ignition was found below the minimum ignition energy, here, even when the source energy 

density is 7.88 × 105 J/m3 (below the MIE), the mixture in the ignition volume is still ignited. During 

the first 2 ms, the CO2 formation and the propagation of the peak of CHO are very similar. But when 

the reaction front (as identified by the peak of CHO) has moved about 2 mm away from the ignition 

source, the flame quenches. The ignition energy density q = 7.88 × 105 J/m3 is therefore enough to 

generate a flame kernel, but the flame cannot further propagate.  

We define the distance between the CHO peak and the left boundary of the calculation domain (r = 

0) as the flame radius. The evolution of this for the different cases is shown in fig. 6. The propagation 

and extinction of the flame is clearly seen in Fig. 6. For the ignition source radius rs = 2 mm, when 

the ignition energy density increases, the temperature in the center also increases, when there’s 
enough energy for the ignition of the mixture in the ignition volume, the flame is formed and can 

propagate. On the other hand, for the ignition source radius rs = 1 mm, even if the mixture in the 

ignition volume can be ignited and a flame is formed, the flame will quench if the ignition energy is 

not high enough. 

Proceedings of the 13th Symposium International Symposium 
on Hazards, Prevention and Mitigation of Industrial Explosions DOI: 10.7795/810.20200724

1000



 

r = 2 mm 

  

r = 1 mm 

  

r = 0.5 mm 

  

Fig. 6. Temporal development of the flame radius and of the maximal temperature for  

stoichiometric isooctane/air mixtures with a spherical source rs = 2 mm (top) rs = 1 mm (middle) 

and rs = 0.5 mm (bottom). 
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According to He (2000) and Kelley et al. (2008), a critical flame radius exists. For a positively 

stretched spherical flame, if the flame can reach this critical radius, then the flame can further 

propagate. Otherwise the flame quenches. Hence for smaller ignition radii, more energy is needed to 

reach the critical radius. 

In Fig.6, we can clearly see this critical radius (about 0.0025 m) for smaller ignition sources. For         

rs = 1 mm, if the ignition energy density q is 7.88 × 105 J/m3, the flame will propagate to a radius 

about 2.2 mm, which is smaller than the critical radius, and then quenches. If the ignition energy 

density q is even smaller than 7.88 × 105 J/m3, the flame quenches at even smaller radii. On the other 

hand, if the ignition energy density is a little bit higher and reach the minimum ignition energy 

density, the flame can reach the critical radius and further propagate. 

This can also explain why the stoichiometric isooctane/air mixture cannot be ignited with a spherical 

source 𝑟𝑠  = 0.5 mm. As is shown in Fig.6, the temperature in the center increases up to 8000K, and 

the initiated flame still cannot reach the critical flame radius for stoichiometric isooctane/air mixture. 

As a result, the flame quenches and the rest of the mixture remains unignited. 

3.3 The dependence of minimum ignition energies on the ignition radius for isooctane/air 

mixtures 

 

Fig. 8. The dependence of minimum ignition energy on ignition radius for stoichiometric 

isooctane/air mixture with spherical ignition source 

Fig. 8 shows the dependence of minimum ignition energy densities on the ignition radius for 

stoichiometric isooctane/air mixtures with spherical ignition sources. As discussed in section 3.2, for 

mixtures like stoichiometric isooctane/air with Le>1, the flame kernel must reach a certain radius for 

a successful flame propagation (He, 1999, Kelley et al. 2008). Results show that if 𝑟𝑠 > 1.5 mm, the 

minimum ignition energy densities for the flame initiation in the ignition volume and for a successful 

flame propagation are the same, and it decreases slightly when the ignition radius increases due to 

heat conduction becoming less important. This means that either the mixture can be ignited and the 

flame can propagate, or the energy is not enough to ignite the mixture at all. However, as 𝑟𝑠 < 1.5mm, 

a third region becomes more significant, where the energy is enough to ignite the mixture ignition 
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kernel, but not enough for the flame to propagate to the critical radius. The flame quenches because 

of the curvature effect at small flame radius. 

4. Conclusions 

In this study, the dependence of the minimum ignition energies (MIEs) on the fuel composition, the 

ignition source geometry and the ignition source size for methane/air mixtures and isooctane/air 

mixtures is investigated. 

The MIE vs. equivalence ratio diagrams for both fuels show “U”-shaped curves. Within the 

flammability limits, the MIE stays almost constant, and it increases rapidly at the limits. The MIEs 

for both fuels are also similar within the flammability limits. 

However, for isooctane/air mixture with Φ < 1.5, where the Lewis number is above 1 and further 

increases when the mixture gets leaner, the MIE is very sensitive to the change of equivalence ratio. 

For 𝑟𝑠 = 0.5 mm, even a stoichiometric mixture of isooctane/air cannot be ignited. The main reason 

for this is related to the curvature of the reaction zone: For small flame radii and the resulting large 

stretch rates, molecular diffusion has a strong effect on the evolution of the system. Strong gradients 

at the reaction zone cause large fluxes of species. The isooctane molecule cannot diffuse into the 

reaction zone at the same rate like oxygen; this leads to a local lack of fuel at the reaction zone, which 

in turn reduces the chemical source terms. This impedes a sufficiently fast propagation. This 

phenomenon is less pronounced for a cylindrical ignition kernel, because the stretch rate for a 

cylindrical flame is smaller and thus the curvature effect is smaller as in the spherical case.  

In contrast, for methane/air mixtures, even with small ignition radii this phenomenon mentioned 

above is not observed: if the energy is large enough for an ignition in the center, then the flame is also 

able to propagate. The curvature effect for methane/air mixture is negligible. 

Furthermore, we investigated the flame front propagation for spherical isooctane/air flames. Results 

show that for larger ignition sources, the mixture can either be ignited in the center and the flame is 

able to propagate, or the mixture cannot be ignited at all. On the other hand, with a smaller ignition 

source, it is possible that a flame is formed but then quenches. 

For 𝑟𝑠 > 1.5 mm, the minimum ignition energy densities for a flame initiation in the ignition volume 

and for a successful flame propagation are the same. Bur for 𝑟𝑠 <1.5mm, there’s a difference between 
the two minimum ignition energy densities. The difference becomes larger for smaller ignition radii. 
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