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Cover picture:
On the way towards a new kilogram definition. In the sphere interferometer, 
the diameter of the silicon sphere lying in the center is measured extremely accurately. 
Source: PTB
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Today, we can already say with certainty that the 
autumn of 2018 will earn an entry in the history 
books of science. And perhaps it will be more than 
just the history of science that takes note of this 
event, but the history of civilization itself.

For it is in the autumn of 2018 that an under-
taking will be signed and sealed that is the sum 
total of years and even decades of work at national 
metrology institutes in the very highest art of 
measurement: a fundamental revision of the Inter-
national System of Units (Système international 
d’unités, or SI for short).

The new definition of the SI (base) units is so 
fundamental in nature that it is not an exagger-
ation to call it a paradigm change. Instead of a 
small, selected number of base units (with all of 
their obsolete, arbitrary and idealized notions), it 
is a set of fundamental constants that will deter-
mine the world’s measurements from that point 
on. In contrast to all material measures, such 
constants represent those “objects” that are truly 
immutable.

In the system that comprises the units currently 
in use, the values of the fundamental constants are 
specified – leading to the remarkable situation that 
the values of the fundamental constants are in a 
permanent state of flux, since our measurement 
capabilities are reflected in these values. Begin-
ning in the autumn of 2018, this relationship will 
become inverted: from the specified values of the 
fundamental constants, the units will be derived 
as an inference. Provided that the fundamental 
constants are truly constant, our system of units 
will then have the most solid and reliable foun-
dation conceivable. The units will be universal, 
in the literal sense of the word: in principle, it 
will be possible to apply them throughout the 
entire universe. To put it simply, even a Martian 
could then understand what a kilogram is (a feat 
that, currently, is not possible, unless we send 
the Martian the prototype of the kilogram – the 

“metrologically holy” piece of metal from the safe 
of the International Bureau of Weights and  
Measures in Sèvres, France).

The notion of defining the units in such a 
universal way is not a new one, but was born in 
the closing decades of the 19th century. As early 
as 1870, James Clerk Maxwell was concentrating 
more on atomic quantities to provide a definition 
of the units:

“If, then, we wish to obtain standards of length, 
time, and mass which shall be absolutely perma-
nent, we must seek them NOT in the dimensions, 
or the motion, or the mass of our planet, but in 
the wave-length, the period of vibration, and the 
absolute mass of these imperishable and unalter-
able and perfectly similar molecules.”

Address to the Mathematical and Physical  
Sections of the British Association

Foreword

Jens Simon*

* 	 Dr. Dr. Jens Simon, 
PTB Press and Infor-
mation Office; e-mail: 
jens.simon@ptb.de

EXPERIMENTS FOR THE NEW SI

James Clerk  
Maxwell, 1870
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In certain scientific circles, particularly the field of 
theoretical physics, Planck’s natural units actually did 
gain prominence, albeit more as a theoretical pursuit 
and not as practical units. 

By contrast, the revision of the International 
System of Units that is currently under negotiation 
does indeed envisage being suited for daily use; it 
will also live up to this aspiration, not least because – 
on the basis of the new definitions – the realization 
and dissemination of the units can (in principle) be 
continuously improved. No technological barriers of 
any kind will be inherent in the new system of units.

In this respect, the new system of units that is 
planned represents a milestone in the history of 
science – as well as in the history of technology in 
the foreseeable future after the new definition takes 
effect. Yet, due to its universal validity, the new 
system represents considerably more than this: it is 
a milestone in the history of civilization itself. From 
the Middle Ages until well into the 18th and 19th 
centuries, the units were decreed by the sovereign 
of a country, and used regionally for the most part. 
With the French Revolution at the close of the 18th 
century came the abandonment of feet, ells and 
miles, lines, fathoms and rods in favor of a measure 
wrested from the planet Earth – the meter was born, 
and with it came the kilogram. The Metre Conven-
tion and its Member States put these units into use 
throughout the world. Today, our life on this planet 
is characterized by a single, uniform measuring 
system (with a few exceptions). In 2018, the step will 
be taken that reaches beyond our little planet: The 
units are about to cast aside their anthropomorphic 
mantle, and I am certain that they will not freeze, 
but instead enjoy their new freedom.

After Maxwell, it was above all the great Max 
Planck who made use of “Constanten” (constants) 
when he formulated his law of radiation:  

“On the other hand, it should not be without 
interest to say that the use of the two [...] constants 
a and b offers the possibility of establishing units 
for length, mass, time and temperature which 
necessarily maintain their significance for all times 
and for all cultures (this also includes extraterres-
trial and non-human cultures) – independent of 
special bodies and substances – and which can, 
therefore, be called “natural mass units.”

Ann. Physik 1, 69 (1900)

Max Planck, 1901

Planck Units

If fundamental constants are multiplied and divided by each other in such a way that a  
dimensional observation yields length, time and mass, then Planck units are thereby defined:

Planck mass 	 m c
GP =
 	= 2.176 ∙ 10–8 kg

Planck length 	 l G
cP =


3 	 = 1.616 ∙ 10–35 m

Planck time 	 t
l
cP
P=  	 = 5.391 ∙ 10–44 s

Planck temperature	 T
m c

kP
P�
� 2

	= 1.417 ∙ 1032 K

Conversely, if the natural constants are expressed in these Planck units,  
they assume the numerical value of 1.

h = Planck’s constant

c = speed of light

G = gravitational constant (“Big G”)

k = Boltzmann constant
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A Paradigm Change in the  
International System of Units (SI)

Rainer Scharf*, Thomas Middelmann**

*	 Dr. Rainer Scharf, 
science journalist, 
e-mail: r.scharf@
rz-online.de

**	Dr. Thomas Middel-
mann, Semiconduc-
tor Physics and Mag-
netism Department, 
e-mail: thomas.
middelmann@ptb.de

The significance of measurement

Measurement is one of the foundations of our 
modern-day civilization. It is a key prerequisite of 
trade, technology and science – fields that demand 
ever more precise and reliable measurement 
procedures. During measurement, the existing 
state of a quantity is compared to a reference state 
that is made available by means of a measurement 
standard such as the prototype of the kilogram. In 
order to ensure that different measurements can be 
compared to one another, a binding agreement on 
a suitable reference quantity is necessary.

These reference quantities are the units in which 
measurements take place. The “binding agree-
ment” illustrates the legal nature of the units, as 
they can fulfill their purpose only if they are used 
in the same way at all times.

The result of the measurement of a quantity Q 
is the product of a numerical value {Q} and a unit 
of measurement [Q]. By virtue of geometric and 
physical laws, many correlations exist between 
different physical quantities; for this reason, the 
way in which we select their units of measurement 
cannot be totally arbitrary. In fact, many units can 
be derived from other units. For example, the liter, 
the unit of volume, cannot be independent of the 
meter, the unit of length – and the newton, the 
unit of force (1 N = 1 kg m s–2), cannot be defined 
independently of the kilogram, the meter and the 
second.

In the International System of Units (French: 
Système international d’unités, SI), the units that 
are used to measure all known physical quanti-
ties can be derived from the seven base units: the 
meter, the second, the kilogram, the ampere, the 
kelvin, the mole and the candela. These units, 
which the SI is based on, do not form a basis in 
the mathematical sense of an orthonormal system. 
Instead, the fundamental units (the meter, the 
second, the kilogram and the ampere) are used 
side by side with the practically oriented units 
(the kelvin, the mole and the candela); in princi-
ple, this latter group could also be expressed by 
means of the fundamental units. The reasons for 

selecting these base units are primarily practical 
in nature, as the SI serves to facilitate communi-
cation between different groups such as retailers, 
consumers, engineers and researchers. Thus, 
the selection of a particular base unit may seem 
useful to one group and strange to another, but 
the SI endeavors to reconcile these divergent 
interests.

At present, the base units are defined in various 
ways. The reference quantities used include 
artifacts (the kilogram), idealized measurement 
regulations (the ampere), material properties 
(the kelvin and the mole), defined factors (the 
candela) and physical constants (the second and 
the meter). If one of these quantities changed 
(as, for example, appears to be happening with 
the international prototype of the kilogram), the 
correlations given by the physical constants would 
seemingly have to change as well – leading to 
preposterous consequences.

For this reason, it is more meaningful to make 
use of invariable correlations between different 
(physical) constants in order to define the refer-
ence quantities. A fundamental revision of the SI 
to achieve this very goal is due to be completed in 
the near future. Now that the second, the meter 
and the candela have already been defined by 
means of fixed (physical) constants, the intent 
of the new SI is to also define the kilogram, the 
ampere, the kelvin and the mole by linking them 
to one another by means of such constants.

Units through the ages

The history of measurement goes back a long way. 
As early as the dawn of the Classical era, weights, 
lengths and time were measured, although the 
measurement units used were obvious-seem-
ing ones. Thus, weights were measured in grain 
kernels and lengths in inches or ells, while time 
was measured according to the diurnal passage 
of the sun. In most cases, different units were 
used in different territories. For example, in the 
different small territorial states which comprised 
Germany at that time, dozens of ells (cubits) 
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Paris, while the prototype of the kilogram corre-
sponds to the mass of one liter or cubic decimeter 
of water at a temperature of 4 °C. [1]

In 1799, both of these “revolutionary” artifacts – 
the prototypes of the meter and the kilogram – 
became the “measures of all things” in France; 
ultimately, in 1875, they formed the foundation 
of an international agreement within the scope 
of the Metre Convention. Under this agreement, 
17 countries joined together with the goal of 
establishing and ensuring the further development 
of uniform measures. In addition to France, the 
17 founding Member States of the Metre Conven-
tion included the German, Russian and Ottoman 
Empires and the United States. In the years that 
followed, other countries were added, such as 
Great Britain in 1884 and Japan in 1885. [2]

As of 17 August 2016, the Metre Convention has 
58 Member States, and an additional 41 countries 
and international organizations are associated 
members. Yet the use of metric units has not yet 
gained acceptance in all of the Member States – 
such as in the United States, where length, mass 
and temperature continue to be measured in miles, 
ounces and degrees Fahrenheit.

The Metre Convention led to the establishment 
of the following three organs:

of different lengths existed, 
ranging from 40.38 cm in 

Erfurt to 79.90 cm in 
Munich. Merchants 

who were familiar with 
these ells and who 
were skilled at con-
verting them could 
use this situation 
to their advantage. 

Until the 18th century, 
little about this matter 

changed. Yet, in the course 
of industrialization, with the 

emergence of manufacturing enter-
prises and the expansion of trade, the multitude of 
different measures of length resulted increasingly 
in trade barriers.

In 1789, the French Revolution brought a solu-
tion to these problems, as demands were raised 
that uniform measures be introduced in addition 
to the decimal system. This led to the birth of the 
meter and the kilogram; although both were based 
on artifacts, they nonetheless laid claim to being 
objectively and universally valid on Earth. Hence, 
the prototype of the meter embodies one ten-mil-
lionth of the distance from the North Pole to the 
Equator, as measured along the meridian through 

Figure 1:
Symbol of the Metre 
Convention and the 
International Bureau 
of Weights and Mea-
sures (BIPM).

Figure 2:
Structural diagram of 
the institutions/organs 
established by the  
Metre Convention.
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The idea of the old and the new SI

In the new SI, the seven base units are 
defined by determining seven “defining con-
stants” that contain these units. Instead of 
using artifacts, as is still the case today in the 
definition of the kilogram, these constants 
provide an “anchor” for the SI and form its 
new basis. The dimensional relationships 
of the SI units among one another will be 
preserved, and it will be possible to form 
all of the units by multiplying or dividing 
the “base constants” by a prefactor. The 
prefactor in each case is derived from the 
numerical values determined for the base 
constants concerned. Needless to say, all of 
the units can still be formed from the base 
units as well; however, it is the underlying 
base constants which are the actual points of 
reference.

The International System of Units (SI) was 
established between 1948 and 1960 and dubbed 
the Système international d’unités, or SI for 
short. Developed and established by the organs 
of the Metre Convention, the SI is based on 
the metric system. Its basic idea is to form all 
SI units solely by means of multiplication or 
division from a few base units (at first six, cur-
rently seven). The SI provides that only decimal 
factors are to be used; these factors are identi-
fied by means of corresponding prefixes such 
as “k” for “kilo”, meaning 1,000. The seven base 
units are: the second (s), the meter (m), the 
kilogram (kg), the ampere (A), the kelvin (K), 
the candela (cd) and the mole (mol). Each base 
unit contributes an additional “dimension” – 
i.e., an additional physical and metrological 
field – to the system of units.

i

CGPM:	 General Conference on Weights and Measures (Conférence générale des poids et mesures)
CIPM:	 International Committee for Weights and Measures (Comité international des poids et mesures)
BIPM: 	 International Bureau of Weights and Measures (Bureau international des poids et mesures)
CCs:	 Consultative Committees of the CIPM
DCMAS: 	Network on Metrology, Accreditation and Standardization for Developing Countries
JCGM: 	 Joint Committee for Guides in Metrology
JCRB: 	 Joint Committee of the Regional Metrology Organizations and the BIPM
JCTLM: 	 Joint Committee for Traceability in Laboratory Medicine

Explanations, Figure 2
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– a bar made out of platinum and iridium that had a 
special cross-section – was abandoned in favor of the 
definition of the meter as 1 650 763.73 wavelengths 
in vacuum of the radiation corresponding to a spe-
cific transition of atoms of the krypton-86 nuclide. 
In 1967, the second was defined in a similar way as 
the duration of 9 192 631 770 periods of the radiation 
corresponding to the transition between the two 
hyperfine levels of the ground state of the cesium-133 
atom.

Because the product of the frequency and the 
wavelength of a monochromatic electromagnetic 
wave in vacuum is equal to the speed of light c, 
the above definitions of the meter and the second 
are not independent of one another but linked via 
the physical constant c. The speed of light c was 
specified by measuring the period of time needed 
by light to traverse a reference distance. However, 
the limited precision with which the reference 
distance was measured determined how accurately 
c was specified. For this reason, the procedure was 
reversed in 1983: The speed of light was specified as 
299 792 458 m/s (the best measured value), and the 
length of a distance became determined by meas-
uring the period of time that light needs to traverse 
the distance.

Can units of measurement also be traced directly 
to physical constants? This question was pursued by 
the Irish physicist George Johnstone Stoney (1826–
1911) [4], who was a contemporary of Maxwell’s. In 
1874, Stoney devised a system of units that he based 
on three physical constants: The speed of light c, the 
gravitational constant G and the elementary charge e. 
From these constants, he obtained the unit of length 
G1/2e/c2 ≈ 10–37 m, the unit of time G1/2e/c3 ≈ 10–46 s 
and the unit of mass  
e/G1/2 ≈ 10–7 g. As is evident, Stoney’s units of 
length and time are much too short to be used in 
practice.

Max Planck [5] had a similar idea after discov-
ering (in 1900) the radiation law which would 
later bear his name and which contained two new 

1.	 The International Bureau of Weights and Mea-
sures (French: Bureau international des poids 
et mesures, BIPM) in Sèvres near Paris is the 
international center for units of measurement.

2.	 The General Conference on Weights and Mea-
sures (French: Conférence générale des poids et 
mesures, CGPM), held every four to six years 
at the BIPM and attended by delegates of all 
signatory states, is the highest committee of the 
Metre Convention.

3.	 The International Committee for Weights and 
Measures (French: Comité international des 
poids et mesures, CIPM) is an administrative 
committee which is subjected to the BIPM and 
meets every year at the BIPM.

Measuring by means of physical constants

The motto of the Metre Convention is “A tous les 
temps, à tous les peuples” – “for all men and all times”. 
Initially, the metric system failed to live up to this 
principle, as it drew on the size and rotational period 
of the Earth – factors subject to constant change – in 
order to define the fundamental units of the meter, 
the kilogram and the second. Yet, as early as 1870, 
the Scottish physicist James Clerk Maxwell (1831–
1879) [3] proposed using the invariable properties of 

atoms to define the 
measurement units 
for length, time 
and mass. Among 
these properties 
are the wavelength 
and frequency of a 
given emission line 
of an atom, as well 
as its mass.

This idea was 
taken up in 1960, 
when the proto-
type of the meter 

Figure 4: 
One of the national 
copies of the proto-
type of the meter; 
prototype #23 is 
kept in a safe at 
PTB as a museum 
piece.
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fundamental constants: Planck’s constant h and the 
Boltzmann constant kB. Planck founded his system 
of units on the four constants c, G, h and kB. From 
these constants, he derived (among other things) 
the unit of length (Gh/c3)1/2 ≈ 10–35 m, the unit 
of time (Gh/c5)1/2 ≈ 10–43 s and the unit of mass 
(hc/G)1/2 ≈ 10–5 g. Planck’s units of length and time, 
like Stoney’s, are also much too small for practical 
use.

Yet both Planck’s and Stoney’s “natural” units 
have two significant advantages: First, they are 
invariable, to the extent that the physical constants 
are truly constant. Second, they are universally 
valid, meaning that even an extraterrestrial civili-
zation with sufficient knowledge of physics could 
define them in the same way.

However, the fact that even standards that have a 
very good reproducibility and are of great practical 
importance can be directly traced to fundamental 
physical constants can be seen in the quantum Hall 
effect and the Josephson effect. Both are electronic 
quantum effects, meaning that they both involve 
the elementary charge e and Planck’s constant h.

By means of the quantum Hall effect, for whose 
discovery the German physicist Klaus von Klitzing 
was awarded the 1985 Nobel Prize in physics, 
electrical resistance can be measured with a very 
high degree of precision. This effect is observed 
in thin, current-carrying semiconductor layers 
that are exposed to a strong magnetic field. In this 
process, a voltage occurs which is perpendicular 
to the current flow; the voltage’s relationship to the 
current is characterized as the Hall resistance RH. 
This resistance can only take on specific, quan-
tized values: RH = RK/m, with an integral m and 
the von Klitzing constant RK = h/e2, which was 
defined in 1990 as the then-best measurement 
value RK–90 = 25 812.807 Ω. Electrical resistance 
can be measured by means of comparison to this 
standard. In this way, the unit of the ohm (Ω) can 
be directly traced to physical constants.

In 1973, British physicist Brian Josephson 
received the Nobel Prize for his prediction of 
the Josephson effect; with the aid of this effect, 
electric voltages of a precisely defined size can 
be generated. The Josephson junctions used for 
this purpose are two superconductor components 
that are separated from one another by means of 
a thin normal-conductor layer. If a microwave of 
the frequency f is irradiated onto such a junction, 
a direct current flows in this junction, as a result 
of which an electrical voltage U occurs between 
the two ends of the junction. Here, the follow-
ing applies: U = nf/KJ, with an integral n and the 
Josephson constant KJ = 2e/h. This constant was 
defined in 1990 as the then-best measurement 
value of KJ–90 = 483 597.9 GHz V–1. In this way, the 
unit of the volt (V) can be traced to the frequency 
of cesium by means of a frequency measurement.

Because the von Klitzing constant and the Joseph-
son constant were precisely specified as the values 
(measured in 1990) of RK–90 and KJ–90, respectively, 
the physical constants h and e were then also 
determined. Yet, in the SI that is valid today, these 
physical constants are merely quantities whose best 
measurement values have changed since 1990. For 
this reason, it is necessary to distinguish between 
the constants specified as RK–90 and KJ–90 on the one 
hand, which are not part of the current SI, and the 
quantities RK and KJ on the other hand, which are 
dependent on h and e.

Strengths and weaknesses of the old SI

The old SI (which is still in effect) is in keeping with 
the times as concerns the definitions of the second 
and the meter; for this reason, no revision is planned 
for these base units for the time being. The second 
is thus defined as the duration of 9 192 631 770 
oscillation periods of the radiation corresponding 
to the transition between the two hyperfine levels of 
the ground state of a cesium-133 atom at rest, while 
the meter is defined as the length of the distance 
traveled by light in vacuum during a time interval of 
1/299 792 458 of a second. In addition to the meter 
and the second, the candela (the unit of luminous 
intensity) will also keep the definition currently used 
as its basis in the new SI. Apart from being refor-
mulated, these three base units will ultimately be 
adopted in an unchanged form. 

However, for the remaining units – the kilogram, 
the mole, the kelvin and the ampere – there is 

Figure 5: 
Held in safekeep-
ing – PTB holds 
several prototypes 
of the kilogram, such 
as the two speci-
mens issued to the 
Federal Republic of 
Germany (#52, top 
level in safe) and the 
German Democratic 
Republic (#55,  
middle left) in the 
early 1950s, as well 
as an additional pro-
totype (#70, middle 
right) acquired by the 
Federal Republic of 
Germany in 1987. 
Kilogram number 22 
(lower level in safe) 
is from 1889, was 
damaged during war-
time and is no longer 
an official prototype.
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The seven constants of the new SI

In accordance with the resolutions of the General 
Conference on Weights and Measures, a funda-
mental change is to be made to the SI in 2018. To 
this end, the numerical values of seven unit-related 
constants – the “defining constants” – are to be 
specified exactly. In this way, the seven base units 
(s, m, kg, A, K, cd, mol) will no longer be directly 
but indirectly defined. This is vividly illustrated 
using the example of the speed of light c and the 
meter. After the second was defined by means of 
the frequency of the hyperfine structure transition 
of cesium-133, the speed of light was specified ex-
actly: c = 299 792 458 m/s. Since then, one meter 
is the length of the distance traveled by light in 
1/299 792 458 s. Thereby, the best measured value 
of the speed of light was used so that agreement 
with the definition of the meter used to date was 
guaranteed.

The new SI will be defined by means of a 
binding specification of the following seven con-
stants (CODATA 2017 adjustment):

■■ 	The frequency Δν(133Cs)hfs of the hyperfine 
structure transition of the ground state of the 
cesium atom is exactly 9 192 631 770 Hertz (Hz).

■■ 	The light velocity in vacuum c is exactly 
299 792 458 m s–1.

■■ 	Planck’s constant h is exactly 
6.626 070 15 · 10–34 joule seconds (J s).

■■ 	The elementary charge e is exactly 
1.602 176 074 · 10–19 coulombs (C).

■■ 	The Boltzmann constant kB is exactly 
1.380 649 · 10–23 joules per kelvin (J K–1).

■■ The Avogadro constant NA is exactly 
6.022 140 76 · 1023 reciprocal moles (mol–1).

■■ 	The photometric spectral luminous efficacy  
Kcd of monochromatic radiation of the  
frequency 540 · 1012 Hz is exactly 683 lumens  
per watt (lm W–1).

The numerical values indicated above may 
still change if such changes are necessary due to 
improved experimental results being available by 
the time the specifications take place. The goal of 
this approach is to ensure that, if possible, there 
are no “artificial leaps” in the measurement values 
during the transition from the old SI to the new 
SI. Exactly specifying the seven defining constants 
by using the units Hz = s–1, m, J, C, K, mol, lm 
and W = J s–1 means that these latter units are 
also specified and, with them, all further SI units 
such as the kilogram (kg = J m–2 s2) or the ampere 
(A = C s–1).

demand for a 
new definition, 

as the SI defini-
tions that have been used 

to date demonstrate considerable shortcomings. 
For example, the kilogram, the unit of mass, is 
equal to the mass of the international prototype 
of the kilogram – a cylinder made of a platinum/
iridium alloy. Since 1889, this prototype has 
been kept in a safe at the International Bureau 
of Weights and Measures (BIPM) in Sèvres near 
Paris. Yet, compared to most of the official copies 
and mass standards, the prototype of the kilogram 
is becoming lighter and lighter. Measurements 
have revealed that the prototype had lost about 50 
micrograms between 1950 and 1990 – presumably 
due to aging processes or mass loss during clean-
ing of the cylinder.

The unit of electric current, the ampere, is 
defined by means of an idealized and unrealistic 
measurement regulation. This definition states 
that the ampere is that constant current which, if 
maintained in two straight, parallel conductors 
of infinite length, of negligible circular cross-sec-
tion, and placed one meter apart in vacuum, will 
produce between these conductors a force equal to 
2 · 10–7 newton per meter of length. Apart from the 
fact that such a measurement regulation can only 
be realized approximately, one significant disad-
vantage of this definition is that it links the ampere 
to the kilogram by means of force.

The unit of temperature, the kelvin, is defined as 
1/273.16 of the absolute temperature of the triple 
point of water, at which water vapor, liquid water 
and ice are in equilibrium. Yet this triple point 
is influenced by impurities and by the isotopic 
composition of the water. As temperature is not 
an additive quantity, additional definitions are 
necessary in order to expand the temperature scale 
beyond the triple point of water. The new SI rem-
edies these flaws of the old SI, which are primarily 
associated with the problematic definitions of the 
kilogram, ampere and kelvin.

Figure 6:
In the new system of 
units, the values of 
selected constants 
specify all of the 
units – both the cur-
rent base units and 
the derived units.



11

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2 Fundamental constants are to define the units

The quantities chosen as defining constants are 
quantities that can be measured with great preci-
sion in the old SI, and whose relative uncertainties 
are as low as possible – ideally around 10–8. For 
this reason, the gravitational constant is not one of 
these quantities, as it is known only with a relative 
uncertainty of 10–4. This represents a fundamental 
difference between the new SI and Stoney’s and 
Planck’s systems of units.

As it is frequencies which can be measured 
with the greatest precision, the definition of the 
second via the cesium frequency was kept. This 
frequency is not a fundamental constant but an 
atomic parameter that is influenced by external 
disturbances such as electrical and magnetic 
fields. Nevertheless, since these disturbances can 
be controlled well, the cesium frequency can be 
reproduced with great precision; as a result, the 
systematic uncertainty of present-day cesium 
clocks is around 10–16. Optical atomic clocks even 
have stabilities of 10–18. Yet, of the optical fre-
quency standards that have been developed, none 
has proven to be clearly superior to the others thus 
far; consequently, no redefinition of the second is 
planned before 2018.

The next three defining constants are actually 
fundamental physical constants that cannot be 
traced to other quantities: The speed of light c, 
Planck’s constant h and the elementary charge e. 
As early as 1983, after the speed of light had been 
measured with a relative uncertainty of 10–9, it 
was specified as the same value which the new 
SI is also based on. As the von Klitzing constant 
RK = h/e2 and the Josephson constant KJ = 2e/h 
are known with relative uncertainties of 10–10 and 
10–8, respectively, the uncertainties of h and e are 
correspondingly small; for this reason, both were 
also made into defining constants.

The remaining three constants are actually 
conversion factors. The Boltzmann constant kB 
makes conversion possible between the unit of 
temperature, the kelvin, and the unit of energy, 
the joule; historically, the numerical value of kB 
was obtained from the former specifications for 
the temperature scale. The Avogadro constant NA 
specifies the number of particles to be contained 
in the amount of substance of 1 mol as an amount 
of substance. The luminous efficacy Kcd makes it 
possible to convert the power, indicated in watts, 
of a green monochromatic radiation source with 
a wavelength of 555 nm into a light flux measured 
in lumens (lm), which is a measure of the light 
emitted in all spatial directions. It is linked to the 
base unit of the candela (cd) due to the fact that 
a radiation source which generates a light flux of 
4π lm has a luminous intensity per unit of solid 
angle (steradian) of 1 cd = 1 lm/steradian.

Clearly, these three base units, which are 
defined by means of conversion factors, are an 
acknowledgement on the part of the new SI of the 
practical demands of industry, technology and 
research. The candela, for example, serves as a 
unit of reference for the lighting industry. Tem-
perature could be expressed just as well by means 
of the mean particle energy in joules, the amount 
of substance by means of the number of parti-
cles and luminous intensity by means of radiant 
power per unit of solid angle. However, this 
would mean abandoning the conventional units of 
measurement.

The seven base units of the new SI

By specifying the seven defining constants, the 
seven base units are defined. The table below 
provides an overview of how the base units are 
defined and how they can be calculated from the 
constants [6, 7]. The diagrams show which con-
stants each of the base units depend on.

After the seven base units have been defined 
by specifying the constants, all other “derived” 
units can also be shown by means of reference to 
these constants. Furthermore, some units do not 
even have to take the “indirect route” via a base 
unit; instead, they can be directly related to one or 
more of the specified constants.

This is true, for example, of the volt, the unit of 
electric potential. It can be related by means of the 
Josephson effect to the cesium frequency ΔνCs and 
the Josephson constant KJ = 2 e/h; the Josephson 
constant, in turn, is a combination of the elemen-
tary charge e and Planck’s constant h. Similarly, 
the ohm, the unit of electrical resistance, can be 
related by means of the quantum Hall effect to 
the von Klitzing constant RK = h/e2, which is also 
a combination of e and h. In the same way, the 
unit of energy, the joule, can be directly related 
to h and ΔνCs without having to take an “indirect 
route” via the definition of the unit of mass, the 
kilogram.

Only the base units of the second and the mole 
are directly related to a single defining con-
stant. All other base units are defined by means 
of two (m, A), three (kg, K) or even four (cd) 
constants. Thus, the difference between base units 
and derived units which was present in the old 
SI no longer exists in the new SI. For example, 
the coulomb (C = A s), which was previously 
a derived unit, will now be defined directly by 
means of a fundamental constant,  
C = 1/(1.602 176 565 · 10–19) e , thereby specifying 
it more directly than the base unit of the ampere,
A = e/(1, 602 176 565 · 10–19) · ΔνCs/9 192 631 770 	
	 = 6,789 68711... · 108 ΔνCs e.
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Unit Definition Conversion Diagram

second  
(s)

The second is the SI unit of time. It is defined by 
taking the fixed numerical value of the cesium  
frequency ΔνCs, the unperturbed ground-state hyper-
fine transition frequency of the cesium-133 atom, 
to be 9 192 631 770 when expressed in the unit Hz, 
which is equal to s–1.

1 s = 9 192 631 770 / ΔνCs

meter  
(m)

The meter is the SI unit of length. It is defined by 
taking the fixed numerical value of the speed of 
light in vacuum c to be 299 792 458 when expressed 
in the unit m s–1, where the second is defined in 
terms of the cesium frequency ΔνCs.

1 m	= (c / 299 792 458) s  
	 = 30.663 318… c / ΔνCs

kilo-
gram 
(kg)

The kilogram is the SI unit of mass. It is defined by 
taking the fixed numerical value of the Planck  
constant h to be 6.626 070 040 · 10–34 when 
expressed in the unit J s, which is equal to kg m2 s–1, 
where the meter and the second are defined in 
terms of c and ΔνCs.

1 kg	= (h / 6.626 070 15 ∙ 10–34)m–2 s 
	 = 1.475 521... ∙1040 h ΔνCs/c2

ampere  
(A)

The ampere is the SI unit of electric current. It is 
defined by taking the fixed numerical value of the 
elementary charge e to be 1.602 176 620 8 · 10–19 

when expressed in the unit C, which is equal to A s, 
where the second is defined in terms of ΔνCs.

1 A	= e / (1.602 176 634 ∙ 10–19) s–1    
	 = 6.789 686... ∙ 108 ΔνCs e

kelvin  
(K)

The kelvin is the SI unit of thermodynamic tempera-
ture. It is defined by taking the fixed numerical value 
of the Boltzmann constant k to be 1.380 648 52 · 10–23 
when expressed in the unit J K–1, which is equal to 
kg m2 s–2 K–1, where the kilogram, the meter and the 
second are defined in terms of h, c and ΔνCs.

1 K	= (1.380 648 52 ∙ 10–23/k) kg m2 s–2

	 = 2.266 665 ΔνCs h /k

mole  
(mol)

The mole is the SI unit of amount of substance of 
a specified elementary entity, which may be an 
atom, molecule, ion, electron, any other particle 
or a specified group of such particles. It is defined 
by taking the fixed numerical value of the Avoga-
dro constant NA to be 6.022 140 857 · 1023 when 
expressed in the unit mol–1.

1 mol = 6.022 140 857 ∙ 1023/NA

candela 
(cd)

The candela is the SI unit of luminous intensity in 
a given direction. It is defined by taking the fixed 
numerical value of the luminous efficacy of mono-
chromatic radiation of frequency 540 · 1012 Hz, Kcd, 
to be 683 when expressed in the unit lm W–1, which 
is equal to cd sr W–1, or cd sr kg–1 m–2 s3, where the 
kilogram, the meter and the second are defined in 
terms of h, c and ΔνCs.

For light with a frequency of 
540 ∙ 1012 Hz, the following applies:  

1 cd	= (Kcd/683) kg m2 s–3 sr–1

	 = 2.614 830... ∙ 1010 (ΔνCs)2 h  Kcd 
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Realization of the units kg, mol, A and K

Aided by the defining constants, the base units 
of the new SI are “anchored” and thus specified 
in a binding way. However, the question remains 
open as to how these units are to be “realized” – 
meaning how they are to be “disseminated” – in 
order to perform calibrations and in order to 
actually measure the corresponding physical 
quantities in these units. For the base units of the 
second and the meter, and for the derived units of 
the ohm and the volt, extremely precise measure-
ment procedures exist which employ the cesium 
atomic clock, light propagation and the quantum 
Hall effect/Josephson effect; these procedures are 
used to trace the units listed above directly to the 
(fundamental) constants ΔνCs, c, h and e. However, 
for the kilogram, the mole, the ampere and the 
kelvin, it was neccessary to develop measurement 
procedures of comparable precision.

There are two fundamentally different methods 
for the realization of the kilogram, the “silicon 
sphere” and the “watt balance”, thereby allowing 
a reciprocal control to take place. The silicon 
sphere produced in Braunschweig at PTB is the 
contemporary form of the kilogram prototype 
and is an almost perfectly sphere-shaped silicon 
single crystal with a diameter of approximately 
9.4 cm and a mass of around 1 kg. The crystal, 
made of highly enriched 28Si, is virtually defectless 
and free of impurity atoms. The element of silicon 
was chosen primarily because the semiconduc-
tor industry has decades of experience with the 
manufacture of virtually defectless silicon crystals. 
After the lattice parameter of the single crystal 
(and thus the distances between the atoms) had 
been measured with great precision by means of 
X-ray diffraction, and after the sphere volume had 
been obtained with sufficient accuracy by means of 
measurements in the sphere interferometer, it was 
possible to indicate the number of atoms contained 
in the sphere with great precision as well.

This allows the macroscopic mass of the silicon 
sphere (which can be measured by comparing 
it to the prototype of the kilogram) to be traced 
to atomic masses and physical constants such as 
Planck’s constant h. As a result, it has become pos-
sible, on the one hand, to determine the Avogadro 
constant NA (i.e. the number of atoms contained in 
one mole), thus allowing the mole to be realized. 
On the other hand, using the silicon sphere, it has 
become possible to determine Planck’s constant 
with a relative measurement uncertainty of 2 · 10–8.

Since the new SI bindingly specifies the numeri-
cal value of h in the unit of the joule second, it will 
now be possible to produce a silicon sphere with a 
defined mass at any location where the technical 
prerequisites are fulfilled. In fact, this new mass 
standard is to be disseminated in another way, 

however: by having PTB deliver the copies of the 
silicon sphere that it produces to its international 
partners.

The “watt balance” being constructed at the 
National Institute of Standards and Technol-
ogy (NIST) in the United States, among other 
places, creates an additional relation between the 
kilogram and Planck’s constant. To this end, the 
gravitational force of a mass is compensated by the 
magnetic force which acts on a current-carrying 
coil in a magnetic field. The magnetic force is cal-
culated from the electric current and the magnetic 
field strength. The electric current, in turn, is 
determined from the electrical resistance of the 
coil and the applied voltage, which can be mea-
sured very precisely with the aid of the quantum 
Hall effect and the Josephson effect.

The magnetic field strength of the watt balance 
can be obtained by moving the coil at a constant 
speed through the magnetic field. The voltage 
induced in the coil in this process, which is a 
measure of the magnetic field, is measured again 
using the Josephson effect. Finally, it is necessary 
to measure the gravitational acceleration. Since the 
voltages measured and the resistance are propor-
tional to the Josephson and von Klitzing constants, 
which contain the elementary charge e and Planck’s 
constant h, a relation between h and the mass in the 
watt balance is created. If a copy of the kilogram 
prototype is used as a mass, Planck’s constant h can 
be specified directly. By contrast, if the value of h is 
set, the kilogram can be realized with the aid of the 
watt balance.

The measurements of Planck’s constant with the 
aid of the silicon sphere and by means of the watt 
balance have now both reached a relative uncer-
tainty of around 2 · 10–8. Within the scope of this 
uncertainty, both of the values measured for h are 
in agreement. Nevertheless, they deviate signifi-
cantly from the value h90 = 4/(RK–90 KJ–90), which 
results from the values (specified in 1990) of the von 
Klitzing constant RK–90 and the Josephson constant 
KJ–90. Thus, both of the constants RK–90 and KJ–90 are 
outside of the new SI. As it is very complicated to 
construct and run experiments on the watt balance, 
the silicon sphere is likely to be given preference 
during the practical realization of the kilogram. 
Although producing the silicon sphere involves a 
great deal of effort, using it as a mass standard is not 
problematic. By now, the silicon sphere is ready for 
use as a new mass standard, and can replace the pro-
totype of the kilogram in the autumn of 2018 [7–10].

In the old SI, the ampere, the unit of electric 
current, is defined by means of an idealized meas-
urement regulation, which can only be realized 
approximately and is therefore unsatisfactory. The 
new SI, by contrast, has two procedures which are 
compatible with one another in order to realize the 
ampere with greater precision. The first procedure 
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constant, respectively, the second procedure 
realizes the ampere by counting individual charges 
Q = e. This results in Ohm’s law on a quantum 
basis: KJ RK Q = (2e/h)(h/e2)e = 2. This “quantum 
metrology triangle” has been experimentally con-
firmed with an uncertainty of 9 · 10–7.

To realize the kelvin, the unit of temperature, 
the Boltzmann constant is determined by means 
of two fundamentally different measurement 
methods in which a relative uncertainty of around 
10–6 should be achieved. In acoustic gas thermom-
etry, the temperature-dependent speed of sound is 
measured in a gas; this speed of sound is propor-
tional to (kB T)1/2. The relative uncertainty for kB 
which is obtained as a result is 1 · 10–6.

As an alternative, dielectric constant gas ther-
mometry (DCGT) is being investigated at PTB by 
determining at a constant temperature the pres-
sure-dependent density of helium with reference to 
its dielectric constant. To this end, measurements 
are being taken of how the gas changes the capac-
ity of a special capacitor. From the pressure and 
density of the gas, it is possible to obtain T with 
the aid of the thermal equation of state kB [11]. In 
this way, kB was determined at the triple point of 
water with a relative uncertainty which is currently 
4 · 10–6. PTB’s researchers are confident that they 
will achieve the necessary uncertainty of around 
2 · 10–6 prior to the redefinition of the units.

Outlook

In the currently valid SI, a few constants already 
have specified values (such as the speed of light, 
the magnetic constant and the electric constant). 
However, only when the new SI takes effect will a 
set of physical constants (or, more precisely, their 
specified values) create a coherent framework for 
all units. To prepare for the new SI, the defining 
(physical) constants will be measured as precisely 
as possible. These measurements will require a rel-
ative measurement uncertainty of a few 10–8; this 
uncertainty can be achieved by exploiting quantum 
effects for the measurements. By always using 
several different measurement procedures, and 
by comparing them to one another (e.g. “silicon 
sphere” and “watt balance”), the risk of undetected 
systematic errors will be reduced.

In 2018, the new SI will permanently specify 
the defining constants h, e, kB and NA as the best 
measurement values available at that time, with the 
result that they will no longer have any measure-
ment uncertainty. By contrast, other numerical 
values which have been exactly specified to date 
will become quantities which are affected by 
a measurement uncertainty in the new SI. For 
example, the mass of the prototype of the kilogram 
will become a quantity, as will the molar mass of 
carbon M(12C) and the temperature of the triple 

is based on Ohm’s law, U = R · I, which creates 
a relation between the voltage U applied to a 
resistance R and the flowing current I. In this way, 
the current I can be determined by measuring the 
resistance R using the quantum Hall effect and the 
voltage U using the Josephson effect.

The second procedure is more direct and based 
on the fact that, in the new SI, the ampere will be 
traced to the defining constants of the elementary 
charge e and the cesium frequency ΔνCs. Here, the 
ampere will be realized with an electronic circuit 
that measures the electric current by counting the 
electrons that pass the circuit in a certain time 
interval. A circuit of this kind consists of several 
sequentially arranged, nanostructured “single-elec-
tron pumps” that transport the electrons one at a 
time according to a set pulse at GHz frequency. 
As a result of this procedure, currents in the 
nanoampere range can be reached. Between these 
electron pumps, special single-electron transistors 
are located which check whether exactly one elec-
tron is actually being transported in each pulse. 
Four series-connected electron pumps and three 
single-electron detectors allow unavoidable errors 
to be identified reliably; as a result, an electron 
current with a relative uncertainty of a few 10–8 has 
been obtained.

Together, both procedures allow the consistency 
of the definitions of the volt, the ohm and the 
ampere to be checked. Whereas, in the first proce-
dure, the volt and the ohm are realized by means 
of the Josephson constant and the von Klitzing 

Table 1: 
Relative uncer-
tainties of selected 
constants in the 
current SI and in the 
new SI, based on 
the data published in 
CODATA 2014 [12].

Uncertainties of the constants / 10–8

Constant Previous New Constant Previous New

m(K) 0 1.2 R 57 0

TTPW 0 57 F 0.62 0

M(12C) 0 0.045 σ 230 0

μ0 0 0.023 KJ 0.62 0

ε0 0 0.023 RK 0.023 0

Ζ0 0 0.023 NAh 0.045 0

Δν(133Cs)hfs 0 0 me 1.2 0.033

c 0 0 mu 1.2 0.045

Kcd 0 0 m(12C) 1.2 0.045

h 1.2 0 α 0.023 0.023

e 0.61 0 J ←→ m–1 1.2 0

kB 57 0 J ←→ Hz 1.2 0

NA 1.2 0 J ←→ K 57 0
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point of water. In the same way, the magnetic 
constant µ0 and (due to c = (µ0ε0)–1/2) the electric 
constant ε0 will then become quantities. For this 
reason, the fine-structure constant α = e2/(2 ε 0 c h) 
will also become a quantity, one with a relative 
uncertainty of 3.2 · 10–10.

In the future as well, it will become possible 
to measure physical quantities with ever greater 
precision thanks to advances in metrology and 
new measurement procedures. However, as the 
defining constants are specified in a binding 
way, more precise measurements will allow the 
base units to be realized with greater precision 
– without it being necessary to make changes to 
the definitions on which the new SI is based. In 
the case of the unit of time, a different reference 
transition frequency may be selected in the future 
by introducing an optical atomic clock instead of 
the cesium clock. It will then be possible to realize 
the second with greater precision, thereby allowing 
time intervals to be measured more accurately.

The new SI is based on constants whose validity 
is universal and timeless – yet it is still open to 
future improvements. In so doing, it fulfills the 
promise that the Metre Convention made so many 
years ago: to exist “for all men and all times”.
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Introduction

The SI base unit the “second” has a special position 
among the units: since 1967, it has been defined 
with reference to an atomic constant – here the 
hyperfine structure transition frequency in the 
cesium atom (133Cs). Even today, the unit of time 
is the SI unit which has been realized by far with 
the highest accuracy – and this is why other base 
units are defined or realized with reference to it. 
The definition of the base unit the “meter”, for 
example, refers to the second: the meter is defined 
as the distance traveled by light in vacuum in 
1/299 792 458 seconds. The realization of the volt 
– the unit of electric voltage – exploits the Joseph-
son effect, which links the volt with a frequency 
via the ratio of two fundamental constants, h / (2e) 
(h: Planck’s constant, e: elementary charge). The 
interactions between the units are the subject of 
the article Counting Electrons to Measure Current 
in this publication, written by Scherer and Siegner.

The decision made in 1967 was obviously very 
farsighted. The original text of the definition, “The 
second is the duration of 9 192 631 770 periods of the 
radiation corresponding to the transition between the 
two hyperfine levels of the ground state of atoms of 
the caesium 133 atom”, was formulated so generally 
that it has never been questioned to this day, despite 
the numerous developments atomic clocks have 
experienced since 1955. In this period, the relative 
uncertainty with which the SI unit can be realized 
was reduced from approx. 10–10 down to nearly 10–16.

In this article, we will try to answer five questions:
■■ What were the prerequisites for the first cesium 

atomic clocks to be built and the subsequent 
definition of the unit of time in 1967?

■■ What were the prerequisites for the “tradi-
tional” cesium atomic clocks to become cesium 
fountain clocks – the most accurate clocks of 
our times?

■■ What are the limits to these clocks’ accuracy?
■■ How do so-called “optical clocks” surmount 

these limitations?
■■ Do we need a new definition of the second?

A whole section is dedicated to each of these 
questions, whereas more specific topics are dealt 
with in info boxes.

The path to the “traditional”  
cesium atomic clock

Three indispensable achievements heralded the 
cesium atomic clock: the generation of beams 
of free atoms in vacuum, the understanding of 
directional quantization (i.e. of the orientation 
of magnetic moments of atoms in space and 
the possibility of manipulating them), and the 
generation of signals in the gigahertz frequency 
range (i.e. microwave radiation) by multiplying 
the frequency of HF signals in the kilohertz range. 
The latter had been available with high frequency 
accuracy since quartz clocks were developed in 
the 1930s [1]. We will provide a simple overview 
of the individual steps which are described in 
detail in [2, 3].

The first two achievements are inseparably 
connected with the name of Otto Stern who was a 
professor first at the University of Frankfurt and 
from 1923 on at the University of Hamburg [4]. 
In his first atomic beam experiments, he was able 
to determine the mean velocity of atoms and their 
velocity distribution. Basically every physicist has 
heard of the “Stern-Gerlach Experiment” either 
in an introductory lecture on atomic physics or 
in a physics text book. This experiment, which 
was carried out jointly by Stern and Gerlach, 
furnished proof of the fact that the orientation 
of atomic rotational impulses with regard to an 
external magnetic field can only take discrete 
values (directional quantization). Since the 
angular momenta are connected with magnetic 
momentums, the forces exerted on an atom in 
an inhomogeneous magnetic field also take on 
discrete values. A silver atomic beam for instance 
will, after passing through an inhomogeneous 
magnetic field, divide itself into two partial beams 
of atoms with different orientations (symbol “+” 
or “-” of the magnetic momentum). In one of 
their experiments, two members of Stern’s staff 
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from Hamburg (Otto Frisch and Emilio Segrè) 
blocked one of the partial beams behind magnet 
“A” (polarizer). With the aid of a second magnet 
“B” (analyzer), the atoms remaining in the beam 
were directed towards a detector due to the orien-
tation of their angular momentum. Then, transi-
tions between the directional quantization states 
in the intermediate region “C” were induced by 
means of a static magnetic field with a fast change 
in direction, so that the number of atoms diverted 
towards the detector by the analyzer decreased. 
In 1938, Isaac I. Rabi, another of Stern’s staff 
members who had meanwhile joined Columbia 
University in New York, induced the transition 
between directional quantization states with the 
energies E1 und E2 in the static C field by irradia
ting the atoms with HF frequency at the frequency 
f0 = (E2 – E1)/ h. The sketch of Rabi’s apparatus was 
taken from one of his early publications (see Fig. 
1). Its working principle is explained in more detail 
at the bottom of Fig. 1: without transitions in the 
“C” region, the atoms follow the paths represented 
as continuous lines and reach detector D. If tran-
sitions into states are induced with the opposite 
angular momentum orientation, the atoms “miss” 
the detector (paths represented by dotted lines). 
To date, the term “C field” has been used for 
the region of the weak static field in which the 
hyperfine structure transition (between states with 
opposite orientations of their angular momentum) 
is induced in cesium atoms by interaction with 
microwave radiation, even though there are no 
more magnets A and B in a cesium fountain clock, 
as will be explained later.

As early as 1940, Rabi suggested his method of 
molecular beam magnetic resonance be used not 
only to investigate atomic properties, but that the 

transition frequency between two selected states 
be used, so to speak “in reversal”, as a reference for 
a frequency standard. He identified the hyperfine 
structure states in the 133Cs atom as being partic-
ularly well-suited for this purpose [5]. Here, the 
transition between the states with the magnetic 
quantum number mF = 0 is particularly well-suited 
and is therefore referred to as the “clock transition”. 
Rabi’s proposal, which was awarded the Nobel 
Prize in 1944, made it to the headlines of the New 
York Times as “radio frequencies in hearts of atoms 
would be used in most accurate of timepieces” [6]. 
Back then, however, no one had yet succeeded 
in synthesizing and controlling the frequency 
f0 ≈ 9.2 GHz which is necessary for this purpose. 
This development was only achieved in the decade 
after World War II, during which tremendous 
progress had been made in the field of radar tech-
nology [3].

This was also the period in which another 
considerable development was achieved, namely 
Norman Ramsey’s method of separated oscillatory 
fields [6, 7] by means of which the advantages of 
resonance spectroscopy in an atomic beam first 
came into their own. Similar to the sketch shown 
in Figure 1, the change in the state population is 
also recorded in a cesium atomic clock (for more 
details, please see info box 1) after the atomic 
resonance frequency has been irradiated. If the 
excitation frequency varies around the frequency 
of the clock transition, a resonance curve is 
recorded whose spectral width, due to the absence 
of spontaneous transitions, solely depends on the 
duration of the interaction with the HF field. To 
this end, also the technical prerequisites must be 
fulfilled; these consist in the static field “C” being 
sufficiently homogeneous over the entire region 

Figure 1:
Sketch of the Rabi 
apparatus from the 
1930s (from [2]) and 
illustration of the 
atomic trajectories 
(from [4]); explana-
tions in the article.



19

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2 Frequency of an atomic transition

...

1
Principle of the atomic clock

Atomic clocks exploit the property of atoms 
to emit or absorb electromagnetic waves 
with a characteristic oscillation frequency. 
At the transition between two energy states 
of an atom, E1 and E2, a photon is emitted or 
absorbed with the frequency f0, where f0 = 
(E2 – E1) / h; h being Planck’s constant. Atomic 
clocks are based on atomic transitions 
between two energy levels which have a long 
natural lifetime and are hardly influenced by 
electric and magnetic fields. For technical 
and practical reasons, the transitions used in 
the first decades after 1950 first had reso-
nance frequencies in the microwave range. 
Suitable atoms are thus alkaline metals with 
their hyperfine splitting of the ground state, 
but also ions with an alkaline-like electron 
configuration.

Figure K 1.1:  
Principle of PTB’s 
cesium atomic 
beam clocks CS1 
and CS2. Bottom 
left: Scheme of the 
detector signal ID 
as a function of the 
irradiated frequency 
fP corresponding to 
Fig. 4 in the article.

i
The transition is induced by electromagnetic 
irradiation acting on the atom from the 
outside. For this purpose, the atoms are pre-
pared in one state, and after the irradiation, 
the population of the other state is registered. 
The change in state shows resonance behav-
ior with a spectral “linewidth” W of approx. 
W ≈ 1/T, where T is the time during which 
the atoms interact with the irradiation. Figure 
K1.1 illustrates the functional principle of 
PTB’s primary atomic beam clocks. Based on 
a quartz oscillator, a signal of frequency fp 
with fp ≈ f0 is generated periodically around 
the center frequency by means of a frequency 
generator and is coupled into the resonance 
apparatus. 
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...

and in the phase of the excitation field being suffi-
ciently constant.

At a wavelength of approx. 3 cm, the latter can 
only be attained over a very small range. Ramsey 
therefore had the idea of guiding the HF field in 
a two-arm microwave resonator. In the first arm 
of the resonator, the atoms (velocity v) are then 
transferred into a coherent superposition state 
over the length of approx. 2 cm and, after the free 
drift section with the length L, they are irradiated 
again with the HF field in the second resonator 
arm. The resonance of the transition probability 
observed then has the spectral width W ≈ v/(2L). 
A fixed phase relation between the two irradi-
ation fields is necessary; in addition, the mean 
value of the C field in the drift section must agree 

with the magnetic fields in the two irradiation 
sections. Ramsey’s method allows the realization 
of interaction sections of approx. 1 m in length. 
Due to the velocity of the atoms in a thermal beam 
(≈ 200 m/s), linewidths on the order of ≈ 100 Hz 
are obtained. In the next section, it will be shown 
how considerably smaller linewidths W < 1 Hz 
can be attained without significantly extending the 
drift section, by simply reducing the velocity v.

The first cesium atomic clock (see info box 1) 
was developed at the same time at the American 
National Bureau of Standards (NBS) and at the 
British National Physical Laboratory (NPL). You 
can read about the circumstances in which these 
clocks were developed in [2] as well as in Louis 
Essen’s memories [8] which contain numerous 

Info 1: Principle of the atomic clock

averaging period τ (the so-called  
“σ-τ diagram”).
In the text, the term systematic uncertainty is 
also used: it describes the estimated agree-
ment between the duration of the second that 
is realized by the clock and the duration that 
is laid down in the definition (see text); it is, 
strictly speaking, only applicable to cesium 
atomic clocks. For the best commercially 
available cesium atomic clocks, the manufac-
turer states an uncertainty of 5 · 10–13.

The signal ID contains the information looked 
for, namely whether the frequency fp is in 
agreement with the transition frequency of 
the atoms f0. The detection of the signal ID 
synchronous with the modulation provides 
a signal UR for the adjustment of the quartz 
oscillator. Its natural frequency fluctuations 
and its frequency drift (aging) are corrected 
to the extent defined by the control time 
constants that have been set, and the inherent 
stability of the atomic resonance determines 
the quality of the output signal. Starting from 
the quartz oscillator, the standard frequency fN 
and, via a splitter, 1-pulse-per-second signals 
are generated.
The most important specifications of a clock 
(its frequency instability and systematic 
uncertainty) are generally stated as relative 
quantities. The symbol y designates the rela-
tive frequency difference between the clock 
and a reference standard. A change in the time 
difference between the clock and the reference 
amounting to 0.864 ns per day corresponds 
to a value of y = 10–14. The time-depen-
dent change in the output frequency of the 
clock (i.e. its frequency instability) is usually 
described by means of the Allan standard 
deviation σy(τ), which is calculated according 
to the relation

if n relative frequency differences yi occur over 
the averaging period τ. Figure K1.2 shows the 
relation between σy(τ) of the atomic frequency 
standards mentioned in this paper and the 

Figure K1.2: 
Relative frequency instability σy(τ) as a function of the averaging 
period τ for various atomic frequency standards mentioned in the 
article (schematically): Commercially available cesium atomic clock 
(black), primary atomic beam clock PTB-CS2 (blue), hydrogen 
maser (green), fountain clock PTB-CSF2 (cyan blue) and PTB’s 
optical Yb clock (red).
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entertaining anecdotes. The NPL was ahead of 
NBS in presenting the first functioning atomic 
clock in 1955 [9]. Essen writes – not without 
British understatement: “The atomic clock was 
made possible through the brilliant theoretical and 
experimental work of a number of scientists, several 
of whom received Nobel prizes, but the clock itself is 
very simple, as can be seen from the sketch below” 
(p. 66 in [8]). From 1955 to 1958, the duration 
of the unit of time valid at that time – that of the 
ephemeris second – was determined in cooper-
ation with the United States Naval Observatory, 
Washington, to be 9 192 631 770 periods of the 
Cs transition frequency [10]. The value stated as 
the uncertainty of this numerical value was 20, 
although no one actually knew the duration of 
the ephemeris second with a relative uncertainty 
of 2 ∙ 10–9. Nevertheless, this measurement result 
provided the basis for the definition of the unit 
of time in the International System of Units (SI) 
which was decided in 1967 by the 13th General 
Conference of Weights and Measures (CGPM) 
and which is still valid today. The frequency of 
the clock transition, f0, was laid down as being 
9 192 631 770 Hz.

The significance of the atomic clock for science, 
technology and, last but not least, for military 
applications soon became obvious. As early as 
1958, the first commercial cesium atomic clock, 

“Atomichron”, was presented [3]. In the early 
1960s, PTB purchased such an Atomichron and 
used it to monitor the rates of the quartz clocks in 
Braunschweig and at the DCF77 emitter in Main-
flingen [11].

In the mid-1960s, PTB started to make efforts 
to develop a cesium atomic clock of its own and 
these efforts were – eventually – successful. The 
CS1 clock (see Fig. 2) implemented new ideas of 
Holloway and Lacey [12]. The following points 
were regarded as essential advantages [13]:

■■ reduced frequency instability due to a two-di-
mensional focusing of the atoms with magnetic 
lenses (instead of the dipole magnets used until 
then);

■■ axial-symmetric geometry of the atomic beam 
with small radial extension, and

■■ reduced inhomogeneity of the C field by using 
a long cylindrical coil and cylindrical shielding 
– instead of a magnetic field transverse to the 
beam direction.

CS1 was used for the first time in 1969 [14] and 
has been ticking ever since. There are only two 
primary clocks with a thermal atomic beam oper-
ating worldwide today: PTB’s CS1 and CS2. 

 

Figure 2: 
Primary atomic beam 
clock CS1 in PTB’s 
atomic clock hall 
(1969).
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CS2 was completed in 1985; its constructional 
principle is very similar to that of CS1. The esti-
mated uncertainty for CS2 amounts to approx. 
1.2 ∙ 10–14 [15]. In the past two years (until Sep-
tember 2015), the mean relative deviation of CS2’s 
frequency from the SI unit, as approximately 
disseminated by means of TAI (see info box 3), has 
amounted to 3.3 ∙ 10–15 with a standard deviation 
of the monthly mean values of 3.1 ∙ 10–15. The 
uncertainty estimation from the late 1980s is thus 
very probably correct.

On the way to the fountain clock

While atomic clocks based on the design which 
was introduced by Rabi and Ramsey were being 
developed, Jerome Zacharias from the Massa-
chusetts Institute of Technology was working on 
surmounting the limitations of this design as early 
as in the 1950s. From secondary sources [3, 7], 
we know of ambitious – but unfortunately failed 
– experiments with an upward-facing thermal 
atomic beam. Under the influence of gravity, the 
atoms in such a beam first become slower before 
being accelerated downward after passing the 
reversal point. Zacharias wanted to be able to 
detect the few atoms in the thermal beam that were 
particularly slow after they had interacted with 
the microwave field while going up and down. In 
an apparatus of several meters in height, a line-
width of less than 1 Hz would have been attained 

(i.e. considerably less than the 100 Hz achiev-
able until then), and the center of the line would 
have been much easier to determine with 0.1 Hz 
accuracy, which – relatively – corresponds to 10–11 
of the resonance frequency of 9.2 GHz. However, 
the researchers did not succeed in detecting atoms 
which had passed the microwave resonator a 
second time on their ballistic flight path. Due to 
collisions of atoms around the oven nozzle, the 
tiny proportion of extremely slow atoms in the 
thermal velocity distribution which was exploitable 
for the experiment was further reduced [16]. Zach-
arias called his project “Fallotron” or “Fountain".

The latter denomination was adopted by a group 
at the École Normale Supérieure, Paris, when its 
members presented their “Zacharias Fountain” 
with laser-cooled cesium atoms in 1990 [17]. Due 
to the laser cooling (which is dealt with separately 
in info box 2), it is possible to generate a cloud of 
cold atoms in a cell with cesium vapor where the 
thermal motion of the atoms is, to a large extent, 
“frozen”. The temperature of the cold atoms is 
around 1 μK, and the distribution of the relative 
velocities occurring is approx. 10 000 times more 
narrow than the thermal velocity profile of a gas 
made of the same type of atoms at room tempera-
ture. This allows a fountain with a pre-defined 
flight height of the atoms to be realized with a cold 
atom cloud; hereby, the spatial expansion of the 
cloud with time remains small due to the narrow 
velocity distribution. Contrary to a continuous 

Figure 3: 
Temporal cycle of the 
functional steps of a 
fountain clock.



23

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2 Frequency of an atomic transition

thermal beam, here cesium atoms must be peri-
odically trapped, cooled and then accelerated 
upward. To be able to excite the atomic resonance 
transition with as few disturbances as possible, 
free atoms must be observed and the trapping 
and cooling light field must be switched off. 

The sequence of the individual function steps is 
illustrated in Fig. 3. The atoms are first prepared 
in one of the two hyperfine structure states (red). 
They are then accelerated upward to the speed of 
a few meters per second within 1 ms, so that they 
fly about one meter high before falling back down 

Laser cooling

to read the Nobel prize award contributions 
of the laureates from 1997 or articles in more 
recent textbooks.

In order to form a source of cold atoms 
for a fountain clock, one should proceed 
as follows: three orthogonal pairs of laser 
beams with opposite radiation directions 
and matching frequency, polarization and 
intensity are made to overlap in a vacuum 
chamber which contains the atomic gas at 
room temperature. Inside the overlapping 
volume, so-called “optical molasses” is 
formed which consists of laser-cooled atoms 
with velocities in the range of a few centi-
meters per second. The atoms move in the 
molasses like in thick syrup since the force 
acting upon the atoms is similar to friction: 
the force is proportional to the momentary 
velocity and its direction is opposite to this 
velocity. Optical molasses, however, does 
not represent an actual trap for atoms since 
there is no force acting upon the atoms 
which is directed toward the intersection 
point of the laser beams. To reach higher 
numbers of atoms in a shorter time, it is also 
possible to populate the molasses not via 
background gas, but via a beam of pre-cooled 
atoms which is made available by means of 
an additional mechanism. Only with the low 
temperatures from 1 µK to 2 µK attained in 
molasses is it possible to realize a cesium 
fountain clock as described in the article.

To give a simplified explanation of laser 
cooling, let us consider an atom moving 
longitudinally to two counteracting laser 
beams of the same frequency νL and inten-
sity. The frequency of the laser light is tuned 
slightly lower (i.e. tending to red) than the 
optical excitation frequency νR at which the 
atom at rest absorbs a photon resonantly (i.e.: 
most probably). Since it is in motion, the atom 
considers the frequency of the oncoming 
light as enhanced due to the Doppler effect, 
i.e. shifted towards the resonance frequency. 
Simultaneously, the frequency of the light 
propagating in the same direction as the atom, 
on the contrary, seems off-tuned further 
away from the resonance frequency (towards 
red). This is why it is most probable that a 
counter-propagating photon will be absorbed. 
During the absorption, the momentum of the 
photon from the laser beam is transmitted 
onto the atom, whereas the photon is re-emit-
ted in a random spatial direction. Thus, the 
momentum transfer is, on average, directed 
against the original direction of motion 
when many photons are scattered. Due to 
the aforementioned red shift (νL-νR < 0), the 
energy of the emitted photons is higher by h 
(νR-νL) than that of the absorbed ones; h being 
Planck’s constant. The energy balance shows 
that the atoms lose kinetic energy during the 
scattering. Since after 30 ns, the cesium atoms, 
to give an example, go back from the optically 
excited state to their ground state, the absorp-
tion/emission process repeats itself very fast so 
that the atom can be brought from room tem-
perature to nearly absolute 0 within fractions 
of a second. To understand the details and the 
full theory of laser cooling better, it is useful 

2i
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under the influence of gravity. Acceleration to the 
initial speed v is done by detuning the frequency of 
the two vertical laser beams that act in the oppo-
site direction to each other: the frequency of the 
upward-facing laser beam is detuned by δνL and 
that of the downward-facing one by –δνL. The 
following thus applies: v = λ δνL, where λ is the 
wavelength of the laser radiation used.

Taking a closer look at this procedure, the 
sequence of laser frequency detunings and changes 
in laser intensity, which is necessary to attain 
perfect cooling and acceleration of the atoms, is 
rather complicated [18]. On their ballistic tra-
jectory, the atoms cross a microwave field with 
a frequency close to the clock transition (fp ≈ f0) 
twice – once when flying upward and once when 
falling back down. During that time, the laser 
beams are blocked. In the detection zone, the 
population of the two hyperfine structure levels is 
recorded as a function of the microwave frequency 
fp. In Fig. 3, the transition probability is only 1/2 
since the microwave frequency was increased by 
half the linewidth (fp = f0 + W/2). In the next cycle, 
the frequency is decreased by half the linewidth 
(fp = f0 – W/2). The difference in the transition 
probabilities of successive recordings provides the 
position of fp with respect to f0. The time between 
the two microwave irradiations (i.e. the effective 
interaction time) amounts to approx. 0.6 s in prac-
tically all fountain clocks that have been realized 
to date, and the linewidth of the transition is then 
0.8 Hz. Figure 4 illustrates the gain obtained with 
PTB’s fountain clock CSF1, compared to a clock 
with a thermal atomic beam. The corresponding 
values in PTB’s atom-beam clocks are namely 
8.5 ms and 60 Hz, respectively.

Challenges and limitations in 2016

At the national metrology institutes worldwide, 
more than a dozen cesium fountain clocks are 

currently in operation or under development. 
SYRTE (Systèmes de Référence Temps-Espace) 
led the way at the Observatoire de Paris where 
the fountain clock FO1 was working as early as 
1994 [19] and where three fountain clocks are 
now operated. PTB’s fountain clocks are shown in 
Fig. 5. With the fountain clock CSF1 [20], the first 
ever resonance line was recorded in October 1998 
and since mid-1999, frequency measurements have 
been performed on a regular basis. Based on the 
findings from the development and the first years 
of operation of CSF1, a new, enhanced version 
was developed at the turn of the millennium: the 
fountain clock CSF2 [21, 22]. CSF2 has now been 
available for frequency measurements for six years 
and with five other fountain clocks, it is part of 
the leading group of the (currently) most precise 
clocks worldwide with relative uncertainties on 
the order of a few parts per 10–16 [23]. Moreover, 
CSF1 and CSF2 act as a reference for one another, 
for monitoring purposes on the one hand, and to 
investigate systematic effects on the other.

Which of the predicted advantages have been 
verified to date and what problems occurred? 
Let us first look at the frequency instability. For 
a frequency measurement with a statistic uncer-
tainty of 1 ∙ 10–14, the primary beam clock CS2 
needs 36 hours whereas it takes the fountain clock 
CSF2 seven seconds only. If a quartz oscillator is 
set to the atomic resonance line, then its frequency 
instability is proportional to (Q S/R)–1 where Q is 
the line quality factor (the resonance frequency 
divided by the linewidth) and S/R is the signal-to-
noise ratio. Since – while S/R remains the same – 
the frequency instability decreases with decreasing 
linewidth, CSF2 shows a clear advantage thanks 
to the approx. 65 times higher line quality factor 
compared to CS2. However, since in a fountain 
clock, the duration between the two irradiations 
(which is responsible for the linewidth) in the 
Ramsey resonator only increases by the root of the 

Figure 4:
Transition probabil-
ities P between the 
states 1 and 2 of the 
clock transition in 
133Cs as a function 
of the microwave fre-
quency fp (Ramsey 
resonance curves), 
recorded with PTB's 
fountain clock CSF1 
(blue) and beam 
clock CS2 (red).
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launch height, some sort of practical limitation is 
reached by fountain clocks with regard to the line-
width in the gravitational field of the Earth: no one 
is willing to build a fountain clock of 10 meters! A 
fountain clock of such a height would, with atoms 
at the same temperature, have the disadvantage 
that fewer atoms could be detected because a larger 
proportion of atoms would not reach the detection 
zone due to the larger expansion of the atomic 
cloud on the longer path.

This leads us to the second decisive factor for the 
frequency instability, namely the signal-to-noise 
ratio S/R. After the second irradiation with micro-
waves, two signals are obtained in the detection 
zone by exciting the atoms with laser radiation and 
recording the fluorescence they then emit; from 
these two signals, the excitation probability of 
the microwave transition from state 1 into state 2 
can be derived. The two detection signals, N1 and 
N2, are each proportional to the number of atoms 
detected in the states 1 and 2 and to the number of 
photons detected per atom. A fountain is usually 
operated in such a way that N1 and N2 are equal 
(see Fig. 3 and the magenta dots in Fig. 4, right), 
since the transition probability corresponding to 
the signal S, P = S = N2/(N1+ N2) ≈ 1/2, is then 
most sensitively dependent on frequency changes 
in the alternating field used to irradiate the atoms. 
Due to the statistic variations in the distribution of 
the atoms onto the two different states (quantum 
projection noise), the noise R of the signal S is 
R = (N1+ N2)–1/2(P(1-P))1/2. Thus, for normal oper-
ation as a fountain with P = 1/2, the simple relation 
S/R = (N1+ N2)1/2 is yielded, i.e. a signal-to-noise 
ratio which is proportional to the root of the total 
number of atoms detected.

To attain this – to some extent fundamental – 
lowest noise in a fountain clock presupposes that 
all other technical contributions to noise which 
normally exist in the detection signal must be 
thoroughly reduced. One of the problems is that 
the fountain operates in a pulsed mode: the time 
interval between the two flights of the atoms 
through the microwave resonator is followed by 
a period for atom detection and then by a phase 
in which the atoms are loaded and started anew. 
During this dead time, the control of the quartz 
oscillator is ineffective since there is no infor-
mation on the time-dependent behavior of the 
oscillator phase. Part of the phase fluctuations of 
the quartz oscillator is transmitted in the form of 
frequency variations also at averaging times that 
are high compared to the cycle time of the foun-
tain (typically 1 s to 1.5 s). John Dick from the 
ion trap group of the Jet Propulsion Laboratory, 
Pasadena, described this behavior for the first 
time; it is therefore called the “Dick Effect” [24]. 
Due to this effect, the best frequency instability 
that can be attained with a fountain clock whose 

9 GHz signal is derived from an oscillator with one 
of the lowest-noise oscillating quartzes available is 
slightly less than 10–13 (τ/1s)–1/2, with τ being the 
averaging time.

In contrast, to obtain a frequency instability in 
the lower range of 10–14 (τ/1s)–1/2, the 9 GHz signal 
must either be derived from a cryogenic oscillator 
or from a microwave oscillator which is stabilized 
onto a narrow-band laser by means of a frequency 
comb [25]. It is interesting to note that in the latter 
case, technologies which have been developed in 
connection with optical clocks (see last but one 
section – narrow-band lasers, frequency comb) 
contribute to the performance of fountain clocks. 
In turn, this enhanced performance in frequency 
measurement of potential optical clock transi-
tions with reference to the SI second as realized 
with fountain clocks brings about considerable 
advantages.

The curve plotted for the fountain clock CSF2 
in Fig. K1.2 σy(τ) = 2.7 ∙ 10–14 (τ/1s)–1/2 results, in 
principle, exclusively from the quantum projec-
tion noise of approx. 2.8 ∙ 106 detected atoms per 
fountain cycle. To reach this frequency instability, 
the loading of the atom source of CSF2 had to be 
effected from a beam of pre-cooled atoms in order 
to send such a high number of atoms through the 

Figure 5: 
PTB’s cesium foun-
tain clocks CSF1 (in 
the background) and 
CSF2 (in the fore-
ground) in 2005.
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fountain that even the S/R is higher by a factor of 
approx. 2 than in CS2. This, in combination with 
the linewidth which is reduced by a factor of 65, 
yields a frequency instability improved by a factor 
of 130. The main obstacle to further reducing it by 
using an even greater number of atoms in order to 
attain an even lower quantum projection noise, is 
the increasing frequency-shifting effect of colli-
sions among the cold atoms, which we will discuss 
in the following together with the achievable 
systematic uncertainty of fountain clocks.

What are the advantages of the fountain clock 
with respect to accuracy? Table 1 lists the main 
frequency shifts and the resulting uncertainty 
contributions of the primary clock CS2 [15] and of 
the fountain clock CSF2 [21, 22]. The advantage of 
the fountain clock takes effect in particular where 
the shifts are proportional to Q or where they 
are directly scaled with the velocity v or v2 [26] 
(marked with (*) in Table 1).

Some of the uncertainty contributions of CSF2 
(total uncertainty: 2 ∙ 10–16) are smaller by more 
than one order of magnitude than those of CS2 
(total uncertainty: 120 ∙ 10–16). For example, CS2 
needs a static magnetic field of approx. 8 µT so 
that the frequency separation of neighboring 
transitions that are dependent on magnetic fields 
is high, compared to their linewidth. It then 
becomes possible to excite the transition between 
the Zeeman sublevels with the magnetic quantum 
number mF = 0 (the clock transition) as the transi-
tion between two isolated atomic levels selectively. 
In the fountain clock, a field strength of approx. 
0.15 µT suffices due to the reduced linewidth. The 
shifting of the resonance frequency of the clock 
transition amounts to 2.9 Hz in the first case and 
only to 0.0009 Hz in the second case; it is then 
correspondingly easier to determine this shift 
and to correct it down to field zero. Moreover, in 
a conventional atomic clock, the magnetic state 
selection leads to an asymmetric population of 
neighboring Zeeman sublevels with mF = ±1 with 
respect to the mF = 0 state population. In this way, 
undesirable transitions in the hyperfine structure 
(HFS) multiplet in the vicinity of the clock tran-
sition are excited to a different degree. In general, 
this leads to a frequency shift of the clock transi-
tion [12]. In the case of a fountain clock, however, 
the population of neighboring sublevels is sup-
pressed to a large extent after the laser cooling 
step [18], and it is symmetric. The corresponding 
uncertainty contribution is therefore negligible.

Since CSF2 does not require the cesium reserve 
to be heated (as is the case for CS2) in order to 
generate a sufficiently intensive atomic beam, the 
temperature distribution all in all is much more 
homogeneous here. This leads to an uncertainty of 
the frequency shift due to thermal radiation (Stark 
effect) that is lower by one order of magnitude. 

Similarly, the uncertainty caused by the quadratic 
Doppler effect is practically negligible [18], since 
the mean atomic velocity between the two resona-
tor passages by the atoms reaches 1.5 m/s only in 
CSF2, whereas it amounts to approx. 100 m/s in 
CS2.

To understand the varying influence of the 
phase difference of the resonator in CS2 and in 
CSF2, you have to keep in mind that the successive 
excitation of the atoms in the single microwave 
resonator in a fountain clock is equivalent to the 
successive interaction of the atoms in the two spa-
tially separate irradiation sections of the resonator 
of an atomic beam clock. In the single resonator of 
the fountain clock, the irradiation fields located 
in the same spot are, by nature, always in phase, 
whereas in the two-arm resonator of an atomic 
beam clock, power is lost to the walls in addition 
to mechanical asymmetries, which leads to a phase 
difference. Determining these experimentally is 
difficult, which limits the achievable accuracy (e.g. 
of CS2). In the case of CSF2, similar to other foun-
tain clocks, a challenge remains: namely, to control 
the influence of spatial phase gradients that are 
transversal to the moving direction of the atoms 
[22, 27]. Such phase gradients lead to frequency 
shifts, also in fountain clocks. Averaged across 
the different expansion and the possibly slightly 
different horizontal position of the atomic ensem-
ble each time the cesium atoms rise and fall, phase 
differences of the acting microwave field generally 
occur. These also result from power that is lost to 
the resonator walls or from asymmetries occurring 
when the field is coupled into the resonator [27]. 
Evaluating such effects requires demanding com-
putations and experiments involving the tilting 
of the fountain’s axis against the vector g of the 
gravitational acceleration [22].

In fountain clocks, particular attention has 
always been paid to the effect of collisions among 
the cold cesium atoms. At the prevailing tem-
peratures (≈1 μK), the shifts of the energy levels 
involved in the clock transition due to impacts are 
relatively high and have therefore been investi-
gated thoroughly – both theoretically and experi-
mentally (e.g. [28, 29]). These investigations have 
led to various measures aiming to get the resulting 
frequency shift and its uncertainty under control. 
In principle, this requires the atomic density to be 
varied during the operation of the fountain clock 
in order to determine the undisturbed transition 
frequency from the transition frequencies mea-
sured at diverse densities by linear extrapolation to 
vanishing density. To vary the density, it is possi-
ble, for example, to change the loading time of the 
atomic cloud. A simple method to reduce system-
atic errors caused by shifts due to collisions as 
much as possible is to use a low number of atoms 
in a relatively wide atomic cloud. The disadvantage 



27

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2 Frequency of an atomic transition

in this is, however, the resulting low S/R .
In the case of detected atoms amounting to 

several 106 (as are needed for frequency instabil-
ities in the lower 10–14 (τ/1s)–1/2 range), however, 
relative collisional shifts of 10–14 occur, so that a 
very precise procedure must be used to vary the 
atomic density in order to keep extrapolation 
errors at the level of 10–16 or lower. The so-called 
“Rapid Adiabatic Passage” method [18] enables the 
density of the atoms used for the clock transition 
in the entire atomic cloud to be varied by a factor 
of exactly 2 by means of an additional microwave 
resonator located below the Ramsey resonator. 
The resulting frequency difference (measured 
between operation at full density and operation 
at half density) can then be used for the correc-
tion of the collisional shift. With the number of 
detected atoms increasing further (above the range 
of several 106), this method would, however, also 
lead to inacceptable systematic uncertainties of 
several 10–16. In this respect, we have to deal with 
limitations which force us to make a compromise 
between the achievable frequency instability and 
the systematic uncertainty.

To conclude, one can keep in mind that since the 
times of the pioneers (Rabi, Ramsey, Zacharias and 
Essen), the relative uncertainty of cesium clocks 
with a thermal atomic beam has been reduced 

from approx. 1 ∙ 10–10 to approx. 1 ∙ 10–14. With 
laser-cooled atoms in fountain clocks, uncertain-
ties in the range of 1 ∙ 10–16 have been attained, but 
it seems difficult to reach values well below this 
threshold.

Even more precise: optical clocks

Parallel to the development of the cesium foun-
tain clocks, a new type of atomic clock has been 
intensively investigated for more than 20 years 
– the optical clock [30]. Optical clocks also rely 
on an atomic transition as a reference, however, 
not in the microwave range, but in the optical 
spectral range. The oscillator used for these clocks 
is – correspondingly – a frequency-stabilized laser. 
By increasing the clock frequency by five orders of 
magnitude (from approx. 1010 Hz in a cesium clock 
to approx. 1015 Hz in an optical clock), consider-
able stability and accuracy gains can be obtained. 
Thus, the short-term stability can be improved 
due to the considerably higher number of oscil-
lating cycles per time unit. Enhanced accuracy is 
obtained due to the fact that some of the disturb-
ing external influences on the atom (e.g. collisions 
with other atoms or the influence of magnetic 
fields) cause a characteristic shift magnitude ΔE 
of the energy levels which, as a relative frequency 

Cause of a 
frequency shift

Relative frequency shift δF and relative uncertainty  
δδF in multiples of 10–15

Cs clock CS2 Fountain clock CSF2 Optical clock (Yb+ E3)

δF(CS2) δδF(CS2) δF(CSF2) δδF(CSF2) δF(Yb+ E3) δδF(Yb+ E3)

Magnetic field* 
(quadratic 
Zeeman effect)

317 500 1 99.85 0.01 –0.0404 0.0006

Stark effect 
thermal radiation)

–17 0.5 –16.51 0.06 –0.0705 0.0018

Quadratic 
Doppler effect* 
(relative time 
dilation)

–50 0.5 –0.01 <0.01 –0.0037 0.0021

Excitation of 
undesired transi-
tions in the HFS 
multiplet of 133Cs

0 4 0 0.0013

Resonator phase 
difference*

255 10 0.03 0.15 –0,0037

Atomic collisions 0 <0.5 –10 0.05 0 0.0005

Table 1: 
Main uncertainty 
contributions of 
PTB’s primary clock 
CS2 [15], fountain 
clock CSF2 [21, 22] 
and optical Yb clock 
(see below).
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3i Time system

This degree of agreement would have been 
practically unimaginable only 10 years ago; 
it has only become possible thanks to the 
quality and the availability of fountain clocks. 
Eventually, UTC (Coordinated Universal 
Time) is obtained by adding leap seconds to 
TAI. 

Each of the 72 institutes realizes a replica 
of UTC called UTC(k). Depending on how 
sophisticated the realization and the quality 
of the clocks locally available are, this replica 
is more or less in agreement with UTC. In 
2010, PTB was the first time institute to 
derive its UTC(k) realization from one of 
its cesium fountain clocks. Since then, the 
deviation between UTC and UTC(PTB) has 
never exceeded 10 ns. Other institutes have 
now followed suit. SYRTE (Observatoire de 
Paris) has thus been using fountain clocks 
since the end of 2012 to control UTC(OP). 
Figure K3 shows UTC(PTB) and UTC(OP) 
which are some of the most stable time scales 
currently realized with respect to UTC. One 
can observe how the deviations in UTC – 
UTC(k) have become considerably smaller 
due to the use of fountain clocks, first in the 

blue curve and 
then in the orange 
one.

Under the coordination of the International 
Bureau of Weights and Measures (BIPM – 
Bureau International des Poids et Mesures), 72 
time institutes are participating in the realiza-
tion of the international atomic time scale at 
the time of writing (September 2015). By aver-
aging more than 400 atomic clocks, approx. 
300 commercial cesium atomic clocks and 100 
hydrogen masers of all these institutes, the 
BIPM obtains a so-called “free atomic time 
scale”. Its basic scale unit is compared with 
the primary cesium fountain clocks (as well as 
CS1 and CS2), provided their measured values 
are available. In the past 24 months (until Sep-
tember 2015), data from 11 different fountain 
clocks (from China, Germany, France, the UK, 
India, Italy, Russia and the USA) were sup-
plied. Such comparisons reveal by how much 
the basic scale unit of the free atomic time 
scale has to be changed to agree with the SI 
second as realized by the primary clocks. The 
resulting correction is applied by calculation, 
and one then obtains the international atomic 
time TAI (Temps Atomique International) The 
TAI second can currently be aligned with the 
SI second with 10–15 s accuracy on average. 

Figure K3: 
Evolution of two of the most stable 
time scales realized to date: 
UTC(PTB) (blue) of PTB and 
UTC(OP) (orange) of SYRTE (Ob-
servatoire de Paris) with reference 
to UTC over the period from 2007 
until the end of 2015.
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shift Δf/f=ΔE/(hf), has less influence at the higher 
frequency of the optical clock than for a clock 
operating in the microwave range. The higher 
clock frequency, however, raised three challenges 
which were more difficult to handle: 

1)	designing a stable interrogation oscillator;

2)	counting the frequency, and,

3)	last but not least: localizing the atoms.

(1) The linewidth and the frequency stability of 
the interrogation laser are of great significance for 
the short-term stability of optical clocks. In most 

setups, diode lasers with unstabilized linewidths of 
a few MHz are used. To reduce the linewidth, the 
laser is stabilized onto an external optical resona-
tor. This resonator consists of two high-reflectivity 
mirrors placed on a stable spacer which, under 
vacuum, are excellently shielded from tempera-
ture variations and mechanical vibrations. With 
reflectivities of 99.9997 % of the best available 
mirrors and a spacer of approx. 10 cm in length, 
resonances with a width of only a few kHz are 
obtained. Since these resonances can be detected 
very fast with very little noise, the frequency fluc-
tuations of the lasers can be reduced down to line-
widths of less than 1 Hz by means of an electronic 

4
Applications

required both in the satellites and on the 
ground: the quality of the signals sent by the 
satellites directly depends on the stability – 
more specifically: on the predictability – of 
the clocks aboard the satellites. The pre-
diction refers to the system time generated 
in the GNSS which is realized by means of 
stationary clocks on the ground and is, in 
turn, kept in excellent agreement with UTC 
by comparison with the best terrestrial time 
scales. To this end, the GPS system time is 
steered towards UTC(USNO) of the U.S. 
Naval Observatory. The time of the Russian 
GNSS (GLONASS) is approximated to the 
time scale UTC(SU) realized at the Russian 
metrology institute VNIIFTRI which oper-
ates two cesium fountain clocks. Last but 
not least, the system time of the European 
Galileo system is presently approximated 
to the average of five UTC(k) time scales, 
among these UTC(PTB) and UTC(OP), 
whose excellent properties are described in 
info box 3.

The accuracy of cesium atomic clocks has 
been improved by a factor of 10 every decade 
since the first clock of its kind was commis-
sioned in 1955. It is fascinating to notice how 
improved clocks are used in numerous areas 
of science and are still needed to investigate 
topics such as the validity of the theory of rela-
tivity, the constancy of fundamental constants 
or the properties of millisecond pulsars. This 
requires a relatively small number of clocks 
in selected places, contrary to applications of 
daily life such as the operation of telecom-
munications or energy supply networks. Such 
applications necessitate networks of oscilla-
tors that are reliably synchronized with each 
other. These networks are often clocked to 
UTC (or another UTC(k)) using the signals 
of satellite navigation systems. Such systems 
(GNSS, Global Navigation Satellite Systems) 
help answer the question “Where am I?” in 
everyday life, and interest in them will keep 
on growing with the integration of navigation 
functions into cell phones and cars. The use of 
GNSS, however, goes far beyond such func-
tions and can be used to transmit high-preci-
sion time information.

The way that GNSS work is based on meas-
uring the signal’s propagation times between 
several satellites equipped with atomic clocks 
and the ground receiver. Atomic clocks are 

i
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feedback circuit. The achievable relative stability 
is then approx. 10–16 for times from 0.1 s to 100 s. 
Over a longer period of time, glass spacers exhibit 
a frequency drift due to material aging. Resonators 
made of monocrystalline silicone with cryogenic 
cooling are thus currently being investigated as a 
further improvement.

(2) The problem with counting the optical 
frequency was solved in the year 2000 by the 
invention of the optical frequency comb gener-
ator. It consists in using a laser which emits an 
extremely uniform series of very short (fs range) 
optical pulses. The spectrum of this laser resem-
bles a comb with a high number (>106) of optical 
frequencies arranged as a uniform array. It can be 
used to divide the frequency of a reference laser 
(similar to the oscillator in an optical clock) in one 
step down into the microwave range and thus to 
make it electronically countable. This procedure 
has been thoroughly tested with various systems 
and has turned out to be so reliable that numerous 
(more than 1018) optical oscillations can be tracked 
without errors, i.e. without losing track of a single 
cycle. For this invention and its first groundbreak-
ing applications, Theodor Hänsch and John Hall 
were awarded the physics Nobel Prize in 2005 [31].

(3) To avoid frequency shifts due to the conven-
tional, linear Doppler effect, the movement of the 
atom in the exciting radiation field must be limited 
to a range whose dimensions are smaller than the 
wavelength. In cesium fountain clocks, this wave-
length is approx. 3 cm, and the aforementioned 

criterion can be met even with free-falling atoms. 
With an optical clock with a wavelength on the 
order of a few 100 nm, however, this can only be 
done if the atoms are caught in a trap. Localizing 
the atoms in an optical clock is done by combin-
ing a trapping potential (an atom trap) and laser 
cooling by means of which the atom is deprived of 
its kinetic energy. Especially charged atoms (ions) 
can easily be trapped with electric fields (Fig. 6). 
Their charge acts as a strap by means of which the 
atom can be fixed without significantly disturb-
ing its inner structure – and thus the resonance 
frequency which is critical for the clock. The first 
optical clock proposals came from Hans Dehmelt 
(physics Nobel laureate in 1989, together with 
Norman Ramsey and Wolfgang Paul, the inventor 
of the “Paul trap” for the storage of ions) in the 
1970s and were based on a single ion which was 
stored and cooled in an ion trap [32]. Neutral 
atoms lack such straps so that forces can only be 
exerted by attacking the charge distribution inside 
the atom, which inevitably has an influence on the 
electronic structure. It was only in 2001, following 
a proposal by Hidetoshi Katori, that it became 
clear that it was possible to build a very precise 
optical clock also with neutral atoms, namely by 
setting up a trap which shifts the two energy levels 
of the transition which determines the clock’s 
reference frequency exactly equally [33]. The trap 
is formed by the electric field in the interference 
pattern of several laser beams whose “magic” 
wavelength is selected in such a way that the afore-

Figure 6: 
The ion trap of PTB’s 
optical Yb clock. In 
the glass vacuum 
chamber, one can 
see the electrodes 
of the Paul trap 
where an Yb+ ion is 
stored. Bottom right: 
Detailed view of the 
trap. The ring elec-
trode has an inner 
diameter of 1.4 mm.
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mentioned condition is fulfilled. This arrangement 
is called an “optical lattice”, since many attractive 
potentials which trap the atoms periodically form 
in space (Fig. 7). This is where a considerable 
advantage of a clock with neutral atoms comes 
to fruition: even at low densities in ultrahigh 
vacuum, ensembles of several thousands of atoms 
can easily be cooled and stored. Since identical 
ions repel each other electrostatically, the ion clock 
uses a single ion, which leads to the signal achiev-
able to control the frequency of the clock being 
correspondingly weaker. In return, the ion trap 
is considerably deeper than the optical lattice for 
atoms, so that the storage is more stable: a number 
of experiments have shown that the same ion can 
be observed for several months in a row.

The storage and laser cooling methods are appli-
cable to a great variety of atoms and ions in differ-
ent charge states. When selecting an atom for an 
optical clock, the properties of the reference transi-
tion therefore play an important role. In Dehmelt’s 
work [32], the Tl+ (thallium) ion is mentioned, and 
this choice is based on the advantageous properties 
of its electronic shell: in the ground state and also 
in the first excited state, the two valence electrons 
are coupled to form a pair with vanishing angular 
momentum. The shifts of energy levels caused 
by external electric and magnetic fields are thus 
significantly smaller than in states with a single 
valence electron. The transition between the two 
levels violates the selection rules for electric dipole 
radiation and therefore has the narrow natural 
linewidth which is required for an atomic clock. 
Due to diverse practical disadvantages, no exper-
iments have been carried out with a Tl+ clock yet; 
most of the systems investigated to date, however, 
have the same structure with two valence elec-
trons: in the atoms Sr, Hg, Yb and the ions In+ and 
Al+. The optical clock developed at PTB represents 
an exception to this rule since it uses Yb+ [34], a 
rare earth ion which has an exceptionally narrow 
line between two levels with orbital angular 
momenta 0 and 3 that is also hardly influenced by 
external fields. Figure 8 shows an excitation spec-
trum of this line. The linewidth is determined by 
the selected laser pulse duration and is here at 2.4 
Hz slightly larger than in a fountain clock. Since 
the interrogated frequency is, however, higher by 
a factor of 70 000 (blue light at a wavelength of 
467 nm), this signal can be used for a clock with 
considerably better stability.

Based on these fundamental concepts, spec-
tacular progress has been made over the past 15 
years when it comes to the development of optical 
clocks, from the spectroscopic resolution of line-
widths in the range of a few Hz at optical transi-
tions, to measurements of optical transition fre-
quencies with respect to cesium fountain clocks in 
the uncertainty range of 10–16, to systematic uncer-

tainties in the range of 10–18. On short time scales, 
optical clocks are now more stable by a factor of 
100 and also more accurate by a factor 100 than 
cesium fountain clocks when it comes to the repro-
ducibility of their reference frequency. Dehmelt 
concretely mentioned the objective of attaining an 
accuracy of 10–18 as early as 1981 [32]. To reach six 
orders of magnitude beyond the then best realiza-
tion of atomic clocks – and this with totally novel 
methods such as laser cooling and the observation 
of individual quantum jumps – this vision seemed 
quite ahead of its time then, however, it became 
the main motivation of the scientists working in 
this field. Until mid-2016, four groups of scien-
tists carried out different experiments (two with 
the ions Al+ and Yb+ and two with Sr atoms) and 
succeeded in reaching this accuracy range. Table 
1 shows the most significant uncertainty contri-
butions of PTB’s Yb+ optical clock compared with 
those of the cesium clocks. The total uncertainty of 
this clock is currently 3.2 ∙ 10–18.

The second – on its way to a new definition

Since the frequency comparisons and the meas-
urement or frequency ratios of optical clocks 
are now possible with lower uncertainties than 
the current realization of the SI second allows, 
the debate about a possible new definition of the 
second is gaining in importance. Looking back 
at the fundamental principle of the definition of 
the SI second from 1967, it can be considered as a 
successful model: an appropriate atomic transition 
frequency is defined under ideal conditions, and 
a fixed number of oscillation periods is laid down 
as the unit of time. It therefore seems logical to 
pursue this model at an appropriate point in time 
by selecting a suitable optical transition. The new 
numerical value of the oscillation periods per time 
unit would be determined from measurements 
of the frequency ratio of the optical clock to the 
cesium clock. In preparation of this approach, a 
working group of the consulting committee for 
time and frequency has therefore been collecting 
and evaluating the results of frequency mea-
surements of suitable transitions since 2001 and 
has now derived recommended frequencies for 
so-called “secondary realizations” of the second. 
Eight different transitions are currently recom-
mended: the hyperfine structure frequency of 87Rb 
which can be realized in a rubidium fountain, 
the systems 87Sr and 171Yb investigated in optical 
lattices, and five transitions of the ions 27Al+, 88Sr+, 
171Yb+ (with two transitions) and 199Hg+. In the 
coming years, an increasing number of optical 
frequency ratios will be measured to be used for 
consistency tests in the uncertainty range of 10–18. 
Due to the variety of promising candidates and the 
fast pace of developments in these new technolo-
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gies and methods, it is not possible yet to deter-
mine a clear favorite as the successor of cesium. 
We can assume that different optical clocks will 
be used, depending on the application – as is the 
case today with cesium clocks, small commercially 
available rubidium clocks and hydrogen masers. 
Since the vast majority of practical applications of 
atomic clocks and atomic frequency standards are 
in the microwave range today and the currently 
valid requirements in this range are easily met, it 
is very improbable that cesium clocks might lose 
their importance in the near future, in the context 
of the new SI system.

The fact that the ranking list of the “best” clocks 
changes every year shows how dynamic this field 
of research really is. The most interesting applica-
tions of the new clocks are currently to be found in 
science, especially in the search for “new physics” 
at the limits of fundamental theories such as the 
theory of relativity and quantum physics. Due to 
the different structures (such as mass and nuclear 

charge) of the atomic reference systems used, new 
effects (such as changes in the coupling constant 
of the fundamental interactions or an additional 
coupling to dark matter), which have, to date, 
only be assumed, would express themselves in 
the form of frequency shifts between the different 
atomic clocks. The high measurement accuracy of 
frequencies could thus open up a window on new 
insights into the fundamentals of physics. This 
type of fundamental research does not require the 
second to be redefined. On the other hand, if one 
of the candidates for the planned redefinition were 
to be nominated precociously, this would some-
what limit the dynamics and diversity of this field.

Figure 7: 
The most simple 
atomic trap for an 
optical lattice clock 
is formed by a laser 
beam reflected back 
into itself. Here the 
intensity distribution 
of such a standing 
wave is shown sche-
matically: in the di-
rection of the beam, 
the intensity maxima 
which trap the atoms 
are 400 nm in width, 
the lateral extension 
is 150 µm.

Figure 8: 
Transition probability 
P in PTB’s optical Yb 
clock as a function of 
the laser frequency. 
With laser pulses of 
a duration of 0.335 s, 
a linewidth of 2.4 Hz 
is attained at an 
optical frequency of 
642 THz. At each fre-
quency, the number 
of excitations having 
occurred was count-
ed in 20 tests (gray 
bars). The red curve 
shows the spectrum 
which is theoreti-
cally expected in 
the absence of any 
oscillator noise.
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1.	 History and introduction

The search for a universal measure of length goes 
back many centuries. In the Middle Ages, a large 
number of different measures of length became 
established, some of which are still commonly used 
today. This diversity was an obstacle to trade, which 
was becoming increasingly supraregional. One of 
the first ideas for a universal measure of length 
was the seconds pendulum proposed by Jean-Félix 
Picard in 1668. This proposal was based on the 
physical relation between the length of a pendulum 
and its oscillation period. However, due to regional 
differences in the gravitational field of the Earth, the 
oscillation period of such a pendulum exhibited con-
siderable differences. This definition of length was 
thus not universal enough. After the French Revolu-
tion, the concept of a metric system of units started 
to gain acceptance. In 1799, the original meter was 
created as a material measure of length. The length 
of this material measure was to correspond to one 
ten-millionth of the distance between the equator 
and the North Pole (Earth's meridian quadrant). 
This statement proved wrong only later when the 
Earth turned out not to be exactly spherical and thus 
not suitable for defining the meter; consequently, 
this original meter was actually too short by 0.2 mm. 
In 1889, the International Bureau of Weights and 
Measures (BIPM) introduced the International 
Prototype of the Meter for the unit meter, which 
was a rod made of a platinum/iridium alloy with a 
cross-shaped section. The length of the meter was 
defined as the distance between two center lines, 
each belonging to a group of lines, at a temperature 
of 0 °C. 
It was only in 1960 that the definition of the 
meter stopped relying on a material measure (and 
its copies) that needed to be maintained. At the 
11th Conférence Générale des Poids et Mesures 
(CGPM), the meter was defined as the length equal 
to 1 650 763.73 wavelengths in vacuum of the light 
radiated at the transition between the levels 5d5 and 
2p10 of 86Kr. This definition was based primarily 
on a krypton-86 spectral lamp with a wavelength of 
approx. 606 nm developed at PTB by Johann Georg 
Ernst Engelhard.

By fixing a numerical value for the speed of light 
in vacuum c0 in 1983, the currently internationally 
valid definition of the meter was laid down:

“The meter is the length of the path travelled 
by light in vacuum during a time interval of 
1/299 792 458 of a second.”

This definition presupposes a measuring 
method that allows length to be realized along a 
spatial dimension or along material measures for 
length. These measures have not diminished in 
significance: they are still used to disseminate the 
unit of measurement, the meter, to industry and 
society. The accuracy of the realization of lengths 
by means of suitable length measurement methods 
is in perpetual development as a result of new 
requirements placed on their precision. The fol-
lowing chapters of this paper contain a description 
of the fundamentals of these procedures.

2.	 Direct measurement of a time difference 
used to realize the SI base unit meter

The exact wording of the definition of the meter 
is as follows: “The meter is defined as the length 
of the path travelled by light in vacuum during a 
time interval of 1/299 792 458 of a second”. This 
definition assumes a direct time measurement in 
connection with a length measurement (1 m corre-
sponds to 3.335 640 952 ns). In fact, the distance 
between the Earth and the Moon is measured by 
means of the time needed by a laser pulse from the 
Earth to the Moon and back (approx. 2.6 seconds). 
To this end, a total of five retroreflectors were 
placed on the Moon within the scope of Ameri-
can and Soviet Moon missions. In this way, it was 
possible to demonstrate that the average distance 
between the Moon and the Earth increases by 
approx. 3.8 cm each year.
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Distance measurements based on the speed 
of light are used not only in space, but also in 
applications such as geodesy (tachymeters, global 
satellite navigation systems) and in commercial 
distance meters. Depending on the requirements 
for precision, different modulation and pattern-de-
tection technologies are used. The influence of 
the air on the speed of light must always be taken 
into account, since the refractive index of the air n 
scales down the speed of light (c = c0/n). If this is 
neglected, the length measured under atmospheric 
conditions is too long by approx. 0.3 mm per meter 
of measured length. For precise measurements, 
it is therefore absolutely indispensable to acquire 
the parameters of the air (pressure, temperature, 
humidity) along the measured path in order to 
be able to correct the influence of the refractive 
index of the air. Since the refractive index of the 
air depends on the wavelength (dispersion), it is 
also important when considering velocity-based 
measurements to use the signal velocity that can 
actually be detected (group velocity) into account. 
This signal velocity is associated with the so-called 
“group refractive index” and can be computed from 
the “normal refractive index”.

Even in the case of shorter distances, it is rela-
tively easy to demonstrate that an increase in the 
path travelled by the light leads to a temporal delay 
– for example, of a light impulse. For precise length 
measurements in the range of a few meters and less, 
this method soon reaches its accuracy limits. For 
example, to measure 1 m with an accuracy of 1 mm, 
the time difference would have to be measured with 
approximately 3.3 ps accuracy. 

3.	 Interferometry for the realization of the 
SI base unit meter

Interferometric measurement procedures lend them-
selves well for length measurements in the range of a 
few meters and less, but also to realizing a length in 
general as precisely as possible, since such procedures 
allow length measurements to be performed with 
sub-nanometer accuracy. In the following, the basic 
idea of interferometric length measurement and its 
relation to the definition of the meter quoted above 
will be explained. 

Interferometry is a measurement method 
that consists in making waves overlap. The elec-
tric field of a single light wave spreading in z 
direction can be described mathematically as 
E z t A A t k z( , ) cos cos ,� �� �� � � ��� ��� � �  with the 
characteristics A : amplitude, φ : phase, ω : angular 
frequency, k : wave number, δ : initial phase. The 
relation between the quantities ω and k and the 
parameters of wavelength λ and frequency v is given 
via k = 2π/λ and ω = 2π v, respectively. The speed of 
light c corresponds to the spreading velocity of the 
wavefronts, the so-called “phase velocity”. During 
the period T = 1/v, the wavefront moves by a single 
wavelength in the direction of spreading, which is 
yielded via the consideration φ = const. (ωt = k z). 
From this, the important correlation c = λ v is yielded. 
Since the frequency of light waves lies in the range 
from 300 THz to approx. 600 THz, their time period-
icity cannot be acquired directly with a detector. The 
only measurable parameter is the mean intensity I 
of a light wave, which is essentially1 proportional to 
the square of a time-dependent mean value of the 
electric field. Mathematically speaking, the following 
correlation is yielded between the intensity and the 
amplitude:
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Due to the extremely high frequency, a single light 
wave does not disclose its wave properties, apart 
from the property of “color”. Only by the overlap-
ping (interference) of several waves can parameters 
such as the wavelength be accessed. To illustrate 
this, the intensity of two overlapping light waves 
will be considered in the following:
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where γ describes the so-called interference con-
trast  

� �
�

�
�
�

2 1 2

1 2

I I
I I

I I
I I
max min

max min

and I0 = I1 + I2 was selected. The individual phases 
φ1 and φ2 each contain the parameters of frequency 
and wavelength (φ1/2 = ω1/2 t–k1/2 z+δ1/2).  
If two light waves overlap that have the same 
frequency (and thus the same wavelength) and that 
are spreading along the same axis (in z direction), 
the resulting wave will have the same properties 
with regard to these parameters. This is very easy 
to demonstrate2 with two waves of the same 
amplitude, where

E E A t k z A t k z A t k z1 2 1 2 1 22� � � ��� �� � � ��� �� � � � �� �cos cos cos� � � � � � � // cos /2 21 2�� �� � �� ��� ��� �
 

is yielded. The bottom wave is thus not a “standing 
wave”; it spreads with a certain phase shift in the 
same direction as the single waves. The intensity of 
this wave is essentially determined by the shift of 
the two waves in relation to each other, 

in general I I� � ��� ��� �0 1 21 � � �cos  or

	  I I� � ��� ��� �0 1 21 cos � � for
	
	 A A A1 2 1� � � �� . 

Fig. 2 illustrates the spatial overlapping of two 
identical waves for three different phase shifts 
Δφ = δ1 – δ2 . To the right of each of the gray-shade 
representations, the intensities of the single waves 
and those of the resulting interference are plotted. 
This example includes the case of mutual full 
extinction (destructive interference) for phase 
differences that correspond to the odd-numbered 
multiples of π and the case of constructive interfer-
ence for even-numbered multiples of π.

 

Interestingly, it becomes visible here that, depend-
ing on the shift of the waves in relation to each 
other, the intensity of the overlapping in the case 
of constructive interference (Δφ = 0, 2 π, ...) is 
twice as high as the sum of the intensities of the 
single waves. However, this apparent contradiction 
can be easily explained by considering how the 
single waves that are able to interfere with each 
other are generated. Fig. 3 shows an arrangement 
called an “interferometer”, in which a light wave 
of intensity I hits a beam splitter. For the sake of 

1 Strictly speaking, the intensity of an electromagnetic wave, i.e. its power density, is defined as the time-dependent 
mean value of the so-called “Poynting vector” 

  
S E Hc� �4� . The density of the electric field 


E  is usually proportional to 

that of the magnetic field 


H. Here, for reasons of convenience, all proportionality factors are set as being = 1.
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Fig. 2: 
Spatial overlapping 
of two waves at a 
given point in time.

Fig. 3: 
Generation (by 
means of an interfer-
ometer) of two light 
waves that are able 
to interfere, consid-
ered at a given point 
in time.

2

.
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convenience, the beam splitter assumed here has a 
ratio of 50 % transmission to 50 % reflection, and 
the mirrors hit by the light waves are identical and 
“adjusted” to be exactly vertical to the direction of 
the beam. The beam splitter is set in such a way that 
the light waves reflecting on the two mirrors overlap 
each other exactly when exiting the interferometer. 
By passing twice through the beam splitter, the 
intensity of each of the single beams is reduced to 
25 %. Differences in the optical path travelled by the 
two waves lead to a phase shift Δφ = k 2 Δz; this, in 
turn, determines the intensity of the light exiting the 
interferometer. However, the maximum intensity 
is never higher than that of the wave entering the 
interferometer, as shown in Fig. 33.

To explain why it is possible to realize the SI 
definition of the meter quoted above by using an 
interferometer, we will show an interferometer 
again – this time, however, without the ideal-
ized limitations contained in Fig. 3. Fig. 4, left, 
illustrates the general case of a so-called “two-
beam interferometer”, i.e., for any splitting ratios 
between the intensity of the reference beam and 
the so-called “measuring beam”. Whereas the 
reference mirror is considered as being invariable 
(stable), the position of the measuring mirror can 
be changed. Here, since the phase difference in 
Equation (2) is caused by the length difference 
2 Δz (Δφ = k 2 Δz = 2π Δz  / ½ λ), the intensity, 
which is measured by means of a detector, changes 
periodically (see Fig. 4, right). The intensity of the 
maximum and of the minimum values depends on 

the ratio α = I1 / I2 , which determines the interfer-
ence contrast � � �� �2 1a a/ . What is notewor-
thy is the fact that the interference itself, even at 
an extremely unfavorable intensity ratio of 1/1000, 
still exhibits visible variations that can be metrol
ogically detected. In the easiest case, it suffices 
to count the number of periods (called “interfer-
ence orders”) while the mirror is being shifted 
(Δφ / 2π = 1, 2, ...) .

In each case, a shift or a length can be expressed 
as a multiple of the half wavelength multiplied by 
the number of interference orders; thus, it can also 
be expressed as a product of the speed of light and 
a time difference ∆t: 
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Di�erence in the travelling time of light

		     ,	 (3)  

where ∆t describes the time difference for the 
occurrence of the wavefronts (or of light impulses 
if conducted into the same interferometer) on the 
detector: 

Result of measuring by means of interferometry

Fre

∆
∆t = 1
2ν
ϕ
π

qquency of the light

	
(4)	

Equation (3) clearly represents the relation 
between the travelling time of light and the associ-
ated length – exactly as formulated in the defini-
tion of the meter according to the SI. Equation 
(4) states what needs to be known or measured in 
order to determine the time difference: 
 

1.)	 The frequency of the light v.

2.) 	 The phase difference of the 
interference resulting from a change in 
an interval inside the interferometer 
or from different lengths.

Length-measuring interferometers 
are mostly used in air. Similar to the 
direct measurement of time delays 
(see Section 2 of this article), the 
medium of air leads to a reduction 
of the speed of light, i.e., in Equation 
(3), λ must be replaced by λ/n and c 
by c0/n. The reduction of the speed of 
light is compensated for by increas-
ing the phase difference or the time 

3 The question as to where the energy remains in the event of full extinction at the interferometer exit reveals that the  
	 beams reflected back to the entrance of the interferometer are not plotted in Fig. 3.

Fig. 4: 
Generation (by means of an interferometer) of two light waves that are able to interfere (left). 
What is represented on the right-hand side is the intensity as a function of the measuring 
mirror shift for various intensity ratios (a = I1 / I2). 

a = 0.001 → γ = 0.06

a = 0.01 → γ = 0.2

a = 0.1 → γ = 0.57

a = 1.0 → γ = 1.0
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difference to be measured, so that a length can be 
realized irrespective of whether the measurement 
is performed in vacuum or in air.

For the sake of completeness, we will write out 
the equation (which is fundamentally important 
for the realization of length by means of interfer-
ometry) in full:

�
�z

n n
i q� � �� �� �

�
�0 0

2 2 2
,		  (5)  

where λ0 is the size of the so-called “vacuum 
wavelength”, i is the integer value of the interfer-
ence orders, and q is the so-called “interference 
fraction”.

3.1.		 Optical frequency standards

It is absolutely necessary to know the frequency v 
of the light in order to realize length by means of 
interferometry (see Equation (4)). However, the 
value of the vacuum wavelength derived from 
this (λ0 = c0  / v) is purely notional since it does not 
describe any geometrically relevant length, but the 
distance between the wavefronts under idealized 
conditions and in vacuum.

In order to realize the frequency of a suit-
able light source, this frequency must be com-
pared with the primary time standards (e.g. 
the frequency of the cesium atomic clocks of 
PTB). Today, this is done by means of so-called 
“frequency comb generators”. These allow the 
realization of frequencies of optical frequency 
standards with relative uncertainties of 10–15 and 
less [1]. To connect the frequency of a second-
ary frequency standard (such as a laser for use 
in interferometric length measurements) to 
that of a suitable comb line of the synchronized 
frequency comb, the different light sources are 
overlapped on a detector, i.e., made to interfere. 
Fig. 5 illustrates the result of the interference of 
two waves – whose frequencies differ slightly – in 
a fixed place, as a function of time (as in Equa-
tion (2)). The intensity is shown in the lower part 
of the figure. The green curve shows the mean 
intensity within a period. This corresponds to the 
so-called “beat signal” that can be detected due 
to its frequency, which is considerably lower than 
the frequencies of the individual light sources 
(vbeat = | v1 – v2 |). To be able to represent this 
relation clearly, unrealistic assumptions were 
made in Fig. 5 with regard to the single waves 
(λ1 = 630 nm, λ2 = 670 nm, v½ = c / λ½). The fre-
quencies in real frequency comparisons lie much 
closer to each other, which results in observable 
beat frequencies in the Hz, kHz or MHz ranges. 
The frequency of a light source to be calibrated 
(vEUT) is obtained from the frequency of a stan-
dard (vstandard) as vEUT = vstandard ± vbeat. 

The ambiguity of this relation is due to 
the fact that the beat frequency only indi-
cates the amount of the frequency difference 
(vbeat = | vstandard – vEUT|). To clarify this relation, 
it is therefore necessary to have several standard 
frequencies at one’s disposal.

Practicable light sources for use in interferen-
tial length measurement are the sources recom-
mended by the Comité International des Poids et 
Mesures (CIPM) whose frequency is established 
by laser stabilization on molecular hyperfine 
structure transitions [2]. Here, relative frequency 
uncertainties of typically < 10–11 are achieved.

Today, optical frequency standards are being 
further developed mainly so that the future real-
ization of time can be carried out with so-called 
“optical clocks” that are more precise than the 
cesium atomic clocks currently used. At present, 
it is already possible to attain relative frequency 
uncertainties of < 10–16 [4], depending on the 
averaging period considered. In contrast to the 
situation that predominated until approx. 30 years 
ago, the realization of length by means of interfer-
ometry can no longer benefit from this, since the 
uncertainty contribution from the frequency of 
such sophisticated light sources makes a negligibly 
small contribution to the overall uncertainty of 
length measurement.

3.2.		 Distance-scanning interferometers

The basic principle of distance-scanning inter-
ferometry was already mentioned in the previous 
section (see Fig. 4 and the corresponding expla-
nations): namely, the observation of the periodi-
cally changing detector signal of the interference 
intensity during a constant change in the distance 
of a measuring mirror, with the reference mirror 
being considered stable. Each period corresponds 
to one interference order (i.e., to one change in 

Fig. 5: 
Overlapping of two 
light waves whose 
frequencies differ, 
considered at a 
given point in space. 
To illustrate both the 
fundamental mode 
(the high-frequen-
cy fraction) and 
the beating waves 
(the low-frequency 
fraction) of a light 
wave, the following 
parameters were 
used: 
λ1 = 630 nm,
λ2 = 670 nm, 
v½ = c0 / λ½.
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distance) by half the wavelength of the light used 
(Equation (5)). This means that, when using red 
laser light of wavelength 633 nm, approx. 3 million 
interference orders would have to be counted for 
one meter. During this time, however, shocks and 
air turbulences must be ruled out. In principle, 
with the laser light sources available today (coher-
ence length in the kilometer range), it is possible to 
measure very large distances. In order for them to 
be insensitive to tilting, the mirrors are designed as 
retroreflectors.

However, since the interference is primarily deter-
mined by the cosine function (see Equation (2)), 
a periodic signal measured by the detector cannot 
indicate the direction in which the measuring 
mirror has been moved. In extreme cases, moving 
the mirror to and fro can even simulate uniform 
motion along an axis. In the following, various 
possibilities of how to establish a clear connection 
between the detector intensity and the position of 
the measuring mirror are described. 

3.2.1.	 The quadrature procedure

In the so-called “quadrature procedure” (see 
Fig. 5), a laser beam whose polarization axis is 
tilted by 45° hits a polarizing beam splitter. The 
beam splitter splits the incident light into the 
two polarization directions that are vertical to 
each other, i.e., into the polarized component 
that is parallel to the incident plane (p-beam), 
which passes entirely through the beam split-
ter, and into the vertically polarized component 
(s-beam), which is fully reflected. These two beams 
are reflected by retroreflectors and then joined 

together again at the polarizing beam splitter. At 
the exit of the interferometer, two beams that are 
polarized vertically to each other are then avail-
able4. Polarizers are located behind another beam 
splitter, in front of a detector; their axis is tilted by 
45°, so that they project both polarization com-
ponents (s and p) onto the polarization axis of the 
corresponding polarizer. Only in this way is it pos-
sible for the beams that are first polarized vertically 
to each other to lead to an observable interference 
signal. The beam reflected at the beam splitter tra-
verses a λ/4 delay plate in front of the polarizer and 
therefore generates a signal at the upper detector 
that is shifted by π / 2 compared to the signal of 
the other detector. This procedure thus provides 
two interference signals that are shifted by π / 2 
towards each other and are called sine and cosine 
signals, respectively. When processed electronically 
(i.e., freed from the constant fraction and suitably 
scaled), these signals Ĩsin and Ĩcos can be represented 
as shown in Fig. 6 on the right, e.g. by means of an 
oscilloscope in the xy mode. A shift of the meas-
uring mirror then leads to a circular or elliptical 
figure being displayed. Depending on the direction 
of displacement, the corresponding vector rotates 
in one direction or the other. Here, a full revolution 
corresponds to one interference order (∆φ = 2π) 
and thus to a shifting of the measuring mirror by 
∆z = λ / 2, which can be clearly detected with this 
procedure. The quadrature procedure is ideal for 
calibrating distance meters and line scales (e.g. by 
means of PTB’s 50 m baseline) [5]. This baseline 
is equipped with a cart moving on rails that are 
rooted in a concrete base which is firmly con-
nected to the floor of the basement. 

Fig. 6:
Extension of an interferometer by polarization components to generate two interference signals whose phases are shifted by π / 2.  
On the right, the vector yielded from the signals Ĩsin and Ĩcos is plotted.

4 Making light waves overlap that are polarized vertically to each other does not lead to an observable interference.
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3.2.2. 	 The heterodyne procedure

Certain lasers emit two light waves that are polarized 
vertically to each other and have different frequencies 
(i.e., two different laser modes). Furthermore, there 
are possibilities for shifting the frequency of a light 
wave by a defined value, e.g. by means of acous-
to-optic modulators (AOMs). The availability of light 
waves whose frequencies differ from each other by 
a known value is exploited by so-called “heterodyne 
interferometers”5. Fig. 7 shows the typical design of 
a heterodyne interferometer. Here, the light source 
used is a laser with two different frequencies. The 
light wave whose electric field is polarized vertically 
to the image plane is called “s”; the wave which is 
polarized parallel to the plane is designated as “p”.
First, both light waves are split by means of a beam 
splitter. The two reflected waves then hit a polar-
izer whose axis is tilted by 45° with regard to the 
two polarization directions. At the detector located 
behind the polarizer, this leads to a beat interference 
(see Section 3.1 of this article) of the now equally 
polarized waves of different frequencies (v1 and v2), 
the so-called “reference signal”. The two light waves 
transmitted at the beam splitter later hit a polarizing 
beam splitter where the s-polarized wave is reflected 
and the p-polarized wave is transmitted. After being 
reflected by the retroreflectors, the two waves are 
joined together again in the polarizing beam splitter 
and pass a polarizer whose axis is again tilted by 
45° with regard to the two polarization directions. 
As a result, a second beat interference, the so-called 
“measuring signal”, occurs at the detector located 
behind the polarizer.

The phase of the reference signal, ΦRef, is yielded 
from the phase difference of the individual phases 
belonging to the different frequencies, 
φref 1/2 = k1/ 2 z ref–detector – ω1/2 t + δ1/2 , where zref–detector 

describes the joint light path of the individual waves 
up to the reference detector. In contrast, the phase of 
the measuring signal, Φmeas, is yielded from the over-

5 As a counterpart to this, interferometers are used that use a light source with a single frequency only (also called 
“homodyne interferometers”).

(6)

lapping of single waves which have covered different 
distances. If ∆z is defined as the length difference 
between the measured length and the distance from 
the reference mirror, zref–mirror, then the measuring 
signal is obtained from the difference between 

 and  
 

meas ref-mirr
1 1 1 1k z tϕ ω δ= − + . If zref-Detector and 

zref-mirror are considered constant, and if they are 
considered equal WLOG, then the phases of both 
detectors and their difference can be expressed as 
follows:

ref
ref

meas
ref

k k z t

k k z k z
2 1 2 1 2 1

2 1 2 2 11 2 1

2

t
k zmeas ref

This means that the shift ∆z of the measuring 
mirror can be determined from the comparison of 
the phase position between the beat signals at the 
reference detector and at the measuring detector. 
Both signals can be freed from the DC component 
by capacitive coupling, which makes the proce-
dure insensitive to variations of the light intensity, 
including influences due to the ambient light. Inter-
polating an interference signal – as is usually done 
in homodyne interferometers – becomes super-
fluous, and reversing the direction is no longer an 
issue, since the phase position of the beat signals 
always increases. In this way, the phase difference 
between the measuring signal and the reference 
signal can be determined unambiguously. One of 
the most accurate heterodyne interferometers to 
date was set up at PTB a few years ago [6].

Fig. 7:  
Schematic representation of a heterodyne interferometer operated with laser light 
from two waves (s and p) that are polarized vertically to each other and have 
different frequencies (v1 and v2).
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3.3	Imaging interferometers used to mea-
sure the length of prismatic bodies

To date, length has been considered to be a dis-
tance along an axis. By shifting an interferometer 
mirror along the spreading direction of light, this 
length can be determined by counting interference 
orders – as described above – directly by means of 
interferometry, and therefore traceably to the SI 
definition. The following section describes a dif-
ferent measurement task: determining the length 
of bodies, in particular those that are suitable as 
material measures for the dissemination of length: 
1) bodies with end faces that are parallel to each 
other (prismatic bodies), mostly in the form of 
so-called “gauge blocks”; and 2) spherical bodies, 
i.e., spheres. The length and the diameter of these 
material measures can be determined interferom
etrically; in most cases, the length is represented as 
a step height. Fig. 8 shows a prismatic body whose 

reflecting end faces A and B are parallel to each 
other, and whose face B coincides with the plane 
of an end plate. Here, the body and the platen 
cling together due to adhesion or cohesion. In fact, 
this state can be achieved by so-called “wringing” 
(which is also called “optical contacting”). Thus, in 
principle, the step height is identical to the length 
of the body.

In the assembly shown in Fig. 8, it would be 
possible to use an interferometer instead of a 
measuring mirror (as shown in Fig. 4). Depend-
ing on whether the light beam were reflected by 
the front surface or by the end plate of the body, 
the interference signal obtained at the detector 
would be different. An attempt could be made 
to compare the interference of several spatially 
separate beams, which are reflected both by the 
front surface and by the end plate of the body, by 
means of different detectors in order to eventually 
obtain a length. However, utilizing a large bundle 
of beams, as described below, clearly seems more 
appropriate. In both cases, the integer interfer-
ence orders between the front surface and the 
platen, which are usually very numerous, cannot 
be accessed directly; that is, it is first only possible 
to determine the difference in the non-integer 
residual of the interference orders, the interfer-
ence fraction q.

3.3.1.	 Imaging Twyman-Green 
	 interferometers 

Figure 9 shows an imaging Twyman-Green inter-
ferometer for the realization of the length of pris-
matic bodies. A point light source set in the focus 
of a collimator generates a large bundle of parallel 
beams that cover the prismatic body together with 
its end platen. The light, after being reflected and 
returning to the plane of the beam splitter, follows 
a “quasi-joint” path to a camera that records a 
so-called “interferogram”. In this way, the interfer-
ence intensities for each partial beam of the beam 
bundle are resolved laterally. Since the reference 
beam is reflected by the optically denser medium 
(outer surface of the beam splitter) once more than 
the measuring beam, the sign of the interference 
term is reversed – compared to Equation (2) – as 
follows:

I I z x y z x y� � � �� � �� ��
�

�
�� �0

2
2 1 21 � �

�cos , , , 	(7)

where z½ (x, y) represents the distribution of 
the geometric paths (measuring: 1, reference: 2) 
vertically to the optical axis. If the reflecting 
surfaces are perfectly flat, then the path differ-
ence z1(x, y) – z2 (x, y) describes a plane whose tilt 
depends on the orientation of the surfaces to each 
other. The cosine function is then responsible for 
the typical fringe pattern with maxima for path 
differences of mλ/2 and minima for (m+ ½)λ/2.

Fig. 8: 
Prismatic body with 
terminal points A and 
B that are parallel to 
each other, wrung 
with an end plate

Fig. 9: 
Twyman-Green 
interferometer for 
the realization 
of the length of 
prismatic bodies. 
The interferogram 
shown (bottom right) 
symbolizes the 
interference fraction 
that can be read 
out from the fringe 
mismatch when the 
reference mirror is 
slightly tilted.
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3.3.1.1. Phase-stepping interferometry

This is exploited experimentally in order 
to determine the interference phase from a 
series of measured intensities. In imaging 
interferometry, a camera records interfer-
ograms for each position. The interference 
phase can be calculated for each pixel coordi-
nate by means of the Tang algorithm. 

The interference fraction is 
determined based on the 
resulting phase topography 
φ(x, y). The interference 
fraction corresponds to the 
phase difference between the 
front surface and the end plate 
and is calculated by averaging 
within well-defined ranges (see 
the rectangles in the phase 
topography): 

q = +( ) −1
2

1
2π ϕ ϕ ϕleft

end pl     ate
right
end plate front surface





, , ,
center

For length measurements with 
sub-nm accuracy, the position 
of these ranges must be assigned 
to the center of the front surface 
with sub-pixel accuracy, since 
even the smallest parallelism 
deviations can otherwise lead to 
errors.

Fig. 10

Fig. 11

In phase-stepping interferometry, the length 
of the interferometer reference arm is shifted 
stepwise by the equidistant value α. From the 
intensities resulting for each of these posi-
tions, the phase φ of the interference can be 
determined. Many different algorithms can 
be used to this end. In the case of the Tang 
algorithm [7], for instance, five positions are 
considered. The figure on the right is intended 
to illustrate the relation between the intensi-
ties I1 ... I5 and the interference phase φ:

The theoretical relation 
I I kk � � � �� ��� ��� �0 1 3� � �cos  
 
corresponds – according to the Tang algo-
rithm – to the following interference phase: 
tan� �
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3.3.1.2.	 How sharp can (or must) 
	 the body be imaged?

appears that diffraction orders outside the 
angular sections represented in green at the 
aperture are blocked out.

The optical imaging of the front face of 
the body by means of a lens causes the light 
diffracted at the edges to contribute to the 
sharpness of the image. The effective angular 
section of the diffracted light also influences 
the measured topography of the interference 
phase. The larger the aperture, the less the 
phase topography is distorted around the 
edges. When very small apertures are chosen, 
but also when no real optical imaging is 
used (i.e. letting the beam expand to just 
match the size of a CCD), “diffraction rings” 
become clearly visible along the edges of the 
body which manifest themselves both as a 
blur and as phase errors.

For a sharp image of an object (e.g. the 
edges of a prismatic body), the deflected 
light must be able to reach the image plane 
on the sensor (CCD). The setup shown in 
Fig. 9 includes an imaging system which is 
dimensioned in such a way that the front 
face of the sample is imaged “sharply”. The 
sharpness of this image depends on the size 
of the aperture in the focus of the output col-
limator. This aperture is designed to suppress 
disturbing secondary reflections. The smaller 
the aperture, the less light deflected at the 
edges can reach the camera and contribute to 
sharpness. This generally known fundamen-
tal principle of optical images is illustrated 
in Fig. 12. For the sake of convenience, an 
optical system with only one lens (with an 
effective focal length f ) was assumed. It 

Fig. 12

Aperture

Image plane
(CCD chip)

f

H HʹObject plane
(front face)
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The prismatic body in the measuring arm of 
the interferometer represented in Fig. 9 causes the 
appearance of two mismatched fringe systems. 
The value of this mismatch corresponds to 
the interference fraction q and represents the 
direct result of the interferometric measurement 
for the calculation of the length, l = (i + q)λ / 2 
(Equation (5)).

The integer interference order i can, however, 
be determined indirectly using additional infor-
mation. If only one wavelength is available as light 
source, then there must be an exactly known value 
of the nominal length lnom. By inserting q = 0 and 
inversing Equation (5), it is possible to determine 
an estimate of the integer orders from the rounded 
value of lnom /½ λ. Here, however, the risk of “mis-
counting” is relatively high, since even the small-
est deviations from the target temperature (usually 
20 °C), to which lnom refers, lead to changes in 
length, which cannot be corrected with sufficient 
accuracy if the thermal expansion coefficient of 
the sample is not known. It is therefore actually 
indispensable to use at least two separate wave-
lengths when determining the integer interference 
orders. The advantage is that the lengths obtained 
are independent of each other and can be com-
pared, allowing the whole length measurement to 
be checked and possible errors in the determina-
tion of q – such as an incorrectly set wavelength λ 
of the light source – to be detected.

If N different wavelengths {λ1, ..., λN} are avail-
able, the requirement can be defined that the same 
length l = lk be obtained for each wavelength. 
Under this condition, the integer interference 
orders {i1, ..., iN} can be determined as follows: 
ik is varied around the integer values δk, and the 
resulting lengths lk = (ik + δk+ qk) λk/2 are checked 
in terms of whether they coincide. 
Here, it is useful to consider the mean 
deviation of the lengths lk from their 
mean value l lN kk

N
�

��1 1
 :

� � �
�
�1

1
N k

k

N

l l 	 (8)

 
If a mean deviation ∆ is assigned 
to each mean length  

– l , a dataset 
of the form {l, ∆} is obtained for a 
number of variations {δ1, ..., δN}; 
this dataset, when represented as a 
scatterplot, yields a so-called “coinci-
dence pattern”. Fig. 13 shows a typical 
example for N = 2 and data points 
with ∆ < 20 nm.
In Fig. 13, the two notional 
wavelengths λ1 = 532.3 nm and 
λ2 = 548.6 nm, a nominal length 
lnom = 10 mm and a length l that devi-
ates from lnom by the value δl = 2.5 µm 

were assumed. The corresponding interference 
fractions q1 and q2 were exactly calculated.
These input quantities are reflected in the 
dataset {l, ∆} as follows:

■■ For 
– l – lnom = δl, a minimum is yielded with 

∆ = 0 (marked with red dashes).

■■ Further minima exist at the interval of 
half the synthetic wavelength λsynt, i.e., 
with 

– l – lnom = δl + m ∙ λsynt / 2. Here, m describes 
integer numbers and λsynt = λ1 λ2 /| λ2 – λ1|.

■■ The next minima with ∆ = 0 are distant from 
the minimum at 

– l – lnom = δl by certain mul-
tiples of half the synthetic wavelength. In the 
example shown in Fig. 13, these multiples are 
located at m = ± 3. However, it is not possible to 
make a general statement, since the number m 
strongly depends on the selected wavelengths 
λ1 and λ2 used.

■■ The lengths that are closest to the minimum 
at 

– l – lnom = δl are located one interfer-
ence order away from this length, i.e., at – l – lnom = δl = ± (λ1 + λ2) /2. The corresponding 
value for ∆ is |λ1 – λ2| /4!

The last item mentioned makes it clear that this 
method – based on finding coincidences – requires 
sufficient spacing of the wavelengths. If, for example, 
the wavelengths λ1 and λ2 are only 2 nm apart from 
each other, then {δ1, δ2} = {δ1

opt + 1, δ2
opt + 1} yields a 

neighboring coincidence |l1 – l2| of only 1 nm (i.e., 
∆ = 0.5 nm). In real interferential length measure-
ments, this coincidence can hardly be differentiated 
from the “actual” coincidence at the optimal varia-
tion numbers {δ1, δ2}={δ1 

opt, δ2 
opt } (∆ = 0 nm).  

Bild 13:
Typical coincidence pattern when using two wavelengths.
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The unambiguous range that can actually be 
achieved and that is covered by the above-men-
tioned variation method thus depends primarily 
on the achievable uncertainty of ∆ – and thus on 
the uncertainty of the determination of the inter-

ference fractions [8]. The achievable unambiguous 
range can, in principle, be enlarged by using more 
than two wavelengths, especially for measurements 
in vacuum – as is the case at PTB’s Ultra Precision 
Interferometer [9].

3.3.1.3. Cosine error 
	 and aperture correction

The so-called “cosine error” occurs in 
interferential length measurements due to 
non-vertical light incidence on the surfaces 
of a body. This results in a length that is not 
measured for a long enough time by the 
factor cos α. For small angles α, the relation
 
l l l� � � � �� �

��

cos� �
� 1

1
2

21

is yielded between the measured length l ̃ and 
the actual length l of a body. The error thus 
depends on the length and is approximately 
proportional to the negative square of the 
angle α. In order to minimize the cosine 
error, the interferometer must be adjusted in 
such a way that the light is as vertical to the 
optical surfaces as possible. 

An autocollimation procedure developed at 
PTB seems best suited for this purpose [10]. 
Its basic idea consists in observing the light 
returning to the entrance of the interferom
eter, especially the proportion of light fed 
back into the optical fiber from which the 
light is guided into the interferometer. This 
fraction of light is measured as a function of 
the fiber position. If the fiber is located inside 
the focal plane of the collimator, the intensity 
of this retroreflected light thus represents 
the area where two discs overlap whose 
diameter corresponds to that of the 
fiber. The intensity distribution is 
measured as a function of the lateral 
fiber position (x, y). Then, the posi-
tion of the maximum is approached.

The fact that the light source, i.e., 
the optical fiber, has a finite size leads 
to the so-called “aperture correction B”. 
This correction is yielded as a cosine 

error averaged over the entire fiber cross 
section. For a circular, homogeneous light 
source (e.g. multimode fiber), B = d2 / (16f 2) is 
yielded by integration, where d is the diame-
ter of the light source and f is the focal length 
of the collimator. To correct a measured 
length, the focal length must be multiplied by 
1 + B. For d = 0.25 mm and f = 600 mm, this 
means, for example, an aperture correction of 
approx. 10 nm per meter (10–8). 

Fig. 15
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3.3.2.	 Multiple-beam interferometers

Multiple-beam interference occurs wherever light 
is reflected several times and eventually over-
laps. A well-known example of this is the colored 
stripes generated by white light falling onto an 
oily patch on water. This phenomenon is used in 
its most simple form in surface testing. For this 
purpose, an almost perfectly smooth glass plate 
is laid onto the surface of the test object. Here 
as well, colored patterns become visible where 
the surface exhibits a tilt; the number and the 
direction of these patterns depend on the tilt of 
the surfaces to each other. The straightness of 
these patterns is a measure of the flatness of the 
specimen.

A multiple-beam interferometer is also called 
a “Fizeau interferometer” when the distance 
between the two plane surfaces on which the 
reflection takes place is large compared to the 
wavelength of the light used. Fig. 16 shows a 
particular case of a Fizeau interferometer in 
which the interference of the light is observed in 
reflection. The light passes through an optical 
plate with a semi-transparent surface. Part of the 
light reflected by the mirror is, in turn, reflected 
by the semi-transparent surface and goes back 
to the mirror. The higher the reflectivity R of the 
semi-transparent surface, the more often this 
sequence repeats itself.

Contrary to two-beam interference, the inten-
sity of the multiple-beam interference observed 
at the output of the interferometer is not cosine-
shaped, but complies with the Airy formula. This 
characteristic of the interference is plotted in the 
insert in Fig. 16 for different reflectivities. With 
increasing reflectivity, the structure becomes 
increasingly sharp. As in the case of the two-beam 
interferometer, the periodicity of this structure 
is given by half the wavelength of the light used. 
Fizeau interferometers are frequently used for 
flatness measurement. In principle, an imaging 
Fizeau interferometer could be used similarly to 
a corresponding Twyman-Green interferometer 
to measure the length of prismatic bodies (e.g. 

using a gauge block instead of the mirror and 
determining the fringe mismatch as shown in 
Fig. 9). In interferometric length measurement, a 
Fizeau interferometer offers particular advantages 
in a two-sided measuring setup, as represented in 
Fig. 17.

Here, the distances ∆z1, ∆z2 and ∆Z shown in 
the figure are determined by a sequential meas-
urement from both sides. This would allow the 
length of a prismatic material measure to be 
determined from l = ∆Z – ∆z1 – ∆z2. Two-sided 
Fizeau interferometry is used at PTB in the sphere 
interferometers, which are unique worldwide. In a 
sphere interferometer, spherical reference surfaces 
are used instead of a flat semi-transparent surface 
in order to measure the diameter of spheres with 
sub-nm accuracy [11].

A Fabry-Pérot interferometer is actually a 
Fizeau interferometer that is operated with two 
semi-transparent mirrors while observing the 
transmitted light; however, most of the time, 
the reflectivity of semi-transparent mirrors is 
higher. As an example, a parallel glass plate with 

Fig. 16:  
Example of a Fizeau 
interferometer, ob-
serving the reflection. 
The characteristics 
of the interference 
intensity as a func-
tion of the variation 
of the light’s path ∆z 
are influenced by 
the reflectivity of the 
semi-transparent 
plate (the higher R 
is, the more dark 
fringes appear that 
become increasingly 
narrow).

Fig. 17: 
Bidirectional Fizeau 
interferometer to 
measure the length 
of a gauge block.
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3.3.2.1.	 The importance of gauge blocks 
	 in the “traceability chain”

reflective coatings is such an interferometer. The 
resonator thus obtained can be used as a material 
measure for the optical path length (the product 
of the refractive index of the glass plate and its 
thickness) and is also known as a “Fabry-Pérot 
etalon”. Since Fabry-Pérot interferometers filter 
a narrow-band spectrum out of a broad-band 
radiation, they are often used as optical filters. 
The so-called “finesse” is used to characterize the 
resonator. It is defined as the ratio of the so-called 
free spectral range ∆λ to the full width at half 

maximum δλ of an individual maximum of the 
interference intensity: � � �� ��� �� � R R1 . 
The higher the finesse (i.e., at high reflectivities 
R), the narrower the band of the filtered light. 
An extremely stable Fabry-Pérot resonator with 
particularly high finesse has recently been devel-
oped and set up at PTB. This resonator, which is 
made of monocrystalline silicon, allows the light 
of commercial laser systems to be stabilized at the 
inconceivably low frequency of 0.04 Hz, i.e., better 
than 10–16 [12].

Since the 19th century, gauge blocks have 
become established as material measures. To 
date, numerous length-measuring instruments 
can be calibrated using gauge blocks. With a set 
of steel gauge blocks consisting of 103 pieces, 
more than 20 000 measures between 1 mm and 
201 mm can be realized with a gradation of 
0.005 mm by combining them.

The length of gauge blocks is traceable 
to the SI unit "meter" (as described above) 
by means of optical interferometry. The 
most precise gauge blocks serve as reference 
standards in mechanical differential mea-
surements, which are a service provided by 
accredited calibration laboratories for length 
measurement.

Fig. 18: 
Steel gauge block set  
(consisting of 103 pieces).

Fig. 19: 
Principle of mechan-
ical differential mea-
surements of gauge 
blocks.

Fig. 20:  
Chain of traceability to the SI unit 
meter, illustrated with the example 
of gauge blocks, DAkkS: German 
accreditation body, NMI: national 
metrology institute (in Germany: 
PTB).
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3.4.	 Determining the refractive index 
	 of air

Realizing length by means of interferometry (e.g. 
for primary calibrations of gauge blocks) is nearly 
always done in air, mostly due to the fact that 
material measures are also used under atmospheric 
conditions when they serve as standards for length. 
The presence of air considerably reduces the 
wavelength of the light used (λ) compared to the 
wavelength in vacuum (λ0), which is significant for 
the interferometrically measured length:

�
�

�
� � �

0

0n p t f x, , , ,
.	 (9)

The refractive index of air, n, depends both 
on the wavelength itself and on the ambient 
conditions (the air pressure p, the air tempera-
ture t, the air humidity f, and the CO2 con-
centration x). Since n is close to 1, the relative 
influence of the refractive index of air on the 
length is scaled by the so-called “refractivity”, 
n – 1 (approximation: 1/n | n≈1~ _ 1 – (n – 1)). 

Determining the refractive index of air accu-
rately is an important limitation to the precision 
of a length measurement; it can be done in two 
different ways: 

A) high-precision measurement of the 
above-mentioned air parameters and determina-
tion of the refractive index of air by means of an 
empirical formula, n(λ, p, t, f, x) [13]

B) interferometrically, by means of an air refrac-
tometer. The basic principle of the most accurate 
interferometric determination of the refractive 
index is shown in Fig. 21. 

An evacuated cell, closed from both sides by 
means of large-area windows, is located inside 
the measuring arm of an imaging Twyman-Green 
interferometer (as in Fig. 9).  
The collimated bundle of light beams traverses the 
evacuated inner part of the cell, and light beams 

traverse the windows outside the cell along the 
same geometric path. The length of the vacuum 
cell, expressed as the product of the interference 
orders i + q (i.e., integer orders + interference 
fraction) by (half) the wavelength, can thus be 
expressed in two different ways: 

l i q i q
ncell vac vac air air� �� � � �� �� �0 0

2 2
,	 (10)

where the suffix “vac” represents the light path in 
vacuum and the suffix “air” represents the light 
path in air. Equation (10) yields the refractive 
index of air:
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where lcell is the length of the vacuum cell which 
must be known with an accuracy of a few microm-
eters. The integer numbers i  can be estimated 
from i n lest est

cell� �� �1 1
2 0�  whereby nest is the 

estimated value of the refractive index according to 
method A) above. q is the interference fraction 
which can be determined from the interference 
phase topography (see Fig. 21, right):  

q � �� ���
�

�
�

1
2

1
2

1 2
� � � �air air vac ,  

 

where φair
1 ,φair

2 and φvac  are the mean phase values 
within the circular areas of the light path in 
vacuum “vac” and in air “air”. 

If several wavelengths are used for the interfer-
ometric length measurement, then the refractive 
index of air must (of course) be determined for 
each of these wavelengths. Similar to length meas-
urement itself, coincidence procedures are also 
applied in the case of the interferometric deter-
mination of the refractive index (for more details, 
see [8]).

When measuring large lengths, a third proce-
dure called “refractive index compensation” is 
used: 

Fig. 21: 
Schematic representation of the interferometric determination of the refractive index of air using a vacuum chamber.
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C) In the refractive index compensation proce-
dure, two different wavelengths are used (e.g. 
532 nm and 1064 nm) such as those that can 
be supplied simultaneously by a Nd:YAG laser 
system.  

The basic idea of refractive index compensation 
consists in considering the difference between 
the two measurements, providing that the wave-
length dependence of the refractive index of air 
(dispersion) is known (according to the empirical 
formula, see A). In dry air, the refractivity scales 
with the so-called dispersion term: n – 1~ K(λ); 
therefore, the following correlation is given for two 
wavelengths:

n
n n

K
K K

A1

2 1

1

2 1
1 2

1�
�

�
� �

� � � � � � � ��
� �

� �, ,	 (12)

where parameter A depends solely on the two 
wavelengths used, and not on the air parame-
ters. If one considers two interferometric length 
measurements along the same path l that were 
performed with two different wavelengths, then 
l can be expressed either as a multiple of half the 
wavelength in air and of the measured interference 
phase (φ = 2π(i + q)), i.e., as l = φ1½λ1/n1, or as
l = φ2½λ2/n2 . However, in accordance with Equa-
tion (12), the same length can also be expressed as 
follows:

l = φ1½λ1 – A(λ1, λ2)(½λ2φ2 – ½λ1φ1).	 (13)

Accordingly, Equation (13) allows the length of 
a path to be determined by means of two wave-
lengths, without knowing the refractive index 
of the air. The disadvantage of this method is, 
however, that errors in the phase measurement by 
scaling with the large factor A lead to increased 
measurement uncertainty of the length. Moreover, 
Equation (13) is strictly valid only in dry air. A 
description of the extension required in humid air 
is given in [14].

3.5.		 Final remarks

The realization of a given length according to the 
definition of the meter in the International System 
of Units requires a measurement principle that 
establishes a relation between the travelling time 
of light in vacuum and the length to be measured. 
Two procedures are available for this purpose: a) 
measuring a travelling time difference directly (as 
described in Section 2), and b) using interferom-
etry with light (see Section 3), which is essentially 
also a measurement of travelling time differences. 
Some of the most important fundamental princi-
ples of interferometric procedures for the realiza-

tion of a given length are described in this article. 
All of the principles are based on the wave proper-
ties of light. Interferometric length measurement is 
a principle that can be realized relatively easily in 
practice. However, the achievable accuracy limits 
are reached very quickly. For the interferometric 
realization of lengths that is relevant in practice, a 
relative measurement uncertainty on the order of 
10–7, 10–8 or even 10–9 (1 nm in 1 m) is required. 
Given the availability of modern laser light sources 
whose frequencies usually exhibit a measurement 
uncertainty of better than 10–10, it becomes clear 
that the frequency of the light used today is the 
smallest of challenges when it comes to reducing 
the measurement uncertainty of length measure-
ments. In order to make the realization of a given 
length more precise, other limitations come to the 
fore, namely those that have a direct influence on 
the result of the interferometric measurement. 
Such factors include the accuracy of the interfer-
ence phase measurement, which is mentioned in 
this article, as well as the influence of the refractive 
index of the air, but also limits set by the quality 
and the adjustment of optical components that 
cannot simply be manufactured with any desired 
level of precision. Evaluations are often based on 
assumptions which, in view of new requirements, 
can no longer be adhered to. This makes the strug-
gle for improvements a difficult one that demands 
a great deal of resilience to frustration from the 
persons involved, and also openness with regard 
to accepting their own errors. The forefathers of 
interferometric procedures surely never imagined 
that the measurement uncertainties achievable 
today would ever become possible.
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1.	 Introduction

In every aspect of our daily lives, we are sur-
rounded by electricity – every household receives 
an electricity bill at regular intervals. However, the 
“product” we are charged for on this bill is not the 
electric current, but the electric energy supplied 
for use in lighting, heating, cooling and mechan-
ical work. The physical quantity of “current” is 
defined as the amount of electric charge that flows 
through the cross-section of an electric conductor, 
divided by the length of an interval of time. In 
order to measure the electric current, and to define 
its corresponding physical quantity (the ampere), 
different effects of the electric current can be used, 
as history shows us. For example, if current is con-
ducted through a metallic salt solution, the metal 
ions are discharged and the metal is separated at 
the cathode. Until the mid-20th century, the unit 
of electric current was defined on the basis of an 
electrolytic process of this kind. This so-called 
“international ampere” was also defined according 
to the 1898 laws of the then German Empire; the 
definition reads as follows:

“The ampere is the unit of electric current. It is 
realized by means of the unchanging electric current 
that, upon passing through an aqueous solution of 
silver nitrate, deposits 0.001118 grams of silver in 
one second.”

In 1948, at the 9th General Conference of the 
Metre Convention (the international agreement 
on the development and usage of a metric system 
of units), a new definition for the ampere as one 
of the base units of the International System of 
Units (SI) was adopted. This definition is based on 
the fact that electric current generates a magnetic 
field, and that another current-carrying conductor 
meets with a force (the Lorentz force) within this 
magnetic field: Two current-carrying conductors 
attract or repel each other – depending on the 
directions of the currents. This definition of the 
ampere (illustrated in Fig. 1), which was laid down 
at that time and is still valid in the current SI, reads 
as follows:

“The ampere is that constant current which, if 
maintained in two straight parallel conductors of 
infinite length, of negligible circular cross-section, 
and placed 1 meter apart in vacuum, would produce 
between these conductors a force equal to 2 ∙ 10–7 
newton per meter of length.”

This definition was realized in practical imple-
mentation by means of electromechanical appa-
ratus such as the current balance. This device was 
developed at the beginning of the 19th century by 
André-Marie Ampère, after whom the unit of elec-
tric current (the ampere) was named. Using this 
device, the Lorentz force between two conductive 
coils (approximating the requirement of conduc-
tors of infinite length) is balanced out or coun-
terbalanced by means of a mechanical weighing 
device via the gravitational force of a mass in the 
gravitational field of the Earth, as shown schemat-
ically in Fig. 2.

Until as late as the second half of the 20th 
century, different variations on the current balance 
were used for direct realization (i.e., realized in 
accordance with the definition) of the ampere. 
Here, it was possible to achieve relative uncertain-
ties of a few parts per million. The precision was 
limited due to the uncertainty that arises when 
determining the distance between the current 

Fig. 1:
Illustration of the SI 
ampere definition. 
The forces marked in 
green, caused by the 
magnetic fields of 
the conductors (field 
lines indicated by 
blue arrows), each 
have the absolute 
value of 2 · 10−7 N 
per meter of con-
ductor length if a 
current of 1 ampere 
is flowing.
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paths as, in accordance with the definition above, 
this distance contributes to the uncertainty. Better 
results were achieved with indirect realizations, 
by means of which the ampere was realized “via 
detours”, in a certain sense. In these indirect real-
izations, Ohm’s law (I = U/R) is exploited and the 
ampere is realized via the electrical voltage U and 
the electric resistance R. One example of the way 
in which these quantities were realized is by means 
of a current balance and a calculable cross capacitor 
(also known as a Thompson-Lampard capacitor). 
As with the current balance, these experimental 
set-ups are based on electromechanical devices, yet 
achieve lower uncertainties of a few parts per 10 
million.

What the two definitions above have in 
common is the fact that they link the electric unit 
of the ampere to a mechanical quantity (mass). 
The earlier “international ampere” was based 
directly on a determination of mass by weighing 
electrolytically deposited silver. In the SI defini-
tion of the ampere that is still valid today, mass 
enters via force. As regards the accuracies that 
can be obtained, both definitions of the ampere 
depend on the accuracy of the realization of the 
kilogram – a fact that is generally seen as prob-
lematic in light of the assumed instability of the 
international prototype of the kilogram (explained 
in further detail in the article titled Counting 
Atoms for Mass and Amount of Substance in this 
publication). Furthermore, neither of the two 
definitions takes into consideration the defini-
tion of the physical quantity of electric current, 
or the flux of electric charge per time. This is the 
most direct method for determining the unit of 
the ampere and will be applied in the new SI. The 
following section explains why this new definition 
is favorable and how the development of the elec-
trical units led to this new definition. Section 3 
then explains the “future ampere” and its possible 
realization.

2.	 Electrical quantum effects and 
“modern” electrical units

A new chapter in electrical metrology began with 
the discovery of two electrical quantum effects in 
the second half of the 20th century:

The first discovery was Brian D. Josephson’s 
prediction in 1962 of an effect (later named 
after him) between weakly coupled supercon-
ductors. When microwaves are irradiated, this 
quantum-mechanical tunnel effect leads to the 
formation of constant voltage levels in the cur-
rent-voltage characteristic of a tunnel junction. 
Shortly after Josephson’s prediction, these voltage 
levels were experimentally observed; they enable 
voltage values to be generated with fundamental 
precision.

The second discovery was made by Klaus 
von Klitzing in 1980; during investigation of the 
Hall effect in two-dimensional (i.e., extremely 
thin) conductive layers, von Klitzing discovered 
B levels of constant resistance in high magnetic 
fields, thereby also discovering a new effect that 
can be used to realize quantized (i.e., discrete) 
resistance values. This effect was later named 
after him, and is also known as the “quantum Hall 
effect”. Both effects are illustrated in greater detail 
in Fig. 3. A detailed explanation of the physical 
fundamentals of these effects can be found in 
reference [1].

Not long after being discovered, both the 
Josephson effect and the quantum Hall effect were 
put to use at PTB and at other national metrol-
ogy institutes due to their excellent suitability for 
generating well-defined values for the electrical 
quantities of voltage and resistance. In the case of 
the Josephson effect, the voltage values are

Un = n ⋅ KJ
–1 ⋅ fJ 	 with n = (1, 2, ...),

where fJ is the frequency of the microwave radia-
tion and KJ is described as the Josephson constant.
According to the underlying theory, this con-
stant is given by KJ = 2e/h, i.e., by the elementary 
charge e and Planck’s constant h, two so-called 
fundamental constants. The Josephson constant is 
equal to the reciprocal value of the magnetic flux 
quantum, and its value is around 5 · 1014 Hz/V. For 
the quantum Hall effect, the quantized resistance 
values are

Ri = 1/i ⋅ RK 	 with i = (1, 2, ...),

where RK is the von Klitzing constant. According to 
theory, the von Klitzing constant is also connected 
to e and h via RK = h/e2.

It quickly became apparent that the reproduci
bility of the values Un and Ri (generated with 
quantum effects) was considerably better than 

Fig. 2:
Principle of the 
current balance. The 
Lorentz force FL, 
caused by the coil 
currents I, acts be-
tween a non-moving 
coil (red) and a  
moving coil (blue). 
This force is com-
pensated for by the 
gravitational force FG 
exerted on the other 
side of the balance 
beam by the mass m.
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the results obtainable with other, more conven-
tional methods of electrical metrology. A high 
degree of reproducibility means that the values 
of the electrical quantities generated in different 
experiments scarcely deviate from one another – 
not even when (for example) different material 
systems are used. This discovery provided a new 
foundation for an internationally uniform realiza-
tion of the units of the volt and the ohm. Not least 
for this reason, the discoverers of these effects 
were each awarded the Nobel Prize in Physics 
some years later. In particular, the reproducibil-
ity of the quantized voltage and resistance values 
was better than the accuracy with which the unit 
of the ampere could be realized – a matter that, 
incidentally, has not changed to date. For this 
reason, the International Committee on Weights 
and Measures decided in 1988 to establish exact 
values for the Josephson constant and for the von 
Klitzing constant, and to recommend that these 
values be used for the maintenance and dissem-
ination of the electric units. The exact values 
established at that time, which have been in use 
since 1990, are KJ-90 = 483 597.9 · 109 Hz / V for the 
Josephson constant, and RK-90 = 25 812.807 Ω for 
the von Klitzing constant.

In the decades thereafter, this development 
proved itself to be extremely favorable for increas-
ing the accuracy and comparability of electrical 
measures in metrology, yet also entailed a certain 
dilemma: Basing the units of the volt and the ohm 
on the two quantum effects with the established 
values of KJ-90 and RK-90 also meant leaving the SI. 
From that point on, and to this day, the electrical 
units derived in this way have existed in what is 
technically a “parallel” system of units; this system 
is also referred to as a conventional electrical 
system in order to distinguish it from the SI. For 
the units that have been traced to KJ-90 and RK-90 
around the world since the 1990s, this means that 
they are not referred to in terms of their realization 
(i.e., the practical implementation of the definition 
of the units into reality that, according to defini-
tion, must take place in the SI) but only in terms 
of their reproduction. This means the realization 
of a unit based on a physical effect that can be 
reproduced extremely well – in this case, on the 
Josephson effect for the volt and on the quantum 
Hall effect for the ohm.

Since that time, electric current has also been 
traced to the electrical quantum effects for resis-
tance and voltage with an incomparably high 
degree of accuracy; here, in turn, advantage is 
taken of the fact that the current is linked to both 
of these quantities via Ohm’s Law. For this reason, 
however, the ampere is merely reproduced, in the 
sense explained above. The planned redefinition of 
the SI reveals an elegant way out of this unsatisfac-
tory situation.

3.	 The future definition of the ampere

In the future SI, the numerical value of the 
elementary charge e will be defined in the unit 
of “coulomb equals ampere times second” 
(1 C = 1 As). 

Fig. 3:
Profiles of the Josephson and quantum Hall effects. The effect above, named 
after Brian D. Josephson, leads to steps of constant voltage in the current-voltage 
curves of superconducting tunnel junctions that are irradiated with microwaves of 
the frequency fJ. In present-day metrology, series arrays made up of thousands 
of microstructured tunnel junctions are used to realize DC voltages of up to 10 
volts, thereby reproducing the electrical unit of the volt. The effect below, discov-
ered by Klaus von Klitzing, occurs in two-dimensional semiconductor structures 
in which the movement of electrons is limited to one level. In the case of high 
magnetic fields of several tesla, the effect leads to plateaus in the course of the 
Hall resistance as a function of the magnetic field. In metrology, the quantum Hall 
effect is used to reproduce the unit of the ohm. Both effects necessitate the use 
of low-temperature technology: the electrical circuits typically have to be operated 
at very low temperatures around the boiling point of liquid helium – i.e., 4 kelvin 
(–269 °C) – or lower.
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The corresponding definition reads as follows:

“The International System of Units, the SI, shall be 
the system of units in which the elementary charge e 
is exactly 1.602 176 620 8 ∙ 10−19 coulombs.”

Thus, the elementary charge as one of the 
seven defining constants of the new SI will be the 
reference point for the ampere. As the ampere was 
chosen as the electrical base unit of the SI, an addi-
tional, explicit definition was formulated for this 
purpose. This definition reads as follows:

“The ampere, represented by the symbol A, is the 
SI unit of electric current. It is defined by means of 
the numerical value of the elementary charge e that 
is established as 1.6021766208  ∙ 10−19, expressed in 
the unit C, which is equal to As, where the second is 
defined in relation to ∆νCs”

Here, ∆νCs is the frequency that corresponds to 
the transition between the two hyperfine levels 
of the undisturbed ground state of atoms of the 
cesium 133 atom. Thus, this corresponds to the 
definition of the second that is based on optical 
clocks. As discussed in the introduction, the new 
definition of the unit of current is thus based 
directly on the physical definition of electric 
current as the flux of electric charge. Current can 
thus be determined by counting electrons (charge 
quanta with the charge -e) that flow through a 
conductor per unit of time. In order to realize this 
“quantum ampere”, an electric circuit is therefore 
needed that can transport single electrons in a 
controlled way, as shown schematically in Fig. 4. 
If this transporting is cyclic and clocked at the fre-
quency f, and if n electrons are conveyed in every 
cycle, the current can be expressed as I = n ∙ e ∙ f.

The possible realization of the future ampere 
by means of single-electron circuits – as these 
special circuits are called – is a prime example 
of quantum metrology. This metrological disci-
pline pursues the realization of physical units by 
counting quanta, i.e., precisely defined amounts 
of quantities that are themselves traced to funda-

mental constants. These constants, according to 
present knowledge, are unchangeable in terms of 
time and space. As a result, it is possible to create 
a universal system of units, as Max Planck, the 
founder of quantum physics, had the foresight to 
express in 1899 [2]:

“... establishing units ... which necessarily main-
tain their validity for all times and for all cultures 
(this also includes extraterrestrial and non-human 
cultures) – independent of special bodies and sub-
stances – and which can, therefore, be called ‘natural 
measurement units’.”

Although the generation of quantized currents 
by means of single-electron transport (SET) is 
as natural as it is elegant, it is not surprising that 
this approach was not implemented earlier – after 
all, to do so, single electrons have to be deliber-
ately manipulated in conductor structures. This is 
possible by means of special electronic circuits, as 
explained in the following section. The technolog-
ical methods required to manufacture circuits of 
this kind were not developed until the late 1980s.

4.	 Single-electron circuits

In very small electrical circuits, effects occur that 
are caused by the repellant coulomb interaction 
between electrons: The repulsion between particles 
with the same kind of electrical charge increases 
if they are brought closer together. If electrons are 
“locked in” very closely together in circuits (see 
Fig. 5), this is also expressed in their electronic 
properties: The electrons can then only take on 
discrete states of energy that are separate from one 
another. This is the basis of the so-called Coulomb 
blockade effect that is exploited in single-elec-
tron circuits in order to control the flux of single 
electrons. To do so, extremely small structures of 
typically 1 µm or smaller are required, in addi-
tion to extremely low temperatures. In order to 
manufacture circuits that are this small, the same 
modern nanotechnology methods are used that are 
also used for purposes such as the production of 
highly integrated electronic circuits.

Thus, in order to be able to use the effect 
described above specifically for single-electron 
circuits, the electrons have to be “trapped” – or, 
more precisely, localized in such a way that they 
can be controlled – in sections of a conductor 
that are very small (so-called “charge islands”, or 
“islands” for short). This is accomplished by means 
of potential barriers that can be generated in a 
direction perpendicular to the current flow using 
nanotechnology. Here, two categories of sin-
gle-electron circuits are distinguished that require 
different technologies for their manufacture and 
are based on different physical principles.

Fig. 4:
Illustration of the 
principle of a single- 
electron current 
source, depicted as a 
gear for the clocked 
transport of single 
electrons (charge 
quanta, yellow). In 
each recess between 
two neighboring 
“teeth”, one electron 
is transported.
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The first category of single-electron circuits is 
based on so-called “tunnel junctions” – very thin 
insulation layers that realize potential barriers in 
a metallic conductor [3]. The “height” of these 
barriers is given by material parameters and is 
thus unchangeable. However, if the insulation 
layers are only a few nanometers thick, electrons 
can pass through them due to the quantum-me-
chanical tunnel effect (see Fig. 6 above). The flow 
of electrons across a metallic island between two 
tunnel junctions can be controlled by means of 
an electrical voltage applied to a gate. By means 
of the voltage, the potential of the island can be 
electrostatically displaced, with the result that the 
Coulomb blockade is raised. In accordance with the 
laws of quantum physics, the barriers are “tunneled 
through” with a certain probability 
per unit of time – or, to put it crudely, 
the electron must be given a certain 
amount of time to allow the tunneling 
process to take place. For this reason, 
the charge transfer via a tunnel junc-
tion is naturally subject to the laws of 
statistics.

The second category of single-elec-
tron circuits is based on the use of con-
trollable potential barriers in semicon-
ductor materials [4]. These potential 
barriers are generated electrostatically 
by means of two negatively charged 
gate electrodes that cross a thin con-
ducting bridge. Here, the heights of 
the barriers can be varied by changing 
the gate voltages (Fig. 6 below). The 
island that develops into a “trough” 
in the potential landscape between 
the two barriers is also known as the 
“quantum dot”. Via the gate voltages, it 
is possible to control the occupancy of 
the quantum dot with electrons. The 
methods used to manufacture circuits 
of this kind are similar to the methods 
used to manufacture modern field 
effect transistors.

These two types of single-electron circuit are 
different not only in terms of the technology used 
to manufacture them, but also in a very basic sense 
in terms of their modes of operation and their 
characteristics. This will now be explained with 
the aid of a particular circuit type – the so-called 
single-electron pump or SET pump. SET pumps 
make it possible to transport single electrons in a 
controlled manner, thereby facilitating quantized 
current generation in accordance with I = n ∙ e ∙ f, 
as shown in Fig. 4. These pumps therefore have a 
particularly important role concerning the future 
realization of the “quantum ampere”. 

Fig. 5:
Explanation of the Coulomb 
interaction between electrons 
in a conductor, depicted here 
as a disc. This “charge island” 
has a total capacitance C to 
the surroundings. In order to 
add an electron (n → n+1), 
energy has to be applied that 
matches the electrostatic en-
ergy variation ΔE ∼ e2/C. If the 
charge island is made smaller, 
its capacitance C decreases, 
and the “added energy” ΔE 
increases. Thus, for smaller 

dimensions of the charge island, more energy has to be applied in order to charge 
it with additional electrons. If the temperature of the system is so low that it is 
not possible to apply this added energy by means of thermal excitation, this is 
expressed in the so-called “Coulomb blockade” effect. To this end, temperatures 
under 0.1 kelvin (corresponding to 0.1 degree above absolute zero) are usually 
required for structures in the order of magnitude of 1 µm.

Fig. 6:
Schematic representation of different single-electron circuits. The type shown 
above is based on a small “charge island” formed by the insulation barriers of 
two tunnel junctions. Due to the Coulomb interaction in the small island, “island 
electrons” can only take on discrete states of energy (depicted by the dashed 
lines). At very low temperatures (usually well below 1 kelvin), this means that 
the flow of electrons across the island is blocked, as shown at the top left. This 
“Coulomb blockade” can be lifted if the potential of the island is set by means 
of the gate voltage VG in such a way that electrons can “slip” through (or, more 
precisely, quantum-mechanically tunnel through) the tunnel junctions without a 
change in energy, as shown at the top right. The circuit type shown below is based 
on two controllable potential barriers. These barriers are caused by electrostatic 
potentials that occur when negative voltages VG1 and VG1 are applied to the two 
gate electrodes of the circuit. Here as well, no flow of additional electrons onto the 
island is possible at first (as shown at the bottom left). By lowering the barrier (i.e., 
by raising the voltage VG1, as shown at the bottom right), transport of electrons 
onto the island becomes possible. In this way, the electron occupancy of the island 
can be varied in a controlled way. Here as well, if the island is very small, discrete 
energy levels will develop: Only certain energy values in the potential trough can 
each be occupied by one electron, referred to as a “quantum dot”. Thus, the Cou-
lomb blockade effect occurs here as well.
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SET pumps with static or 
controllable potential barriers

The construction and operation of an 
SET pump with tunnel junctions – i.e., 
with static potential barriers – are 
shown in Fig. 7. This SET pump is 
made up of a series array of at least 
three tunnel junctions; here, each 
of the islands between each set of 
two neighboring tunnel junctions is 
equipped with one gate electrode. In 
this way, the potentials of the islands 
can be electrostatically controlled. If 
all gate voltages are zero, no electrons 
can flow through this circuit due to 
the Coulomb blockade. If a stream 
of voltage pulses is then sent across 

the gate electrodes, the Coulomb blockade of the 
islands that are arranged in series will be removed 
one after the other, and an electron will follow 
the electrical “polarization wave” of gate voltages 
from island to island through the circuit. Here, the 
Coulomb blockade prevents one island from being 
occupied by two (or more) electrons. If this trans-
port cycle is repeated at a frequency f, this SET 
pump will supply a current I = e ∙ f. As mentioned 
above, however, the transport through the tunnel 
barriers is subject to the laws of statistics. As a 
result, errors due to “missed” tunneling events 
occur much more often at frequencies above 
roughly 100 MHz. In practice, this means that the 
maximum current attainable is limited to around 
10 pA to 20 pA (1 pA = 10–12 A).

The operation of an SET pump with control-
lable potential barriers is shown in Fig. 8. Here, 
by means of an AC voltage VG1 applied to the 
gate electrode, the height of the left barrier is 
periodically modulated in such a way that, in an 
alternating manner, single electrons coming from 
the left side of the conductor are trapped in the 
“dynamic quantum dot” between the barriers and 
then released to the other side. In this transport 
mechanism, no “slow” tunneling processes due to 
high potential barriers occur (which would restrict 
the repetition frequency f). For this reason, an 
SET pump with controllable potential barriers can 
provide markedly higher currents than the tun-
nel-junction pump described above – frequencies 
into the gigahertz range are possible that corre-
spond (according to I = e ∙ f) to maximum currents 
of over 160 pA. Another advantage of this pump 
type is that it is only necessary to operate one 
gate electrode with an AC voltage. This simplifies 
the layout of the circuit and facilitates the pump 
operation.

Fig. 7:
Top: Operation of 
an SET pump with 
four tunnel junc-
tions (three “charge 
islands” between two 
tunnel junctions) in a 
schematic represen-
tation. The transport 
cycle of an electron 
through the circuit 
is shown. Bottom: 
Electron microscope 
image of an SET 
pump of this type with 
four tunnel junctions 
connected in series (circled in yellow) and three gate electrodes (G1-G3), which 
trigger the potentials of the islands.

Fig. 8:
Right: Operation of an SET pump with 
controllable potential barriers. The image 
shows a transport cycle through the 
“dynamic quantum dot”; in this cycle, 
an electron coming from the left is first 
trapped (i) and isolated in the quantum 
dot (ii) before then being released to 
the right (iii). Here, only the height of 
the left barrier is modulated. Bottom left: 
Electron microscope image of an SET 
pump with a 
“quantum dot” 
(QD) between 
gate electrodes 
G1 and G2. 
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Challenges and the current state of research

Two issues number among the most important 
challenges in the metrological use of SET pumps:

1.	 Strength of the current generated: SET pumps 
available to date provide only very small cur-
rents that are typically less than 1 nA (10–9 A).

2.	 Accuracy of the current generated: Single-elec-
tron transport in SET pumps typically results 
in (statistical) errors.

Work is currently being done in research and 
development to find a solution to the problems 
associated with these issues, with results that are 
already very promising:

Concerning issue 1: As mentioned above, the 
currents that can be obtained from tunnel-junction 
SET pumps are limited to around ten picoamperes. 
Pumps that are based on “dynamic quantum dots” 
can provide currents that are up to ten times 
greater by means of pump frequencies in the 
gigahertz range. This has been demonstrated with 
different semiconductor SET pumps. Here, it was 
confirmed that, according to I = e ∙ f, quantized 
currents with an intensity of approximately 
100 picoamperes can be generated at a level 
of accuracy that is sufficient for metrological 
applications as the future current standards. 
Nevertheless, endeavors are being pursued to 
investigate and develop new concepts for SET 
pumps that open up the nanoampere range [5]. 
Appropriate research activities require methods 
for high-precision measurement of currents that are 
this small. For the planned use of SET pumps as 
the future current standards, and for their practical 
use in metrology based on this, extremely precise 
methods of current amplification are required 
in addition. Thanks to innovations achieved at 
PTB in instrumental metrology, considerable 
progress has been made recently concerning both 
of the above points: Researchers at PTB recently 
developed and verified a novel amplifier for small 
currents [6, 7]. This novel instrument, whose 
performance over time is extremely stable, makes 
it possible to amplify currents (by a factor of 1000 
or more) with very high precision. In addition, 
input currents in a range from sub-fA (< 10–15 A) 
to 5 µA (5 ∙ 10–6 A) can be transformed into voltage 
signals with extremely high accuracy by means 
of a network of resistors. This means that small 
currents can now be measured with unmatched 
accuracy, traced to the quantum Hall resistance 
and to the Josephson voltage standard – relative 
uncertainties of 10–7 for 100 pA have already been 
demonstrated.

Concerning issue 2: The intended use of SET 
pumps as future current standards requires that 
relative uncertainties of 10–7 or better be achieved 

when current is generated. As a reminder, the indi-
rect, “conventional” realization of the SI ampere 
mentioned in the introduction that takes place 
by means of electromechanical apparatus already 
achieved a relative uncertainty of a few parts in 
107. In principle, however, errors occur during 
single-electron transport in SET pumps; these 
errors can cause deviations in the supplied current 
from the quantized value e ∙ f, thereby limiting 
the accuracy of the generated current. In the case 
of SET pumps that are based on metallic tunnel 
junctions, errors may be caused by the static nature 
of the tunneling processes or by thermal or elec-
tromagnetic excitation of electrons (among other 
things). Pumps of this type are susceptible to these 
latter errors as, typically, the Coulomb blockade in 
them is relatively weak: The corresponding energy 
distances ΔE on the charge islands are in the range 
below around 0.1 meV (see Fig. 6 above). In the 
case of semiconductor pumps based on “dynamic 
quantum dots”, errors may occur during the 
“loading-in phase” of electrons into the quantum 
dot (Phase i in Fig. 8) – for example, if an electron 
falls back to the side it came from before it can 
be isolated stably in the potential trough (Phase 
ii in Fig. 8). All of the errors mentioned above 
typically occur statistically and have to be taken 
into consideration quantitatively when current 
is generated in order to make a statement on the 
accuracy attained. This, in turn, requires that 
individual errors in the SET circuits be “counted”. 
To do so, ultrasensitive charge detectors are used 
that can measure the charge at a resolution of 
smaller than e and give evidence of individual 
electrons [8]. These so-called “SET detectors” can 
also be realized by means of special single-electron 
circuits (so-called “SET electrometers” or “SET 
transistors”); however, in this article, such circuits 
will not be examined in detail.

Recently, the state of the art of error detection 
used in SET pump circuits was advanced consider-
ably at PTB by developing new “counting proced-
ures” [9, 10]. What makes these procedures special 
is the fact that they do not count every electron 
transported by the SET pumps. At high pump 
frequencies, this would not be possible anyway 
due to the limited range of the detectors; instead, 
the method is based on counting only the errors 
that occur much less frequently than the transport 
of the electrons. Here, an arrangement of several 
SET pumps in sequence is used together with SET 
detectors, as shown schematically in Fig. 9. In this 
way, pump errors can practically be detected in 
situ while current is being generated, and can be 
taken into account in order to correct the current 
supplied. For this purpose, a correlation analysis is 
performed of the detector signals that are read out 
at the same time; by means of this analysis, certain 
error types can be identified unambiguously. This 
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makes it possible to identify which of the pumps 
has made an error, and whether the error concerns 
a “missing” or an “additional” electron.

Experiments performed at PTB have already 
successfully demonstrated that, by means of this 
procedure, the accuracy of the current generated 
using an SET current source can be increased con-
siderably [10]. A prototype of the “self-referenced” 
(i.e., self-inspecting) single-electron current source 
used for this purpose is shown in Fig. 10.

Concerning future development, it is expected 
that progress in both small-current measurement 
technology and in the further development of 
self-referenced SET current sources will con-
tribute markedly to the future realization of the 
“quantum ampere”. Even today, PTB is a leader in 
both fields.

5.	 Outlook

In the near future, it is expected that advanced 
SET pumps with controllable potential barriers 
will supply currents into the nA range with relative 
uncertainties of better than 10–7. PTB has set itself 
the objective of realizing the re-defined ampere 
by means of a single-electron current source for 
currents of around 100 pA with a relative uncer-
tainty of smaller than 1 ⋅ 10–7. In this way, together 
with the new current-amplifying instruments 
developed at PTB, the current range between 1 fA 
and 1 µA can be accessed with superior accuracy. 
Thus, even the accuracy of instrument calibra-
tions in the small-current range is expected to be 
improved by up to two orders of magnitude. This 
is relevant not only for research on single-electron 
circuits, but also for industrial applications and 
for environmental and medical metrology. The 
modern semiconductor industry (microelectron-
ics and nanoelectronics) as well as environmental 
and medical metrology (such as dosimetry and 
emission protection measurements) increasingly 
require methods for precisely measuring small 
currents.

Concerning higher currents, realizations of the 
ampere by means of the quantum Hall effect and 
the Josephson effect (via Ohm’s law) will continue 
to be better suited. In fact, these two quantum 
effects, both of which are long-established in elec-
trical metrology, will become even more important 
due to the re-definition of the SI: Since the value 
for h will be established in the new SI in addition 
to the value for e, Josephson voltage standards 
will realize the SI volt (based on KJ = 2e/h) and 
quantum Hall resistors will realize the SI ohm 
(based on RK = h/e2). When this happens, both the 
direct realization of the ampere by means of SET 
pump circuits (via I = n ∙ e ∙ f ) and the indirect 
realization by means of a Josephson voltage stan-
dard and a quantum Hall resistor will conform to 
the SI.

Concerning electrical metrology in general, it 
should be noted that the use of the Josephson and 
quantum Hall effects will be further developed 
based on the advanced level that has already been 
achieved – in particular for AC applications. The 
further development of electrical metrology will 
not only improve practical electrical measurement 
technology, but will also allow new, fundamental 
experiments to take place that are designed to 

Fig. 9:
Detection/counting of SET pump errors in a series array of SET pumps by means 
of SET detectors that detect the charge states of the islands between two pumps. 
While the pumps are in continuous pumping operation, an error caused by pump 
B is caused at a point in time tF  – here, an electron is “left behind” on the island 
between pumps ‘A’ and ‘B’. This is seen in the signatures of the two SET detectors 
(‘a’ and ‘b’), which monitor the charge states of each of the islands: Following the 
error, the signal from detector ‘a’ (topmost left) shows one excess electron (red 
outline) on the first island (n → n+1). At the same time, detector ‘b’ registers that 
there is now one electron missing on the next island (n → n-1), as the correctly 
functioning pump ‘C’ has removed one electron.

Fig. 10:
Prototype of a “self-referenced” single-electron current source (operation scheme 
in accordance with the illustration in Fig. 9) that uses four series-connected SET 
pumps (semiconductor structures with controllable potential barriers) and SET 
detectors that monitor the charge states of the islands between the SET pumps.
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acquire a better understanding of how quantized 
charges are transported in solids. Such experi-
ments include the “quantum metrology triangle”. 
Detailed representations of this aspect can be 
found in references [1], [5] and [11].

In the new SI, the connection between electrical 
and mechanical units will be established by means 
of an additional, important metrological experi-
ment that has been developed and optimized over 
the past few decades: The so-called “watt balance” 
(another electromechanical apparatus) is used 
to establish the connection between mass (as a 
mechanical quantity) and the electrical quantities 
by comparing mechanical and electrical power (or 
energy) [1].

6.	 Conclusion

By establishing the numerical values of the funda-
mental constants of elementary charge and Planck’s 
constant, the importance of electrical quantum 
effects will continue to increase, both for funda-
mental metrological applications and for metrol
ogical practice. The most direct realization of 
the ampere can take place by means of electronic 
circuits that “count” single electrons. The redefini-
tion of the SI will bring the quantum effects of the 
volt and the ohm (Josephson effect and quantum 
Hall effect), which have long become established 
in the field of metrology, into conformity with 
the SI; as a result, it will become possible to use 
these quantum effects for the realization of the 
future SI ampere. However, this latter realization is 
more indirect, as it is based on the combination of 
voltage and resistance.

While establishing the numerical values of the 
defining constants, attention is devoted to ensur-
ing that the quantitative differences between the 
“new” units and those of the “old” SI are as small 
as possible. For the electrical units, the redefinition 
of the SI will lead to very small changes (if any) 
of approximately one part in 10 million; conse-
quently, the link to the “old” units will not involve 
any large steps. It is therefore certain that our 
electricity bills will in no way be affected by the 
redefinition of the ampere.
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Counting Atoms for Mass and Amount of Substance

Peter Becker*, Horst Bettin** 

Summary

In addition to Planck’s constant, the Avogadro 
constant is an important input quantity for the 
international efforts to redefine the unit of the 
mass – the kilogram – with the aid of fundamental 
constants. Currently, it is proposed to refer the unit 
of amount of substance, the mole, directly to the 
Avogadro constant NA and to use Planck’s constant 
h for the redefinition of the mass unit (in addition 
to two other constants, i.e. the speed of light c and 
the hyperfine transition frequency of the cesium 
atom Δν). At present, the definition of the kilo-
gram is still based on a prototype which is more 
than 100 years old: the international prototype of 
the kilogram in Paris. Yet the relations between 
this kilogram piece and all other national proto-
types vary. The masses of these artifacts change 
(as is, in principle, to be expected for macroscopic 
objects in interaction with the environment). 
This is, in the long run, an intolerable state for 
the definition of the mass unit. However, before a 
redefinition is possible, the experimenters have to 
face considerable challenges: They must determine 
the constants in question with sufficiently small 
measurement uncertainties.

Until 2003, attempts had been made to deter-
mine the Avogadro constant with the aid of natural 
silicon (which consists of three isotopes). The task 
to measure the molar mass with a relative meas-
urement uncertainty of smaller than 10−7 proved, 
however, to be impossible to achieve. In the case 
of highly enriched silicon, the heavy isotopes 29Si 
and 30Si, however, quasi represent only an impurity 
which can be determined more exactly by mass 
spectrometry. Therefore, an international consor-
tium (International Avogadro Coordination, IAC) 
started, in 2003, a collaboration with research 
institutes in Russia, in order to have approx. 5 kg 
of highly enriched silicon (99.99 % 28Si) manu-
factured as a single crystal and to determine the 
Avogadro constant by 2010 with a relative meas-
urement uncertainty of approx. 2 · 10−8.

In 2011, the international consortium composed 
of metrology institutes and the Bureau Interna-
tional des Poids et Mesures (BIPM) under the 

auspices of PTB succeeded – in spite of extremely 
high experimental challenges – in “counting” the 
silicon atoms in a 1 kg silicon sphere of enriched 
28Si for the first time with high accuracy. As a 
result, this experiment furnished a value for the 
Avogadro constant and – without a loss in accu-
racy – a value for Planck’s constant, because both 
are coupled with each other via a very exactly 
known relation [1]. In 2015, a measurement uncer-
tainty of 2 · 10−8 was reached under improved 
conditions [2], whereby a not sufficiently perfect 
spherical shape turned out to be a limiting factor. 
The whole experiment is described in detail in a 
special issue of the journal Metrologia [3].

According to the requirements of committees of 
the Metre Convention, at least three independent 
measurement results – among them results of 
Planck’s constant via watt balance experiments – 
must be available for the planned redefinition. 
The value published by the National Research 
Council of Canada (NRC) in 2014 is in very good 
agreement with the Avogadro value, so that the 
metrologists decided to start the countdown for 
the redefinition of the mass unit in 2018.

Introduction

Since the first General Conference on Weights and 
Measures in 1889, the international prototype of 
the kilogram has embodied the unit of mass.

For years, experts at the BIPM in Paris have 
worried about the long-term stability of the 
international prototype of the kilogram as embodi
ment of the mass unit. Compared to the mass 
standards of the national metrology institutes, it 
has, in the course of the decades, apparently lost 
approx. 50 µg of its mass. The reasons for this loss 
are unknown. What is also not known is whether 
the mass change is mainly due to the international 
prototype of the kilogram itself or whether these 
mass differences are due to changes of the national 
mass standards. 

Within the scope of the International System of 
Units (SI), the kilogram is connected with the defi-
nitions of the SI units ampere, candela and mole. 
This is why it has so far been impossible to realize 
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the electric units more exactly in the SI on the 
basis of the Josephson constant and on the basis 
of the von Klitzing constant. A definition of the 
mass unit on the basis of a fundamental quantity of 
physics would solve these problems [4, 5]. 

In 1900, Planck’s constant was introduced by 
Max Planck when he described the fundamentals 
of the black-body radiator, and thus the energy of 
the harmonic oscillator as quantized, in units of 
E = h · ν. h has the unit of an action, i.e. kg m2 s−1, 
and, thus, a connection to the mass. h, as well as 
the speed of light c – which is assigned to the unit 
of length, the meter – are fundamental constants 
of physics. Two experiments are available to relate 
the kilogram to natural constants: the so-called 
watt balance experiment, which links the mass unit 
up with Planck’s constant h, and the Avogadro ex-
periment, which represents a link-up to the atomic 
mass constant mu. Both fundamental constants are 
linked with each other via a relation which is very 
exactly known, the so-called molar Planck constant 
(NA h = 3.990 312 7110(18) · 10−10 Js/mol, with a 
relative measurement uncertainty of 4.5 · 10−10  

(for details, see info box), so that both experi-
ments can ultimately contribute to a redefini-
tion “on a partnership basis”. A prerequisite is, 
however, that they can achieve a relative meas-
urement uncertainty of 2 · 10−8. This condition 
follows from the minimum requirements for the 
development of the measurement uncertainties 
during the metrological dissemination of the 
mass unit. According to the proposal of an advi-
sory committee of the Metre Convention (CCM: 
Consultative Committee for Mass and Related 
Quantities), the Avogadro constant would there-
fore play a central role both for the redefinition of 
the kilogram and also for the redefinition of the 
mole. 

For the mole definition, the connection to the 
Avogadro constant is obvious: An amount of sub-
stance of one mole contains exactly NA particles. 
Today, the definition says that the molar mass 
of 12C amounts to exactly 12 g/mol. However, as 
there is an obvious connection to the mass unit, 
the molar mass of 12C will, after the redefinition, 
be affected by an uncertainty.

Diagram:
The measurement 
principle for the 
Avogadro experi-
ment is quite simple. 
To determine the 
number of atoms in 
the silicon sphere, 
only the diameter of 
the sphere and the 
elementary distance 
of the atoms in the 
crystal, the lattice 
parameter, must be 
determined. There-
fore, the number 
of the atoms in the 
whole crystal can be 
directly determined 
from the sphere 
volume and the 
volume of the unit 
cell (in the case of 
the diamond lattice 
of silicon, it con-
tains eight atoms). 
Then the sphere is 
weighed once (i.e. it 
is compared to the 
international proto-
type of the kilogram), 
thereby determining 
the mass of a silicon 
atom. Consequently, 
the experiment also 
gives an answer to 
the question of how 
many silicon atoms 
make up a kilogram.
The relation of the 
experiment to the 
Avogadro constant 
is quite direct: In 
addition to the mass 
of a silicon atom, 
the chemists also 
determine, in the 
case of the Avoga-
dro experiment, the 
molar mass of the 
silicon used. The 
quotient from both is 
the Avogadro con-
stant. The relation 
of the experiment to 
Planck’s constant 
is indirect (see info 
box): This relation is 
given via the relation 
between the atomic 
mass and the elec-
tron mass, which can 
be measured with 
great accuracy, for 
example with the aid 
of Penning traps. As 
a result, the Avoga-
dro experiment thus 
furnishes two natural 
constants: the Avo-
gadro constant and 
(indirectly calculated 
from it) Planck’s 
constant.
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i The molar Planck constant NAh

constants on the basis of quantum physics:
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One of these constants is Planck’s constant. 
The other constants are the Rydberg constant 
R∞, the speed of light c and the fine-struc-
ture constant α. All of these three constants 
are known with a much higher accuracy 
than Planck’s constant. As long as this is the 
case, the accuracy with which the numerical 
values of Planck’s constant and of the elec-
tron mass can be converted into each other is 
greater than the accuracy with which they are 
known themselves. The mass of the electron 
can be well compared with the atomic mass 
constant. With this so-called relative atomic 
mass of the electron 
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the cycle closes due to the fact that Planck's 
constant can now not only be converted into 
the mass of the electron, but also into the 
atomic mass unit. According to equations (3) 
and (5), the numerical value of the Avogadro 
constant can then also be calculated without 
an additional loss in accuracy.

This can be summarized in the following 
equation:
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In the old SI, the molar mass constant Mu 
and the speed of light c have fixed numeri-
cal values, i.e. they are exactly known. The 
Rydberg constant R∞ and the fine-structure 
constant α are, as explained above, known 
with a much higher accuracy than Planck’s 
constant or the Avogadro constant. As the 
measurements of the relative atomic mass of 
the electron are also clearly more exact, the 
value of the product is also known with a 
much greater accuracy than the two factors 
themselves.

The molar Planck constant designates the 
product of Avogadro constant NA and Planck 
constant h. What makes this remarkable is 
the fact that the value of this product is more 
exactly known than any of the two constants 
individually. The reason for this is that there 
is a fundamental link between the two con-
stants which is known with high accuracy. 
The Avogadro constant is defined as the 
number of particles which are contained in 
the amount of substance of one mole. One 
mole, in turn, consists of as many identical 
single particles as there are atoms in 12 g 12C, 
so that the following is valid for the Avoga-
dro constant:

N
m C

A

g mol≡ −12
12

1

	
(1)

		
	  
  The atomic mass constant is also defined via 
the mass m C12  of the carbon isotope 12C:

mu ≡ 12
m C12

	
(2)

Thus, a relation between atomic mass 
constant and Avogadro constant can be 
established: 

N
mA

u

kg mol� �1 1
1000

1

	
(3)

Mu kg mol� �1
1000

1

	
(4)

is referred to as the molar mass constant. 
It is required because, in the definition of 

the Avogadro constant, the unit “gram” is used, 
whereas the unit “kilogram” is used in the 
definition of the atomic mass unit. This allows 
equation (3) to be simplified as follows:

N M
mA

u

u

=
	

(5)

However, the connection between Avo-
gadro and Planck constant is ultimately 
established by the rest mass of the electron 
me, as the same can be calculated from other 
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Historical facts

The Avogadro constant is named after the Italian 
earl Amedeo Avogadro who – at the beginning of 
the 19th century – dealt with atomism, which had 
been established by Dalton. Dalton had demon-
strated that all gases expand in the same way when 
they are heated. This, concluded Avogadro, could 
be explained only by the fact that the number 
of gas particles involved is also always the same: 
Identical volumes of all gases had to contain – in 
the case of identical external conditions – the same 
number of the smallest particles. However, Avo-
gadro did not know at that time how this number 
could be determined.

Only in 1865 did Josef Loschmidt calculate the 
particle number per volume with the aid of the 
mean free path of gas molecules. At that time, this 
value showed only a small deviation from the value 
best known today. Forty years later, Albert Einstein 
tried to indicate the Avogadro constant more 
precisely on the basis of a novel diffusion equation 
from measurements carried out on a sugar solu-
tion: his values deviated, however, considerably 
due to a calculation error. In 1917, Robert Millikan 
reduced the “error” to less than one percent by 
distinctly improving his famous oil droplet test for 
the determination of the elementary charge.

Approximately 100 years ago, X-ray diffraction 
on crystals opened up new experimental proced-
ures for the determination of the Avogadro con-
stant. In the end, however, all attempts to further 
reduce the accuracy failed due to the number of 
defects in the crystals as found in nature, as this 
number was too large. Only with the beginning 
of the “silicon era” have almost perfect industri-
ally manufactured single crystals been available. 
The breakthrough came about in 1965 with the 
development of an X-ray interferometer by Bonse 
and Hart [6] which allowed lattice distances to be 
measured with great accuracy in the unit “meter”. 
Thus, the X-ray wavelengths, which were mostly 
indicated in the so-called X unit and which were 
known with only low accuracy, were no longer 
required as a measure. On the basis of this inven-
tion, PTB started a project in 1971 for the deter-
mination of the lattice plane distance in a silicon 
single crystal. This project was successfully con-
cluded in 1981 with a relative measurement uncer-
tainty of 6 · 10−8 [7]. This laid the foundation for 
an exact determination of the Avogadro constant. 
In addition to the lattice parameter, the density 
of this material and its molar mass then had to be 
determined from the knowledge of the isotopic 
ratio. In 1992, PTB achieved for the first time a 
relative measurement uncertainty of 1.1 · 10−6 for a 
crystal with natural isotopic composition [8].

Other metrology institutes followed the proposal 
of Bonse and also started projects for the determi-

nation of the Si lattice parameter and the Avogadro 
constant: In the USA, in Great Britain, in Japan, in 
Italy and in Russia, similar projects – of different 
duration – were launched. The National Bureau of 
Standards, later the National Institute of Stand-
ards and Technology (NIST, USA), for example, 
had already discontinued its experiments by the 
end of the 1970s, although the results obtained 
were trend-setting for other metrology institutes. 
Without having achieved results worth mention-
ing, the National Physical Laboratory (NPL) in 
England and the metrology institute Mendeleyev 
Institute for Metrology (VNIIM) in Russia also 
abandoned this field of research. To this day, 
however, the following institutes are involved in 
the measurements for the determination of the 
Avogadro constant: 

■■ Physikalisch-Technische Bundesanstalt (PTB),

■■ National Metrology Institute of Japan (NMIJ),

■■ National Institute of Metrology 
(NIM, PR China),

■■ Istituto Nazionale di Ricerca Metrologica 
(INRIM, Italy),

■■ National Institute of Standards and Technology 
(NIST, USA),

■■ National Research Council (NRC, Canada),

■■ Bureau International des Poids et Mesures 
(BIPM).

However, for a possible redefinition of the 
kilogram on the basis of these measurements, the 
measurement uncertainties achieved until then 
were much too large. A potential for improve-
ment was expected from the use of silicon 
spheres for density determination and from their 
optical measurement in special interferometer 
arrangements. Also Si single crystals, which were 
specially manufactured for the PTB project by 
industry (Wacker-Siltronic Burghausen) in a close 
collaboration, were suggested to further reduce 
the influences of crystal defects. To improve the 
coordination of the national efforts, the institutes 
involved cooperated from 1995 on under the lead-
ership of PTB in a joint working group within the 
scope of the CCM. Whereas at least two indepen-
dent determinations were available for the most 
important physical quantities, only the results of 
one laboratory (Institute for Reference Materials 
and Measurements, IRMM, of the European Com-
mission) were available for the determination of 
the molar mass. In 2003, a relative measurement 
uncertainty of 3 · 10−7 was achieved which could 
not be reduced any further: The determination 
of the Si isotopic ratios had reached its technical 
limits [9]. Therefore, the investigations on natural 
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silicon were terminated. An overview of the deter-
mination of the Avogadro constant until 2000 can 
be found in [10].

Unfortunately, besides the insufficient accuracy 
for a redefinition of the kilogram, the observed 
deviation of the measurement value of approx. 
1 · 10−6 relative to the results obtained with other 
methods also caused quite a headache for the 
researchers. Was the deviation due to miscount-
ing? Or were there unrecognized inconsistencies 
in the system of the physical constants? The 
possibility of using enriched silicon-28 on a large 
scale for sample preparation gave new impetus to 
the Avogadro project. Estimates showed that the 
uncertainties for the measurement of the isotope 
composition would be considerably reduced, but 
the researchers were forced to also repeat all other 
investigations on this material. It was not for the 
first time that the possibility of using enriched 
silicon was discussed. Up to that point, however, 
this had always failed due to the insufficient per-
fection of the single crystal [11].

In 2004, scientists from the metrology institutes 
of the USA, Great Britain, Australia, Italy, Japan 
and the European Commission again joined forces 
under the leadership of PTB to jointly determine 
the Avogadro constant as exactly as never before 
with the aid of an almost perfect mono-isotopic 
silicon single crystal. A first milestone was reached 
in 2011 with a relative measurement uncertainty of 
3 · 10−8: All required measurement methods were 
installed, analyzed and tested. Only the insuffi-
cient perfection of the silicon spheres reduced the 
success. Four years later, the objective 2 · 10−8 was 
achieved after extensive improvements had been 
made to the silicon surfaces. 

How are atoms exactly counted?

As the individual counting of 10x atoms (x ≈ 23) 
is unrealistic, the perfection of a single crystal is 
made use of. Such single crystals can be manufac-
tured from silicon with only a very small number 
of impurities and lattice defects, as the manufac-
turing technology in the semiconductor industry 
is very advanced. Consequently, silicon proves to 
be an ideal candidate for this experiment. For the 
determination of the Avogadro constant, i.e. of the 
number of atoms in a mole, first the volume Vsphere 
and, with an X-ray interferometer, the volume 
Vatom of an atom are determined on a silicon 
sphere (see Figure 1). This provides knowledge of 
the number of atoms in the sphere. If the molar 
mass Mmol and the mass of the sphere msphere are 
determined in addition according to equation 
(1), the number of atoms per mole is obtained. 
The determination of the number of the atoms in 
exactly one kilogram of the same substance then 
only requires a small calculation step.

N
V
V

M
m

V M

m dA
sphere

atom

mol

sphere

sphere mol

sphere 8 3
	(1)

 

All measured quantities must, of course, be 
traced back to the SI base units. Therefore, the 
volume of the silicon sphere is determined by 
interferometric measurements of the sphere 
diameter (see Figure 3). This provides a complete 
surface topography of the sphere. In the first step, 
the spheres were polished at the Australian Centre 
for Precision Optics (ACPO) and exhibited, at best, 
a deviation of only a few 10 nanometers from a 
perfect shape. 

The silicon sphere is covered with a thin oxide 
layer which is formed during the polishing process. 
This layer, which is only a few nanometers in 
thickness, is nevertheless “disturbing”. It consists 
almost exclusively of silicon dioxide, SiO2. It must 
not be taken into account in the “counting”, and 
its geometry and mass must, therefore, be char-
acterized. The mass of the silicon sphere is linked 
up to the national prototype of the kilogram by 
weighing. This process is necessary for the seam-
less transition from the old to the new definition. 
As the two masses (or material measures) have 
different densities and surfaces, extensive buoyancy 
and sorption corrections are required. Volume and 
mass determinations of the Si material must then – 
in addition – be corrected with respect to the oxide 
layer. 

The atomic volume is determined from the lattice 
plane spacings of the crystal lattice with the aid of 
a combined optical and X-ray interferometer. All 
mass and length determinations are carried out in 
vacuum at 20 °C because the crystal lattice depends 
on the pressure and on the temperature. Due to the 
Si expansion coefficient of approx. 2.6 · 10−6 / K, the 
crystal temperature must be known with an accu-
racy of better than 0.001 K and must be the same in 
any laboratory involved worldwide.

The molar mass is calculated from the atomic 
masses of the three isotopes 28Si, 29Si and 30Si which 
occur in natural silicon, and from their relative 
frequencies which have before been determined by 
mass spectrometry. The atomic masses are linked 
up with the mass of the carbon isotope 12C, the 
reference value for all atomic masses, by means of 
Penning traps. 

The experiment

Not all measurands were determined by all parties 
involved in the experiment. Instead, there was 
a division of labor: The sphere diameters were 
measured at the NMIJ, at the NMI-A (National 
Measurement Institute, Australia) and at PTB with 
the aid of specially developed optical interferom-
eters, using the wavelength of an iodine-stabi-

The d in equation 1 
is the spacing of the 
(220) lattice planes 
in the Si crystal
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lized helium-neon laser as a measure. The lattice 
parameter was determined by the INRIM with an 
X-ray interferometer in the unit “meter”. In a sep-
arate comparison experiment1 at NIST, the lattice 
parameters of natural silicon and of enriched 
silicon were compared and verified with calculated 
data. Due to the optical wavelength definition, this 
experiment was carried out in vacuum, and due 
to the temperature-dependent expansion of Si, 
related to 20 °C. The sphere mass was compared 
in mass comparators with the national or interna-
tional mass standards at the BIPM, at PTB and at 
the NMIJ. The molar mass was determined at PTB 
with the aid of a mass spectrometer with induc-
tively coupled plasma (ICP-MS) and calibrated 
by means of synthetically manufactured sample 
mixtures. As the determination of the molar mass 
has so far represented the largest uncertainty 
factor, this experiment was also repeated in other 
laboratories within the scope of an interlaboratory 
comparison. In addition, a great number of spec-
trometric investigations were performed for the 
determination of the crystal defects.

The material

The highly enriched material used here for 
the measurements was manufactured in coop-
eration with a Russian consortium under the 

leadership of the Development Office for Cen-
trifuges (CENTROTECH) of the Nuclear Min-
istry in St. Petersburg and at the Institute of the 
Chemistry of High-Purity Materials (IChHPS) 
in Nishni Novgorod. Gaseous silicon tetrafluo
ride, SiF4, was enriched in several cascades of 
centrifuges, after which the gas was converted 
into silane, SiH4, chemically purified and sep-
arated as polycrystalline silicon. Finally, in 
2007, a monocrystal was manufactured at the 
Leibniz Institute for Crystal Growth (IKZ) in Berlin 
(see Figure 1). In order to determine the molar 
mass with sufficient accuracy, the enrichment of 
the 28Si isotope was to reach at least 99.985 %. For 
this purpose, all required technological steps were 
taken, and the mandatory analytical investiga-
tion methods were described for all partners in a 
so-called “road map”. The degree of enrichment 
of the single crystal of more than 99.995 % and 
its chemical purity of approx. 1015 cm−3 impurity 
atoms exceeded the required specifications by far 
[12]. For the measurement of the required crystal 
parameters, two spheres of approx. 1 kg each, an 
X-ray interferometer and a great number of special 
crystal samples were manufactured from the crystal 
which had a mass of 4.7 kg. 

In 2008, two polished 1 kg spheres (with the des-
ignations AVO28-S5 and AVO28-S8) were handed 
over to the Avogadro project in Sydney. They had 

Figure 1:
Top: Single crystal of 
highly enriched 28Si 
(weight: 4.7 kg). On 
the left: Almost perfect 
spheres of 28Si (with a 
mass of 1 kg each)
Source of upper figure: 
Institute for Crystal 
Growth (IKZ).

1 In the experiment 
at NIST, only the 
lattice parameters 
were compared. 
The differences are 
largely independent 
of temperature. The 
measurements at 
NIST were carried 
out at 21 °C, the 
measurements at 
INRIM at 20 °C.
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be determined from oscillations observed in X-ray 
reflectometry (XRR). However, the thickness of the 
thermal oxide layer depends strongly on the crystal 
orientation. For the spheres of highly enriched 
silicon, thermal oxidation was therefore omitted 
and the XRR measurements were carried out on 
SiO2 reference layers on silicon wafers to exactly 
determine their thicknesses in the range around 
10 nm.

For the measurements with mono-chromatized 
synchrotron radiation at BESSY II, several energies 
in the range of the oxygen-K-absorption edge were 
selected so that the optical constants of silicon and 
oxide differ significantly and the contributions of 
the oxide layer and of the contamination layer can 
be separated. At the same time, the intensity of the 
oxygen-fluorescence line was measured on these 
layers with X-ray fluorescence analysis (XRF) at an 
excitation energy of 680 eV.

In the case of XRF measurements on three 
marked points on the spheres, the intensity of this 
line was also measured, so that the oxide layer on 
the sphere follows from the intensity ratio and the 
thickness of the reference layer determined by XRR. 
Corresponding measurements were carried out 
with a carbon reference layer at an excitation energy 
of 480 eV, in order to also determine the mass per 
area of the carbon-containing contamination layer. 
Based on the layer thicknesses measured at the 
three points, the whole layer thickness topography 
of the spheres was recorded with spectral ellipsom-
eters at PTB (Figure 2) and at the NMIJ. 

been precision-engineered, mainly in manual 
operation, at the ACPO in Sydney. By the middle 
of 2010, the first measurement cycle had been 
completed, and a relative measurement uncertainty 
of 3 · 10−8 was achieved for the determination of 
the Avogadro constant which, after a correction 
of the surface quality of the two spheres, could be 
reduced to 2 · 10−8 by 2015.

The crystal contaminations (see Table 1) such 
as carbon, oxygen and boron, were measured at 
PTB with Fourier infrared spectrometers. Infra-
red spectrometry is a fast and uncomplicated 
method for the determination of impurity atoms 
in crystalline silicon. Impurities from the fourth 
and sixth main group, such as carbon and oxygen, 
can be measured jointly at cryogenic tempera-
tures (7 K) [1–3]. Whereas oxygen on interstitial 
sites leads to an enlargement of the crystal lattice, 
carbon occupies the places of silicon atoms in the 
crystal lattice and contracts the lattice structure. 
As calibration samples of known content are not 
available for mono-isotopically enriched silicon, a 
model has been developed with the aid of which 
the calibration factors of silicon can be transmitted 
to a highly enriched material with natural iso
topic distribution. Vacancies were investigated by 
positron annihilation at Halle University, hydrogen 
with Deep Level Transient Spectroscopy (DLTS) at 
the Technical University of Dresden, and possibly 
occurring lattice deformations with high-reso-
lution X-ray topography at the Photon Factory 
KEK in Japan. The lattice deformations caused by 
defects were taken into account in the measure-
ments of the lattice parameter, the sphere mass 
and the sphere volume. The maximum carbon 
concentration of 2 · 1015 cm−3 which is required for 
the envisaged relative measurement uncertainty of 
2 · 10−8 was not exceeded.

Sphere surface*

On the silicon spheres, an oxide layer is formed (as 
on every silicon surface), and a carbonaceous con-
tamination layer and adsorbed water layers cannot 
be avoided (Figure 2). The whole layer system on 
the surface can reach a thickness of up to 3 nm. In 
investigations performed on other silicon spheres, 
an even slightly thicker SiO2 layer was generated 
by thermal oxidation, so that its thickness could 

Defect Unit AVO28-S5 AVO28-S8 XINT

Carbon 1015 cm–3 0.40(5)  1.93(19) 1.07(10)

Oxygen 1015 cm–3 0.283(63)  0.415(91) 0.369(33)

Boron 1015 cm–3 0.011(4) 0.031(18) 0.004(1)

Vacancies 1015 cm–3 0.33(11) 0.33(11) 0.33(11)

Table 1: 
Point defect density 
in the two spheres 
(AVO28-S5,  
AVO28- S8)  
and in the X-ray 
interferometer crystal 
(XINT).

CL
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PWL

OL

Si Core

Carbonaceous Layer

SiO2

H2O

XRF

Gravimetry

XRR/XRF/SE

Gravimetry
Carbonaceous Layer

Chemisorbed Water Layer
Physisorbed Water Layer

Oxide Layer
Surface Layer

SL

Layer MethodAbbr. Model

Figure 2: 
Top: Layer model of 
the sphere surface 
composed of dif-
ferent water layers, 
a carbonaceous 
contamination layer 
and an oxide layer of 
pure SiO2. 
Bottom: Layer thick-
ness distribution on 
spheres AVO28-S5 
(on the left) and 
AVO28-S8 (on the 
right) measured with 
spectral ellipsometry 
[13]. The values indi-
cated are uncorrect-
ed values.

* 	 Co-author of this 
chapter:  
Dr. Michael Krumrey, 
Working Group 
“X-ray Radiometry”, 
e-mail: michael.
krumrey@ptb.de
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Additional measurements with X-ray photo-
electron spectroscopy (XPS) were performed at 
the Swiss metrology institute METAS in Bern, in 
order to determine the stoichiometry and possi-
ble contaminations of the surface layer. It turned 
out that during the first polishing process at the 
ACPO, the metals nickel and copper from the 
polishing tools had been bound as silicides and 
polished into silicon regions close to the surface. 
Signs of lattice deformations close to the surface 
were not found, however.

After completion of the first measurement 
campaign, the two spheres were liberated from 
their surface layers by a so-called Freckle etching 
process and polished again without additional 
contamination. For this purpose, PTB has manu-
factured special machines for polishing the spheres 
to avoid the influence of manual work. For the 
newly polished spheres AVO28-S5c and AVO28-
S8c, layer thicknesses of 1.76 nm and 1.83 nm and 
a layer mass of only 78 µg and 86 µg were obtained 

compared to more than 200 µg before the new 
polishing process. The measurement uncertainties 
could not yet be considerably reduced compared to 
the uncertainties obtained before (see Table 2).

As the data published in 2011 and 2015 show, the 
measurement uncertainty which follows from these 
considerations still makes the second largest con-
tribution to the total uncertainty budget of the Avo-
gadro constant. Observations of the layer thickness 
over many months did not indicate any significant 
time-dependent changes of the layer. 

Currently, a new apparatus has been put into 
operation at PTB which allows any point on the 
sphere surface to be investigated with XRF and XPS.

Sphere volume*

The volume of the silicon spheres is derived from 
the diameter measurements by means of optical 
interferometry. For this purpose, the spheres are 
placed inside the mirrors of an interferometer. 

Sphere Lab. Layer thickness 
/ nm

Layer mass /  
µg

AVO28-S5c PTB 1.79(24) 79.5(10.9)

NMIJ 1.64(33) 70.4(17.7)

mean value 1.76(23) 77.7(10.0)

AVO28-S8c PTB 1.94(22) 92.2(10.2)

NMIJ 1.41(31) 60.0(16.3)

mean value 1.83(28) 85.5(14.8)

Table 2:
Thickness and mass 
of the layers on the 
sphere surfaces.

Figure 3: 
Schematic set-up of 
PTB’s sphere inter-
ferometer. The laser 
light is coupled from 
both sides into the 
two objectives (com-
posed of collimator 
and Fizeau lenses) 
via optical fibers. A 
lifting mechanism 
moves and rotates 
the spheres in the 
interferometer. The 
sphere diameter 
is determined by 
distance measure-
ments between the 
objectives (with and 
without sphere).

* 	 Co-author of this 
chapter:	Dr. Arnold 
Nicolaus, Working 
Group “Interferometry 
on Spheres”, e-mail:  
arnold.nicolaus@ 
ptb.de 
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Two different interferometer types are used: In the 
case of the PTB set-up, spherical surfaces are used, 
whereas in the case of the interferometers at the 
NMIJ, plane surfaces are used (and at the NMI-A, 
were used). Figure 3 schematically shows the PTB 
set-up and the measurement method.

This interferometer uses spherical waves and 
can therefore determine the topography of the 
diameters with great accuracy (a function which is 
the only one of its kind in the world). If the results 
are applied to the so-called stitching calculation 

method, one obtains the “true” shape of the sphere 
from the measured diameters (Figure 4) [14].

Temperature and temperature constancy as 
well as the shape of the wavefronts are important 
influence quantities. A temperature constancy of a 
few millikelvins and a temperature measurement 
uncertainty of less than 1 mK are achieved. The 
spheres are covered with an oxide layer which 
influences the optical phase shift of the light wave 
on the surface and the diameter measurement, so 
that only apparent diameters are measured. To take 

Figure 4: 
Surface topography 
of the 28Si-spheres 
AVO28-S5c, on the 
left, and AVO28-
S8c, on the right. 
The deviations from 
an ideal sphere are 
shown (in a strongly 
increased way).

Material Layer n k

H2O CWL, PWL 1.332(10) 1.54(1.00) ∙ 10–8

CmHn CL 1.45(10) 0(0.1)

SiO2 OL 1.457(10) 0

Si Solid 3.881(1) 0.019(1)

Table 3:
The optical constants n 
(refractive index) and k (ab-
sorption index) of the sphere 
surface layers (CWL, PWL, 
CL, OL – see Figure 2).

Figure 5: 
View into the weigh-
ing space of a mass 
comparator with 
buoyancy artifacts 
(left and right), Si-
sphere (centre) and 
sorption bodies. 
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this phase shift into account, the optical constants, 
i.e. the refractive index n and the absorption 
factor k of the layer model, must be known  
(see Table 3).

An overall measurement uncertainty of 
0.007 mm3 was obtained for the AVO28-S8c sphere 
volume. Figure 4 shows the surface topography 
of the two 28Si spheres: At a diameter of 93.7 mm, 
the deviation from the spherical shape amounts 
to approx. 70 nm for the AVO28-S5c and to only 
40 nm for sphere S8c. The “cube shape” which can 
still weakly be recognized is caused by the cubic 
shape of the crystal lattice.

Comprehensive simulations of the wavefronts 
and their phases at the outlet of the sphere inter-
ferometer were performed for both the plane-wave 
interferometers and for the Fizeau interferometer. 
The respective phase corrections and the influence 
of maladjustments in the beam path on the meas-
urement result were determined in addition [15]. 
Measurements of selected sphere diameters with 
all interferometer types showed very good agree-
ment within the scope of the measurement uncer-
tainty. The number of selected diameters which is 
– at least – required for the volume calculation was 
also investigated: From a number of 150 randomly 
selected diameters onwards, there were no more 
significant deviations. If the uncertainty budget of 
the volume measurements is taken into account, 
the deviations from the ideal spherical shape make, 
at more than 80 %, the largest contribution.

Sphere mass*

Both for the present determination of the Avoga-
dro constant and of Planck’s constant, and for the 
future realization and dissemination of the unit, 
mass comparisons between silicon spheres and 
national and international mass standards with 
uncertainties in the range of a few micrograms 
(relative 10−9) are required.

Due to the great density differences between 
silicon spheres, kilogram prototypes of plati-
num-iridium and conventional steel standards, 
the smallest uncertainties have so far been 
obtained under vacuum conditions, i.e. without 
the buoyancy corrections required in air.

For the mass determinations in air and under 
vacuum conditions, high-resolution 1-kg mass 
comparators are used which are accommodated in 
a housing which can be evacuated. Compared to 
their maximum capacity, these comparators have 
only a small weighing range between 1 g and 2 g 
which is, however, at 0.1 µg, very large and can 
be resolved with linearity deviations of ≤ 2 µg. To 
keep the weighing differences to be determined as 
small as possible, smaller mass standards (derived 
from a kilogram prototype) are used as auxiliary 
weights.

The measurements are carried out in vacuum in 
a pressure range between 10−4 Pa and 0.1 Pa and 
in air (105 Pa) under pressure-stable conditions 
and temperature variations of a few millikelvins. 
Hereby, relative standard deviations of ≤ 2 · 10−10 
can be achieved.

As transfer standards between the mass stand-
ards in air and the silicon spheres in vacuum, 
special sorption artifacts are used [16–18]. 
Sorption artifacts consist of two bodies of the 
same mass which have been manufactured from 
the same material with identical surface proper-
ties, but which show a large surface difference. 
From the change of the mass difference between 
the bodies due to the transition between air and 
vacuum, the change of the sorption coefficient 
and, thus, the mass change of the standards can – 
if the surface difference is known – be determined 
accurately to a few micrograms.

However, for the most exact mass determinations 
in air, buoyancy artifacts are used [19]. Buoyancy 
artifacts are composed of two bodies of the same 
mass which have been manufactured from the 
same material with identical surface properties and 
which show a large volume difference. From the 
change of the mass difference between the bodies 
in air and in vacuum, the air density required 
for the buoyancy correction can – if the volume 
difference is known (which is usually determined 
by hydrostatic weighing) – be determined with rel-
ative standard uncertainties in the range of 2 · 10−5. 
Currently, this influence limits the uncertainty 
with which mass comparisons between silicon 
spheres and kilogram prototypes can be performed 
in air to approx. 10 µg (relative 1 · 10−8).

For the dissemination of the future definition 
of the kilogram realized with the aid of silicon 
spheres in vacuum, mass comparisons between 
primary standards of silicon and secondary 
standards of platinum-iridium or steel in air are, in 
principle, not required. 

If sorption artifacts of steel and platinum-irid-
ium are used as transfer standards between the 
silicon spheres in vacuum and secondary stand-
ards of platinum-iridium or steel in air, the influ-
ence of the buoyancy correction is negligible if 
mass comparisons between sorption artifacts and 
mass standards of the same density are performed 
in air, and the influence of the sorption correction 
is limited to a few micrograms. Thus, the unit real-
ized with the aid of silicon spheres in vacuum can 
be disseminated to kilogram prototypes of plati-
num-iridium and to conventional steel standards 
in air with an almost identical uncertainty.

Figure 5 shows the weighing room of a mass 
comparator with a silicon sphere, buoyancy arti-
facts and sorption artifacts. International mass 
comparisons in air and in vacuum showed very 
good agreement. From measurements at the BIPM, 
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the NMIJ and at PTB, the mass of two 28Si spheres 
in vacuum could be determined with a standard 
uncertainty of approx. 4 µg (relative 4 · 10−9) [2, 20].

Before a mass determination is carried out, the 
spheres are subjected to a prescribed cleaning pro-
cedure. Due to different sorption layers, the differ-
ence between the sphere mass in air and the sphere 
mass in vacuum amounts to approx. 10 µg. After 
deduction of the mass of the surface layers and cor-
rection of the vacancies and contaminations of the 
crystal, the mass of the pure silicon sphere searched 
for can finally be determined with a relative stan-
dard uncertainty of ≤ 1.6 · 10−8 (see Table 6).

Molar mass – isotopic composition*

The method of gas mass spectrometry used so far 
for the determination of the molar mass of natural 
silicon requires sophisticated sample preparation in 
order to convert the crystalline silicon into a SiF4 
gas. In addition, it turned out that, in the prepa-
ration of measuring and calibration samples, an 
unexpectedly high contamination of natural silicon 
significantly falsified the measurement result.

The measurement of the molar mass of the 
silicon requires the determination of the fractions 
of the three isotopes 28Si, 29Si and 30Si. As approx. a 
million times more 28Si than 30Si is contained in the 
silicon used, the metrological obstacles which had 
to be overcome to achieve the required measure-
ment uncertainty have long been insurmountable. 
In 2008, PTB therefore developed the concept of 
isotope dilution mass spectrometry with a “virtual 
element” (VE-IDMS) [21]. Here, the sum of 29Si 
and 30Si is regarded as contamination in the total 
silicon and determined without measuring 28Si. For 
this purpose, the real silicon sample is mixed with 
practically pure 30Si in such a way that a 30Si/29Si 
isotopic ratio close to 1 is adjusted which can, in 
turn, be determined with a small measurement 
uncertainty. The measurements of the isotopic 
ratios were corrected with the aid of a novel exper-
imental and mathematical calibration scheme [22] 
so that – for the first time – a closed calculation 
of the measurement uncertainty was possible by 
using a complete analytical model equation. The 
first use of multicollector ICP mass spectrometry 
– instead of the gas mass spectrometry which had 
been used for decades – has brought about essen-
tial metrological advantages: In addition to the 
advantage of a reduced measurement uncertainty, 
the ubiquitous and interfering natural silicon 
can, for the first time, be measured and thus be 
reasonably corrected in the mass spectrometer 
and in the chemicals used. Also for the selection 
of the solvent, the change from the acid media 
which had so far been used (hydrofluoric acid) to 
alkaline media (first: caustic soda, now: tetra
methylammonium hydroxide, TMAH) [23] has 

made a considerable contribution to the reduction 
in the measurement uncertainty.

In the past several years, several metrology 
institutes (NRC, NIST, NMIJ and NIM) have 
theoretically tested, experimentally reproduced, 
and successfully applied this procedure (developed 
by PTB) for the determination of the molar mass, 
whereby consistent results were obtained (see Table 
4). In the past several months, the isotopic homo-
geneity of the whole crystal has also been con-
firmed at PTB with this procedure, by measuring a 
total of 14 single samples which were systematically 
distributed over the crystal. From these measure-
ments, the currently most reliable molar mass of 
M = 27.976 970 12(12) g/mol has been determined 
(with an associated combined uncertainty of 
urel (M) = 4.4 ∙ 10–9) [24]. This implies a reduction 
of the measurement uncertainty by the PTB proce-
dure by a factor of 100 in the past 10 years.

Measurements at different crystal places con-
firmed an excellent homogeneity of the crystal in 
the isotopic composition (see Table 4).

Lattice parameters**

Figure 6 shows the principle of the X-ray scanning 
interferometer. It consists of three equidistant 
crystal lamellas (approx. 1 mm in thickness) S, M 
and A. By Bragg reflection of the X-rays on lamellas 
S and M, a standing wavefield with periodicity 
of the lattice plane spacing is formed at the place 
of lamella A. If lamella A is shifted through this 
wavefield as indicated, the lattice planes can be 
counted due to the occurring Moiré effect between 
wavefield and lattice.

Knowledge of the X-ray wavelength is not 
required. The displacement is measured optically 
with a laser interferometer. The displacement 
length of the lamella amounts to approx. 1 mm, 
without tilting in the subnanorad range. Auxiliary 
interferometers and capacitive sensors ensure – fed 
back online – an alignment that is always perfect. 
For a good interference contrast, the three lamella 
thicknesses must agree very well in the µm range.

Sample Year M/(g/mol)

PTB-4-1 (S5) 2015 27.97697029(14)

NIST-5-1 (S5) 2014 27.976969842(93)

NMIJ-5-1 (S5) 2014 27.97697010(22)

PTB-8 (S8) 2014 27.97697020(17)

NIST-8-1 (S8) 2014 27.976969745(57)

NMIJ-8-1 (S8) 2014 27.97697014(21)

PTB-9-1 (S8) 2015 27.97697008(11)

Table 4: 
Molar mass of the 
enriched Si material, 
measured by means 
of a modified IDMS 
at different laborato-
ries (PTB: Physi-
kalisch-Technische 
Bundesanstalt, NIST: 
National Institute of 
Standards and Tech-
nology - USA, NMIJ: 
National Metrology 
Institute of Japan).
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different crystal ranges are very homogeneous in 
the lattice parameter and differ only by the influ-
ence of the different defect densities. The differ-
ence of the lattice plane spacings of enriched and 
natural crystal corresponds very well to the values 
calculated from the isotopic ratios [25]. Compared 
to the first measurement campaign in 2011, the 
following aspects of the measuring apparatus have 
been improved: The 633 nm diode laser so far used 
was replaced by a 532 nm Nd:YAG laser, the tem-
perature measurement was recalibrated, and the 
interferometer crystals were cleaned from surface 
contaminations. Lamella A was measured at both 
its front side and its rear side in order to recognize 
possible crystal deformations due to fastening or 
gravity. Influences of temperature and contamina-
tions were also corrected. An overall measurement 
uncertainty of 0.34 · 10–18 m was achieved.

The latest “counting result”

For all measured parameters and for the total 
result, the measurement uncertainties were deter-
mined with the aid of the Guide to the Expression 
of Uncertainty in Measurement (GUM). For the 
most important parameters, at least two indepen-
dent measurements were carried out for reasons 
of redundancy. Independent determinations of the 
molar mass were concluded at the American NIST, 
the Canadian NRC and in other laboratories, and 
they support the PTB results.

In a further experiment, the density differences 
of the two spheres derived from volume and mass 
measurements were checked relative 1 · 10−8 : When 
immersing the Si spheres into a liquid of the same 
density, they float. Smallest changes of the density 
cause an upward or downward movement of the 
spheres, which can be compensated for by a change 
of the hydrostatic pressure on the liquid. This flota-
tion device achieves a relative measurement uncer-
tainty of 1 · 10−8 and serves to check the density 
homogeneity of the 28Si crystal [26]. Table 5 contains 
a list of the contributions to the uncertainty budget. 
The largest contributions are caused by the charac-
terization of the surface and the determination of 
the sphere volume. Table 6 shows the final results of 
molar mass, density and lattice parameter, derived 
separately for the two spheres. Within the scope of the 
redefinition of the kilogram, the weighted mean value  
NA = 6.022 140 76(12) · 1023 mol−1 represents 
one of the currently most exact input values. 
Figure 8 shows a comparison of the most exact 
measurements of the Avogadro constant which 
are at present available, whereby the results of the 
watt balances were converted with the aid of the 
relation NA h = 3.990 312 7110(18) · 10−10 Js/mol. 
The most exact value of the Avogadro constant 
obtained from watt balance measurements agrees 
very well with the value published here.

For this purpose, PTB has established an 
ultra-precision laboratory for silicon processing 
within the scope of the Avogadro project. The 
interferometer crystal was manufactured with 
the aid of diamond grinding tools on a precision 
3-coordinate milling machine; the manufactur-
ing tolerances were in the range of a few µm. The 
lattice parameter was measured absolutely at the 
INRIM. Comparison measurements of lattice 
plane spacings of different 28Si samples and a 
natural Si-crystal at the X-ray crystal diffractom-
eter of NIST showed the following results: The 

Figure 6:
Principle of the X-ray 
scanning interferom-
eter. The beam path 
corresponds to that 
of an optical Mach-
Zehnder interfero- 
meter.

Figure 7: 
Analyzer lamella A of 
the X-ray scanning 
interferometer with 
copper block for 
temperature determi-
nation.
Dimensions: 
Length:	 50 mm
Width:	 15 mm
Height:	 30 mm.

Quantity Relative uncertainty / 10–9 Contribution / %

Molar mass 5 6

Lattice parameter 5 6

Surface layer 10 23

Sphere volume 16 59

Sphere mass 4 4

Crystal defects 3 2

Total 21 100

Table 5: 
Determination of the Avogardo constant with enriched Si:  
simplified uncertainty budget for the AVO28-S5c sphere.
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Outlook

In addition to the metrological applications of the 
determination of the Avogadro constant for the 
realization and dissemination of the units kg and 
mol, silicon spheres as a single-crystalline material 
are particularly well suited for stability investiga-
tions of the international prototype of the kilo-
gram: It is planned to include several Si spheres 
into the so-called Ensemble of Reference Mass 
Standards at the BIPM, to link them up to primary 
standards of different realizations (Avogadro and 
watt balance experiments) and to use them for the 
dissemination of the unit.

Other possible applications of the enriched 28Si 
material are based on the almost complete absence 
of the isotope 29Si with its nuclear spin and, due to 
the isotopic purity, the lacking broadening of spec-
tral lines. For example, on 28Si crystals doped with 
Cu, the valence states of Cu in Si were successfully 
re-described [27], and 28Si was successfully used 
as a basic material for the development of novel 
quantum information systems [28]. In addition, 
28Si is being considered for use as a support for 
graphene [29] in this field of application. Further 
potential applications of the material are based on 
the reduced thermal conductivity, in particular in 
the case of low temperatures [30].

Experiments for the reduction of the relative 
measurement uncertainty to 1 · 10–8 and below 
by manufacturing improved surface qualities of 
spheres and sphere objectives are to be concluded 
in the medium term. For this purpose, further 
silicon spheres of enriched silicon are to be man-
ufactured in the next few years with a degree of 
enrichment of 99.998 %.

Based on the measurement uncertainty of 
2 · 10–8 which has now been achieved within the 
scope of the Avogadro experiment, the dissemina-
tion of the kilogram would, in the case of a redef-
inition, also start with a measurement uncertainty 
of 20 µg. This value complies with the minimum 
requirements of the Consultative Committee for 
Mass and Related Quantities (CCM) [31]. Before 
a redefinition, these requirements must be met 
to avoid negative impacts on the realization and 
dissemination of the mass unit [32].

The results described here are an essential part 
of a project which is very important for metrol-
ogy, i.e. for the redefinitions of the units. They 
are, therefore, already a milestone for stability 
investigations of the current mass standard: As a 
drift of the mass scale of at least 0.5 µg per year 
is assumed, this drift could, with the aid of Si 
spheres, for the first time be observed within a 
period of 10 years. For a redefinition of the mass 
unit in 2018, the CCM demands three independent 
determinations of Planck’s constant. This condi-
tion is fulfilled with the results of the Avogadro 

project, of the NRC watt balance and the new watt 
balance of NIST (NIST-4). Therefore, from PTB’s 
point of view, nothing would stand in the way of a 
redefinition of the mass unit “kilogram”.

Quantity Unit AVO28-S5c AVO28-S8c

M g/mol 27.97697009(15) 27.97697009(15)

a pm 543.0996219(10) 543.0996168(11)

V cm3 430.8912891(69) 430.7632225(65)

m g 999.698359(11) 999.401250(16)

ρ=m/V kg/m3 2320.070943(46) 2320.070976(51)

NA 1023 mol–1 6.022 140 72(13) 6.022 140 80(14)

Table 6: 
Molar mass, lattice parameter, mass and volume of the two spheres AVO28-S5c 
and AVO28-S8c and the Avogadro constant calculated from them.

Figure 8: 
Survey of the currently most exact determination of the Avogadro constant  
(IAC: International Avogadro Coordination, NIST: National Institute of Standards 
and Technology – USA, NRC: National Research Council of Canada).
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able mechanical force (Figure 2). In terms of the 
present units, this means that the unit of ampere 
is attributed to a force in the units of the meter, 
the kilogram and the second. Finally, in 1948, 
the unit of the ampere was defined according to 
an idealized arrangement corresponding to the 
ampere balance. However, the arrangement of 
conductors of infinite length, which is described in 
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Abstract

In the introduction below, the history of the devel-
opment of the watt balance is explained as well as 
its significance for the new International System 
of Units (SI). Mention is made of the motiva-
tion behind the idea of the watt balance – as an 
experimental method of linking electric quantities 
to the kilogram, the meter and the second, which 
promises a higher accuracy than has been achieved 
in earlier tests. The principle of the watt balance 
and the representation of current and voltage via 
the macroscopic quantum effects of the Josephson 
effect and the quantum Hall effect by means of 
Planck’s constant and the elementary charge are 
described. The modes of operation of the currently 
most significant watt balances are presented and 
their results are shown in a diagram in comparison 
to the result of the Avogadro project and in com-
parison to the CODATA value based on a least-
squares adjustment. Finally, the dissemination of 
the unit of the kilogram is described – ranging 
from the mass standards used in the watt balance 
to the weights used in industry, on the markets or 
for the verification of weighing instruments. 

1.	 Introduction

History

André-Marie Ampère was the first to develop a 
current balance after he had discovered the mag-
netic forces of current-carrying conductors. This 
current balance can be imagined as two parallel 
conductors, one of which is movable and linked to 
a rocking bar whose equilibrium position can be 
adjusted by means of a traveling weight (Figure 1). 
If electric currents flow in the same direction in 
both conductors, they attract each other and the 
weight will be adjusted to the equilibrium position 
on the side of the rocking bar which is opposite 
to the conductor. If the currents flow in opposite 
directions, the weight on the side of the conduc-
tor is adjusted. Later on, Lord Kelvin developed 
a weighing instrument which could be used to 
attribute a known electric current to a measur-

Figure 1: 
Scheme of a current 
balance according 
to Ampère (see 
Wikipedia).

Figure 2: 
Current balance at 
NIST in 1912. In the 
upper box, there 
is an equal-armed 
beam balance, in 
the lower box, there 
is the solenoid sus-
pended at the right 
balance arm [4].

Current source
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this definition, cannot be realized so that different 
experimental designs with coils were selected in 
order to realize the unit of the ampere. The differ-
ence between the two geometries can be exactly 
calculated. However, the current density in the 
coil wires is not constant across its cross section, 
so that the geometrical distance of the coils does 
not agree with the distance of the electric currents 
[1]. Yet the relative uncertainty of some 10–6 of 
such measurements [2] could not be reduced to 
the extent one had hoped for at the beginning of 
the 1970s. The critical quantity was the magnetic 
induction which required an exact knowledge of 
the current distribution also inside the coil wires 
and of the magnetic field distribution in space. 
Brian Kibble was the first to suggest a measure-
ment method, in 1975, which no longer required 
such measurements [3] (see Section 4). Thus, in 
the first test made with a conventional current 
balance, the force which acts on a current-car-
rying conductor in a magnetic field was to be 
compared to the weight force of a mass standard. 
In the second test with the same arrangement, the 
electric conductor was to be moved in the mag-
netic field and thus a voltage between its ends was 
to be generated (see Section 2). If the equations of 
these two tests are combined in such a way that the 
magnetic induction is eliminated, a relationship 
between current, voltage, mass, gravitational accel-
eration and speed is created – quantities which 
can be measured with much higher accuracy than 
the magnetic induction. Soon after Kibble had 
published this proposal, he himself at the National 
Physical Laboratory (NPL, Great Britain) – but 
also a team at the National Bureau of Standards 
(NBS, today: National Institute of Standards and 
Technology, NIST, USA) – began to set up the 
respective apparatuses which later on were called 
the “watt balance”. The two institutes pursued 
different concepts. Whereas the NPL used an 
existing equal-armed beam balance and a perma-
nent magnet, the NBS used a cable pulley instead 
of a balance beam and a superconducting coil for 
the generation of the magnetic field. In 1998, the 
Swiss Federal Office of Metrology (OFMET, today 
METAS, Switzerland) also began to set up a watt 
balance. Its concept differed from that of the two 
other institutes. A commercial mass comparator is 
used to compare the forces, the vertical movement 
is carried out with a double seesaw, and the two 
test modes are mechanically separated. Also the 
Bureau International des Poids et Mesures (BIPM, 
France) and other national metrological institutes 
started to set up a watt balance, e.g. the Laboratoire 
national de métrologie et d’essais (LNE, France), 
the Korea Research Institute of Standards and 
Science (KRISS, South Korea) and the Measure-
ment Standards Laboratory (MSL, New Zealand). 
The National Metrology Institute of Japan (NMIJ, 

Japan), the Ulusal Metroloji Enstitüsü (UME, 
Turkey) and the D.I. Mendeleyew Institute for 
Metrology (VNIIM, Russian Federation) plan to set 
up a watt balance in the near future.

The National Institute of Metrology (NIM, 
China) began to set up a weighing instrument 
according to a slightly different principle: a joule 
balance, which equates mechanical and electric 
energies. 

Significance of the watt balance for the new SI

For the new Système international d’unités (SI) 
envisaged for 2018, the values of several funda-
mental constants will be fixed. These values consist 
of a number and a dimension, the latter being the 
product of units. In this way, the units used in 
these values, e.g. kilogram, meter, second, ampere 
and kelvin, are indirectly defined. In the case of the 
watt balance, the product of current and voltage 
will be replaced by two frequencies and Planck’s 
constant (see Section 3), whereby two macroscopic 
quantum effects are exploited: the Josephson effect 
for voltage and the quantum Hall effect for a resis-
tance. The watt balance then creates a relationship 
between a mass, the gravitational acceleration, a 
velocity, two frequencies and Planck’s constant. 
Thus, the kilogram will be defined by the meter, 
the second and Planck’s constant. The meter is 
already defined – and will continue to be defined 
in future – via the value of the speed of light (see 
the article Interferometry – How Do I Coax a 
Length Out of Light in this publication), and the 
second via an atomic constant, the period dura-
tion of a hyperfine splitting transition of the 133Cs 
nuclide (see the article How Does an Atomic Clock 
tick in this publication). Thus, the watt balance in 
the new SI will be a possible realization of the unit 
of kilogram due to the fixation of Planck’s con-
stant. There will also be other realizations, as far 
as they relate to the fixed fundamental constants, 
such as the Avogadro experiment (see the article 
Counting Atoms for Mass and Amount of Substance 
in this publication).

2.	 From the kilogram to the watt

The watt balance can be realized in different 
arrangements (see Section 4). Here, a cable pulley 
serves to better illustrate the principle 
and takes on the function of the equal-armed 
beam balance (Figure 3). One of the two tests 
(modes) operating the watt balance is the static 
mode. In this mode, a mass standard (a weight) 
is applied on one of the two cable ends on a pan. 
To the other end of the cable, a current-carrying 
coil is attached which is positioned in the field 
of a magnet in such a way that a vertical force is 
generated downwards. If the gravitational force of 
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the mass standard and the electromagnetic force 
acting on the coil are balanced, the product from 
the mass of the mass standard m and the local 
gravitational acceleration g is equal to the product 
of the current in the coil I, the magnetic flux 
density B and the length of the coil wire L:

mg = I B L		  (1)

Equation (1) applies in vacuum. In air, the gravi-
tational force must be completed by the correction 
for air buoyancy. The current I can now be cal-
culated by m, g, B and L. As, however, the mag-
netic flux density cannot be determined precisely 
enough, the balance is operated in a second test 
– the moving-coil mode. Here, a voltmeter is con-
nected to the ends of the coil instead of a current 
source. At the other end of the cable, a driver 
is connected instead of a mass standard, which 
sets the pulley in motion in such a way that the 
coil moves at constant speed vertically inside the 
magnetic field. Thereby, a voltage is induced in the 
coil which is recorded by means of the voltmeter. 
This effect is known from the dynamo; it is based 
on Maxwell’s equations. The speed of the motion is 
measured with a laser interferometer. The gener-
ated voltage U is then equal to the product from B, 
L and the velocity v:

U = B L v		  (2)

If equations (1) and (2) are written as vectors, 
the direction of the force can also be recognized. In 
practice, the right-hand rule becomes useful, e.g. 
for equation (1): the thumb shows the direction of 
the current, the index finger shows the direction 
of the magnetic field lines, and the 90°-curled 
middle finger shows the direction of the (Lorentz) 
force. However, equation (2) is only valid if the 
coil moves along a distance on which the magnetic 
field is constant. In practice, however, this is not 
the case.

As the velocity can, however, be adjusted in a 
way that is sufficiently constant, and as the posi-
tion on the path is known at which the measuring 
takes place in the static mode, the inhomogeneity 
of the magnetic field showing in the measured 
voltage can be modeled and taken into account 
correspondingly by means of a correction. Equa-
tions (1) and (2) can then be combined in such a 
way that the product BL will be eliminated:
 

	

U mg
Iv

=
 

or

	 UI = mgv	 (3)

On each side of equation (3), there is now a 
power whose unit is the watt. Therefore, this 
balance is called the “watt balance”. However, this 
equation cannot be illustrated in a simple way 
because these powers have been derived from two 
different tests. In other words: neither the electric 
(left side) nor the mechanical (right side) power 
becomes evident in the experiment. These are 
fictive powers which result from the combination 
of two equations. Nevertheless, the equation is 
physically correct. The quantity which is common 
to both tests is the product from magnetic induc-
tion and a length which has been eliminated by 
calculation.

3.	 From the watt to Planck’s constant. 
How does h fix the watt and ultimately 
the kilogram?

Current and voltage in equation (3) can be mea-
sured in units of the previous SI. However, to trace 
them back to a fundamental constant – Planck’s 
constant – the Josephson effect and the quantum 
Hall effect are used (see the article Counting 
Electrons to Measure Current in this publication). 
Without referring to details, only the relationships 

between the decisive quantities will be specified 
here. Thus, the Josephson voltage UJ depends on 
a microwave radiation of the frequency f, on an 
integral number n1, on Planck’s constant h and on 
the elementary charge e according to equation (4).
 

U
f

n h
e

J = 1

2

		  (4)

For n1=1, the reciprocal value on the right side of  
equation (4) is named after the discoverer of the 

Figure 3: 
Principle of the watt 
balance:  
Ig current in the coil, 
B radial magnetic 
field,  
F electro-magnetic 
force,  
m mass of a weight, 
Fg weight force,  
Uind induced voltage, 
v velocity in the  
moving coil mode,  
g gravitational accel-
eration,  
h Planck’s constant, 
fg, find microwave 
frequencies of the 
Josephson voltage 
[5].
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effect – the “Josephson constant”. In 1973, the 
Briton Brian D. Josephson was awarded the Nobel 
Prize of Physics for his discovery. The quantum 
Hall resistance RH depends on Planck’s constant 
h, another integral number n2 and the square 
of the elementary charge e in accordance with 
equation (5).

R h
n eH =

2
2

		  (5)

For n2=1, the right side of equation (5) is named 
after the discoverer of the effect called the “von 
Klitzing constant”. For the discovery of this 
effect, the German physicist Klaus von Klitzing 
was awarded the Nobel Prize of Physics in 1985. 

Figure 4: 
NPL watt balance
MARK 1. At the top, 
the balance beam, 
on the left below, 
the magnetic poles 
with the moving coil 
which is suspended 
at the left balance 
beam [6].

Figure 5: 
Scheme of the NPL watt balance MARK 2. At the left beam arm, two vertically 
staggered coils are suspended in axial magnetic fields; on top of it a device for 
applying and lifting a 1 kg weight. At the right beam arm, there is a counterweight 
of 500 g [7, 16].

Current I in equation (3) is measured according to 
Ohm’s law, equation (6) by means of a resistance R 
and a voltage U.

I U
R

= 		  (6)

	For the left side of equation (3), the voltage Um – 
in the moving coil mode –, the voltage Ug and 
the resistance Rg – both in the static mode – are 
measured. The following is then obtained for the 
electric watt:

U I n n n f f hJ m g m g=
1

4
1 1 2

	 (7)

whereby the index m refers to the moving-coil 
mode and the index g refers to the static mode. 
Equation (7) now shows how h determines the 
watt. After equating it with the mechanical watt 
according to equation (3) and the appropriate 
transformation, one obtains:

m n n n f f h
gm g m g=

1

4
1 1 2

 	

Equation (8) shows how h determines the kilo-
gram – or any other mass. After the kilogram has 
been redefined, the mass m of a mass standard 
can thus, in future, be determined by means of 
the watt balance using the fixed value of Planck’s 
constant (unit Js = kg m²/s), whereby two frequen-
cies (unit 1/s²), the local gravitational acceleration 
(unit m/s²) and a velocity (unit m/s) are measured. 

4.	 The two most important watt balances

The NRC/NPL watt balance

The watt balance which today is located at the 
National Research Council (NRC, Canada) rep-
resents a further development of the watt balance 
of the National Physical Laboratory (NPL, Great 
Britain).

In 1975, Brian Kibble (NPL) made the proposal 
at the Fifth International Conference on Atomic 
Masses and Fundamental Constants in Paris to 
represent the unit of the ampere in a new way. His 
speech was published in 1976 in the subsequent 
conference volume [1]. In the first part of his 
speech, he described a measurement of the proton’s 
gyromagnetic ratio in a strong magnetic field. The 
apparatus used consisted of an equal-armed beam 
balance for a maximum of 44 kg where a weight 
was suspended at one beam arm, and at the other 
arm a rectangular coil was suspended whose hori-
zontal windings were arranged perpendicularly in 
a horizontal magnetic field (Figure 4). The mag-
netic field was generated between the two poles of 
a permanent magnet. In the magnetic field, the test 
sample was also positioned at which the preces-

(8)
v
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sion frequency of the proton was measured. In the 
second part of his speech, Kibble suggested to use 
the same apparatus to compare the gravitational 
force of the applied weight in the first step with the 
electromagnetic force applied on the current-car-
rying coil, and to move the coil through the mag-
netic field and thus measure the induced voltage 
in the second step (see Section 2). The objective 
of such a measurement was to achieve the relation 
between the ampere – in accordance with his defi-
nition in the SI – and the ampere as quotient from 
the units of voltage and resistance maintained in 
the respective laboratory. 

Not long after that, this weighing instrument was 
modified accordingly at the NPL in order to carry 
out the planned measurements. Initially, it was 
named “moving-coil apparatus” and later on “watt 
balance”, as the watt is the unit of the quantity which 
is used to compare a mechanical power with an 
electric power. 

Around 1990, the arrangement of magnet and coil 
was modified. A (short) cylindrical coil with a ver-
tical axis was suspended in a horizontally arranged 
radial magnetic field (Figure 5). Actually, there are 
two axially staggered coils with a winding in direc-
tions opposite to each other which are suspended 
in radial magnetic fields poled in the opposite 
direction. A radial magnetic field is realized by two 
circular magnets whose identical poles are oppo-
site to each other. As both poles repel each other, 
the magnetic field lines emanating from them are 
diverted and radially guided to the outside, parallel 
to the gap between the poles. A scheme of the NIST 
watt balance shows the shape of the field lines, see 
Figure 6. In order to reduce systematic errors, the 
static mode applies a procedure that differs from 
the above-mentioned procedure (Section 2). The 
static mode is carried out in two steps. The arm of 
the balance opposite of the coil is loaded with 500 g. 
In the first step, a current is conducted through 
the coils that balances the weight force of 500 g. In 
the second step, the suspension with the movable 
coil is loaded with a 1 kg weight by means of a 
remote-controlled mechanism, and a current with 
a reversed sign is conducted through the coils and 
lifts up the coil suspension (which is pulling down 
with 500 g) into the equilibrium position. Around 
1992, the whole apparatus was accommodated in a 
vacuum housing in order to eliminate the influence 
of air buoyancy and barometric variation on the 
gravitational force. In order to be able to measure 
the velocity of the moving coil, a laser interferom-
eter was used. For the measurement of the gravita-
tional acceleration, an absolute gravimeter was used. 

Between 2009 and 2011, this watt balance was 
transported from the NPL to the NRC and rees-
tablished (Figure 7). At the NRC, further improve-
ments were made and new measuring instruments 
were used. In the newly established underground 

measuring room, the prevailing environmental 
conditions are more stable, e.g. fewer mechanical 
underground vibrations than at the NPL. Thus, the 
measurement uncertainty was considerably reduced 
(see Section 5).

The NIST watt balance

Whereas a balance beam is used at the NRC, NIST 
uses a cable pulley (Fig. 8). The advantage of a cable 
pulley is that – in the moving- coil mode – the coil 
moves in an exactly vertical direction and does not 

Figure 6: 
Scheme of the magnetic field lines and arrangement of the superconducting coils 
as well as the moving and the fixed induction coils of the watt balance at NIST. 
The tilted induction coils show a typical misalignment. The sensors and levels are 
used to identify the alignment of the coils [8].

Figure 7: 
The NRC watt balance, vacuum lid raised. (Photo: by the author)
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relatively compact – the coil plunges into a cylindri-
cal slit of the complex magnet – the system of NIST 
has considerably larger dimensions (Figure 9 and 
10). For reasons of control, the NIST watt balance 
has a second coil, besides the moving coil, which 
is similar to the moving coil, but stationary. To be 
able to better distinguish these two coils, we will 
call them “induction coils” in the following. The 
two induction coils surround the superconducting 
coils. Therefore, there is a strong magnetic stray field 
towards the outside. Anyone who enters the room 
must remove their credit cards and wrist watches to 
avoid damage. In order to separate the area of the 
pulley and the weights from the influence zone of 
the magnetic field, the whole apparatus is located on 
two levels. After the first measurements had been 
carried out in ambient air, the NIST watt balance was 
accommodated in a vacuum housing. To avoid the 
above-mentioned torsions, the cable was manufac-
tured of 50 parallel platinum-tungsten wires and, in 
addition, the suspension was electrostatically fixed 
by three wings staggered by 120°.

Disturbing effects

Apart from the above-mentioned effects, e.g. air 
buoyancy, inhomogeneity of the magnetic field 
and possible torsions, the following effects are of 
great importance for the accuracy of measurement: 

■■ errors which occur during the vertical align-
ment of the moving coil, or during the parallel 
alignment of the forces; 

■■ possible horizontal oscillations which are 
caused in the moving coil mode or also when 
changing the load conditions;

■■ vibrations of the underground;

■■ the temperature sensitivity of the permanent 
magnet, but also that of the resistance used;

■■ lack of shielding against electromagnetic dis-
turbances from outside;

■■ errors which occur during the determination of 
the gravitational acceleration at the location of 
the weight;

■■ errors occurring when taking into account 
the temporal changes of the gravitational 
acceleration;

■■ inadequate characteristics of the mass standard 
used (magnetic, alterable). 

Suitable measures – including modeling – helped 
to reduce these disturbing effects in the respective 
laboratories as far as possible.

5	 Measurement results

have a horizontal component like the balance beam. 
However, a cable pulley also has disadvantages: e.g. 
the cable can twist and lead to undesired torsions 
of the attached coil. At NIST, too, the coil is sus-
pended in a radial magnetic field, but the magnetic 
field is generated by two coils here. Initially, the 
coils were normal conducting coils at ambient 
temperature. Later on, superconducting coils were 
used. The advantage of a magnetic field generated 
by coils is that measurements can be carried out at 
differently strong magnetic fields as compared to 
a permanent magnet and that thus the reliability 
of the measurements can be verified. Whereas the 
coil-magnet system of the NRC watt balance is 

Figure 8: 
Scheme of the NIST 
watt balance. The 
upper part with the 
cable pulley (auxil-
iary drive coil) and 
the weight is located 
far enough from the 
superconducting 
coils (bottom), so 
that their magnetic 
field does not influ-
ence the equilibrium 
position [9].

Figure 9: 
The NIST watt 
balance, lower level. 
In the blue cylin-
ders, there are the 
super-conducting 
magnetic coils, in the 
white ring there are 
the induction coils, 
the latter being in 
vacuum. (Photo: by 
the author)
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from individual later realizations (watt balance, 
Avogadro experiment). 

In the first step, the evacuated watt balance is 
ventilated. After that, a film made of water mol-
ecules will accumulate on the surface of weight 
A at normal humid ambient air. Here, its mass 
increases depending on the relative humidity of 
the environment. This change in mass will be 
determined in vacuum and in air with a known 
relative humidity by comparison weighing of a 
similar weight B and a differently shaped weight 
C with a larger surface but with (almost) identi-
cal mass. Weight C can also consist of a number 

The first measurements carried out by means of 
the watt balances at the NPL and at NIST achieved 
relative uncertainties of approximately 10–6 for the 
determination of Planck’s constant – comparable 
to the previous current measurements by means of 
the current balance. The experiments to determine 
the Avogadro constant, e.g. at PTB, also are appro-
priate to determine Planck’s constant by means of 
a conversion with other fundamental constants. 
Very soon, an unacceptable discrepancy showed 
as compared to the results of the watt balances. It 
is only within the past few years that a tolerable 
agreement has been reached due to improvements 
of both experiment types. The relative uncertainty 
of 2 · 10–8 required by the international committees 
has meanwhile been achieved for at least one of the 
experiments. Figure 11 shows the last results for 
the determination of Planck’s constant.

The relative uncertainties of the results of the 
NRC and of the International Avogadro Coor
dination (IAC) are around 2 · 10–8 or below and 
thereby fulfill part of the requirements of the 
Comité Consultatif pour la masse et les grandeurs 
apparantées (CCM); at 5.6 ·10–8, the relative 
uncertainty of NIST is only insignificantly higher. 
However, these results did not meet the consis-
tency requirement as the result of NIST differs too 
much from those of the NRC and the IAC.

It remains to be seen whether these three results 
will be consistent with each other after the future 
new measurements. There is still some time left 
until 2018. Although the result of the LNE is 
consistent with the three other results, its relative 
uncertainty of 3 · 10–7 is too large to satisfy the 
preconditions for a redefinition.

6	 Dissemination of the unit of mass

The weight used in the watt balance – here called 
“A” – whose exact mass was determined accord-
ing to equation (8), will subsequently be used to 
determine the mass of other weights via a chain 
of comparison measurements, ultimately for 
weights which are used in practice for the weigh-
ing of goods or for the verification of weighing 
instruments. Weight A consists of a high-quality 
material which is particularly non-magnetic, e.g. 
gold, a platinum-iridium alloy or silicon. The other 
weights in the chain consist of stainless steel or 
cast iron which are considerably cheaper.

Currently, the mass standards used in watt bal-
ances and for the Avogadro experiment are com-
pared with the international kilogram prototype 
within the scope of a pilot study. This comparison 
is made via transfer standards and an ensemble 
of mass standards maintained at the BIPM. Even 
after the redefinition, this ensemble is intended to 
serve to disseminate the kilogram as an embod-
iment of the kilogram weighted and averaged 

Figure 10: 
The NIST watt bal-
ance, upper level 
with open vacuum 
bell jar, in the middle 
there is the suspen-
sion with the weight 
exchange facility for 
the weight. The ca-
ble pulley is located 
further up. (Photo: 
by the author)

Figure 11: 
Planck’s constant – measurement results from 2015:  
NIST [10], IAC [11], LNE [12], NRC [13], CODATA [14].

CODATA Oct. 2015

NRC May 2015

LNE April 2015

IAC March 2015

NIST Febr. 2015

. . . .
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of disks. The relationships determined – from 
change in mass to surface at different relative 
humidities – serve to correct for the mass of 
weight A. Weight A is then used to calibrate 
the weights D of national metrology institutes, 
which then calibrate the weights E of verification 
authorities or calibration laboratories. Weights 
E are then used to verify weights in industry or 
on markets, or also weighing instruments which 
are used for trade or other areas regulated by law. 
Taking into account the humidity is no longer 
necessary for weights of the verification authori-
ties and calibration laboratories, as such modifica-
tions lie within the maximum permissible errors.

In addition, weights change over the months 
and years due to the absorption of aerosols, par-
ticularly hydrocarbons and integrated dust par-
ticles. In order to obtain the mass of the calibra-
tion again, the weights must be cleaned, just like 
windows or mirrors must be cleaned of their film 
from time to time. As weights which are subject to 
legal surveillance (verification) must be verified 
again after a fixed time, such cleaning is generally 
not necessary for them. 

7	 Outlook

The work which has been carried out on the watt 
balance for about 40 years – lately in order to 
achieve a higher accuracy for the determination of 
the value of Planck’s constant – has reached a level 
which will allow the kilogram to be redefined in 
the next few years by means of fixing these funda-
mental constants. The international committees 
in charge of a redefinition have already envisaged 
the year 2018 for this purpose. As can be seen in 
Figure 11, compliance of the NIST value with the 
other results still has to be improved.
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Determination of the Boltzmann constant

In 1827, the Scottish botanist Robert Brown 
noticed that pollen move in a strange zigzag way 
in a glass of water. What was the reason for this? 
All attempts to explain this effect – which was 
called “Brownian motion” later on – initially 
failed. It was only Albert Einstein who realized 
that the movement of the small particles in the 
liquid was caused by continual collisions of the 
water molecules. In 1905, he submitted his work 
to the “Annalen der Physik" [1], in which he 
explained Brownian motion. At that time, this 
was a substantial argument for the existence of 
atoms and molecules – as in the 19th century, 
this existence was still utterly controversial. And 
at the same time, Einstein’s description matched 
the molecular theory of heat. The warmer the 
water, for example, the greater the mean velocity 
by which the water molecules move in an unor-
dered way and thus can cause collisions (Fig. 1, 
left). Thus, the term “thermodynamics” can be 
explained: heat is something which is dynamic. 

Nearly at the same time as Albert Einstein, 
the Polish physicist Marian Smoluchowski also 
provided a correct explanation of Brownian 
motion. However, it was then the French physicist 

Jean-Baptiste Perrin who confirmed Brownian 
motion experimentally with great precision. On 
the basis of Einstein’s model concepts, he was one 
of the first, in 1908, to be able to experimentally 
determine the Boltzmann constant k and thus also 
the Avogadro constant NA. The fact that the values 
determined in this way showed an error of less 
than 1 % for NA and k can be rated as quantitative 
proof for the correctness of the kinetic approach 
and thus also as a further indicator for the atomic 
structure of matter. In 1926, Perrin was awarded 
the Nobel Prize in Physics for this.

But how, in detail, does the velocity of the 
microscopic particles depend on temperature? 
As one of the founders of the kinetic gas theory, 
Ludwig Boltzmann derived the Maxwell-Boltz-
mann velocity distribution (see Fig. 1, right). 
Therein, the quantity which is characteristic of 
the distribution is the mean microscopic thermal 
energy kT which increases linearly with the 
temperature with the proportionality constant k. 
By fixing its value, the kelvin will, in future, be 
directly linked to the unit of energy, the joule. 
Strictly speaking, a unit of temperature of its 
own would no longer be necessary; however, all 
thermometers would then have to indicate the 
joule. For many reasons, this is not feasible and 

Fig. 1:
On the left: Model 
of Brownian motion. 
The water molecules 
(shown in red) of the 
surrounding medium 
collide with the 
suspended particles 
due to their thermal 
energy, so that they 
move on completely 
irregular paths. On 
the right: Max-
well-Boltzmann ve-
locity distribution for 
nitrogen molecules 
at three different 
temperatures (p(v) 
probability density).
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enforceable. 
As the microscopic thermal energy kT is exper-

imentally not directly accessible, macroscopic 
quantities which are unambiguously correlated 
with the thermal energy [2] must be measured for 
the determination of k at a known temperature. 
Table 1 gives an overview of such dependencies in 
which kT is only related to other measurable quan-
tities and known constants. The thermometers 
used for this purpose are called “primary ther-
mometers”, as they do not require any calibration. 
To attain the smallest possible uncertainties, the 
experiments are carried out at the triple point of 
water. As the kelvin – the base unit of thermody-
namic temperature – is currently defined via this 
fixed point, this temperature can be realized with 
the greatest precision. 

Boltzmann noticed that in the case of an ideal 
gas, the thermal energy increases proportionally 
to the mean kinetic energy of the gas particles. In 
a closed volume, this energy is directly measurable 
via the gas pressure and the number of particles. 
The pressure p is described – with the interac-
tion between the particles being negligible – by 
means of the equation of state of the ideal gas. The 
thermometer based on this law is the traditional 
gas thermometer whose uncertainty, however, is 
too large for the determination of the Boltzmann 
constant. 

In the case of the acoustic gas thermometer, the 
imprecise density determination of the classical gas 
thermometer is replaced by measuring the speed 

of sound. Furthermore, the density, which changes 
with temperature at a constant pressure, can be 
determined via the dielectric constant or the 
refractive index. If you use the conducting elec-
trons of a metallic resistance material as a “meas-
uring gas”, the electrical Johnson noise according 
to the Nyquist formula is suited for thermometry. 
Laser spectroscopy provides the kinetic energy of 
the gas particles from the Doppler broadening of 
absorption lines of a gas. Eventually, an isothermal 
cavity, in which the light quanta are in thermal 
equilibrium with the walls, emits radiation. This 
can be used with the spectral radiation thermom-
eter according to Planck’s radiation law. In Table 
1, the respective measurement uncertainties to 
be expected are listed for the determination of 
k, which is a compact overview of all current 
methods [2]. 

When redefining the kelvin, the measurement 
uncertainty of the value of the Boltzmann con-
stant k should be comparable to the uncertainty 
of the realization used so far. The value which 
is at present accepted internationally [3] of 
1.380 648 52 ∙ 10–23 JK1 has a sufficient relative 
standard uncertainty of 5.7 ∙ 10–7, but is essentially 
based on results of acoustic thermometry only. 
However, measurements taken with only one 
method are not considered to be a sufficient basis 
for fixing the numerical value. They need to be 
confirmed by other independent methods to be 
able to detect and correct hidden errors inherent 
in the system. Therefore, experts from all the 
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Table 1:
Overview of the pri-
mary thermometers 
which are suitable 
for the determination 
of the Boltzmann 
constant k, with the 
relative measure-
ment uncertainties to 
be expected.
T thermodynamic 
temperature, u0 
speed of sound in 
the limiting case 
of zero pressure 
and of very low 
frequency, γ0 = cp/cV 
ratio of specific heat 
capacities at con-
stant pressure and 
constant volume, M 
molar mass of the 
gas, R = NA k molar 
gas constant, (NA  
Avogadro con-
stant), p pressure, ε 
dielectric constant of 
the gas, ε0 electric 
constant, α0 electric 
polarizability of the 
gas, n refractive 
index, 〈U 2〉 mean 
square noise 
voltage, Rel electric 
resistance, v fre-
quency, ΔνD Doppler 
width of a spectral 
line of frequency ν0, 
m atomic mass, Lλ 
spectral radiance, h 
Planck’s constant, 
c0 speed of light in 
vacuum, λ wave-
length.
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metrology institutes dealing with fundamental 
investigations elaborated a concept and a schedule 
at two workshops at the Physikalisch-Technische 
Bundesanstalt (PTB) in Berlin in order to achieve 
a value of k which is based on several different 
methods [4]. In the following, the primary ther-
mometric methods envisaged for this purpose will 
be presented, together with the uncertainties to be 
expected [5].

Acoustic gas thermometer

In a gas, a number of measurands depend on tem-
perature. Usually, the describing equations have 
been derived from the ideal gas. As the interaction 
between the gas particles is not sufficiently known 
for the determination of k, the measurements 
are carried out by means of extrapolation to zero 
pressure in such a way that the approximation of 
the ideal gas is sufficient. Nowadays, the speed 
of sound u0 of the noble gases of argon or helium 
at the temperature of the triple point of water is 
measured via a spherical resonator (Fig. 2) in order 
to determine k. Thus, k can then be calculated 
from the respective formula in Table 1, whereby R 
is replaced there by kNA.

In 1988, a group at the US metrology insti-
tute NIST (National Institute of Standards and 
Technology) determined the dimensions of its 
resonator by filling it with mercury, whose 
density is exactly known. Today, the resonator is 
measured by means of microwave resonances and 
is thus traced to a frequency measurement. It is, 
in particular, the British national institute NPL 
(National Physical Laboratory), the French LNE 
(Laboratoire National de Métrologie et d’Essais), 
the Italian INRIM (Istituto Nazionale di Ricerca 
Metrologica) and the Chinese NIM (National 
Institute of Metrology) which apply this method 
[6]. From the determination of the dimensions 
and the connection to the triple point tempera-

ture, essential uncertainty components result. 
Components from the dependency of the molar 
mass on the isotopic composition, the purity 
of the measuring gas, the extrapolation to zero 
pressure and the position of the acoustic trans-
ducers and receivers are added. With the current 
measuring technique, an uncertainty of 1 ∙ 10–6 is 
attained [5]. 

Dielectric-constant gas thermometer

The determination of the dielectric constant of 
helium has been used at low temperature ther-
mometry for quite some time. Compared to the 
measurement of the refractive index, the deter-
mination of the dielectric constant is the more 
mature method with considerably smaller achiev-
able uncertainties. 

For an ideal gas, the dielectric constant is 
obtained via the electric polarizability of the 
gas particles and the density of their number of 
particles. By combining it with the equation of 
state, the relation between the pressure p and 
the dielectric constant ε indicated in Table 1 is 
obtained. Considerable progress made with the ab 
initio calculation of the polarizability of helium, 
whose relative uncertainty could be reduced to 
significantly less than 1 ∙ 10–6 in the past few 
years, has made this method competitive. For the 
measurement of ε, the measuring gas is filled into 
suitable capacitors. However, due to the very low 
polarizability of helium, absolute measurements 
are not possible. Therefore, the measuring capac-
itor is alternately filled with helium up to a pres-
sure of 7 Mpa (the 70-fold atmospheric pressure 
of the Earth) and evacuated, and ε is derived from 
the relative change in capacitance (Fig. 3).

During the measurement, pairs of values of 
the pressure p and of the dielectric constant ε are 
recorded at a constant temperature (isotherm 
measurement). From the linear component of 

Fig. 2: 
Acoustic gas ther-
mometer with spher-
ical resonator. The 
speed of sound u0 is 
derived from the res-
onance frequencies v 
and the diameter d.
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the function of ε(p), k is eventually determined. 
A considerable source of error when using this 
method results from the deformation of the 
measuring capacitors due to the gas pressure. The 
pressure and capacitance measurements must also 
be improved up to the feasible limits. The estima-
tion of all contributions allows an overall uncer-
tainty comparable to acoustic gas thermometry of 
about 2 ∙ 10–6 to be expected. This estimation is 
supported by the results which have recently been 
achieved [7].

Johnson noise thermometer

The temperature of an object can also be derived 
from the statistical movement of the charge 
carriers in an ohmic resistor; this treatment 
generates a noise voltage (white noise). This noise 
thermometry has already been applied for many 
years. It determines the temperature from the 
mean square of the noise voltage by means of the 
Nyquist formula (line 4 in Table 1). As parame-

ters, the electric resistance value of the test 
sample at the triple point of water as well 
as the amplification and bandwidth of the 
electronic measuring system have to be 
precisely determined. 

So far, noise thermometry has been well 
established at very low temperatures below 
5 K and at very high temperatures. At high 
temperatures above approximately 1000 K, 
it uses the larger measurement signals and 
is thus less sensitive to disturbances. At 
low temperatures, highly sensitive super-
conducting detectors can be used and the 
small signals can be detected with adequate 
dynamics. In the range around the triple 
point of water, the effective noise voltage 
lies – with the realizable parameters of the 

measurement technology – on the order of 1 μV. 
To measure these extremely small signals, you 
have to use special electronic circuits and carry 
out an in situ comparison with a reference noise 
source that is traced to the quantum standard 
of the voltage (see the article Counting Electrons 
to Measure Current in this publication) (Fig. 4). 
This is the only way to keep the amplification 
and the bandwidth stable and to eliminate the 
influence of drifts. To eliminate amplifier and line 
noise, the cross correlation of two measurement 
channels is evaluated. Thereby, only the time-cor-
related signal of the noise sources which is 
measured in both detection channels is detected. 
Related projects are currently carried out by NIST 
and NIM. The main problem is the long meas-
uring time that is required for low uncertainties. 
To achieve an uncertainty in the range of 1 ∙ 10–5 
for a bandwidth of 20 kHz, a measuring time 
of about five weeks is necessary. NIM currently 
achieves a relative uncertainty of 4 · 10–6 [5] 
with measurements ranging over an extended 

Fig. 3:
The central element 
of the dielectric-con-
stant gas thermom-
eter used at PTB 
includes cylindrical 
and ring-shaped 
measuring capac-
itors which are 
filled with helium 
gas at pressure p 
and whose relative 
capacitance change 
[C (p) – C (0)] / C (0)  
is measured. The 
capacitors are avail-
able as pairs in the 
symmetrical set-up, 
as the capacitance 
bridge can only 
measure ratios with 
the highest preci-
sion. A capacitor 
thereby serves 
as a comparison 
capacitor. The figure 
shows the gold-pla
ted capacitors which 
are mounted into 
bolted stainless-steel 
pressure vessels.
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bandwidth.

Doppler broadening thermometer

A further method to determine k by means of laser 
spectroscopy has been proposed only recently 
[4]. It measures the Doppler broadening of an 
absorption line in a gas cell at a homogeneous tem-
perature, and thus the mean movement of the gas 
particles (Fig. 5). Thereby, the absorption profile is 
sampled by means of tunable laser radiation. The 
temperature is obtained from its width (see the 
equation in line 5 of Table 1). The advantage of this 
method is that no complicated absolute radiation 
thermometry is required (as the radiant power – if 
it is clearly below the saturation intensity – does 
not influence the full width at half maximum, 
except by means of heating-up effects). 

At the Université Paris 13 Nord, experiments 
have so far been carried out with a CO2 laser at an 
ammonia line at 30 THz. Evaluating 2000 indi-
vidual absorption profiles resulted in a relative 
standard uncertainty for k of approximately 
50 ∙ 10–6. In a second project, the Second University 
of Naples and the Polytechnic of Milan are cooper-
ating with each other. They are using high-resolu-
tion spectroscopy at water vapor with a diode laser 
in the near infrared range. At present, the relative 
uncertainty is 24 ∙ 10–6. However, distinguishing 
Doppler broadening from other line shape mod-
ifications, which are caused by the interaction of 
the particles, is causing enormous difficulties. A 
reduction of the uncertainty to below 1 · 10–5 is 

improbable [5].

Radiation thermometer

Radiation thermometry is based on the emitted 
radiant power of a blackbody cavity with an 
absorptivity of 1, approximated by an isothermal 
cavity in which the light quanta are in thermal 
equilibrium with the walls. The radiant power 
is independent of the material and form of the 
cavity and only depends on the temperature (and 
the wavelength) and on fundamental constants. 
Primary thermometry assumes an absolute deter-
mination of the radiant power (Fig. 6). Planck’s 
radiation law is used to describe the spectral 
radiant power (Table 1, last equation).

The responsivity of the detector used in Fig. 6 is 
determined by an electrical substitution radiom-
eter. A cavity receiver thereby absorbs radiation 
which increases the temperature of the cavity. In 
a second measurement, the same temperature 
increase is generated – with the input aperture 

Fig 4:
The noise ther-
mometer compares 
the thermal noise 
source R(T) with the 
voltage reference Vr 
traced to the voltage 
standard by means 
of switch S. To elim-
inate amplifier and 
line noise, the cross 
correlation of the two 
measurement chan-
nels is evaluated via 
the amplifiers A1 and 
A2 (left). 
Spectra of the quan-
tized voltage noise 
source and the noise 
spectra of the meas-
uring resistor as well 
as the result of the 
cross correlation (on 
the right).
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Fig. 5:
The core piece 
of the Doppler 
broadening 
thermometer 
is the gas cell 
(left) in which the 
broadening of an 
absorption line 
(right) is mea-
sured by means 
of tunable laser 
radiation.
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A new definition of the kelvin based on the 
methods described above will be as follows [9]: 
The kelvin, which is the unit of the thermody-
namic temperature T, is defined in such a way 
that the Boltzmann constant has exactly a value 
of 1.380 648 52 ∙ 10–23 J/K (explicit definition of 
a fundamental constant). One kelvin is thus the 
change of the thermodynamic temperature T 
which corresponds to a change of the thermal 
energy kT of exactly 1.380 648 52 ∙ 10–23 joule. 
This formulation is in analogy to the current 
definition of the meter and can be considered as 
an explicit definition of the unit itself. In effect, 
both formulations are equivalent. But what are the 
consequences of such a new definition? 

Initially, the consequences will only be of 
importance for precision metrology. As has 
already been discussed, they must not even be 
felt in everyday use. Only in this way can inter-
national metrology applied so far function in an 
undisturbed way, and the world economy will 
not be affected. To achieve this, the Consulta-
tive Committee for Thermometry of the CIPM 
(Comité International des Poids et Mesures) is 
already working on a recommendation for imple-
mentation (mise en pratique). Anything else would 
create enormous costs. The mise en pratique will 
include recommendations for the direct measure-
ment of the thermodynamic temperature T. Texts 
defining the International Temperature Scales 
ITS-90 and PLTS-2000, which will remain valid, 
[10] will add to this (see info box). The CIPM 
recommendation for the implementation will also 
discuss the differences T–T90 and T–T2000 of these 
two scales with the respective uncertainties. The 
temperature values of T90 and T2000 will thereby be 
measured in accordance with the requirements of 
ITS-90 and PLTS-2000. 

This approach allows direct thermodynamic 
temperature measurements which are far away 

closed – by means of electrical heating power, which 
can be determined very precisely. To attain the 
required detection sensitivity, the thermal capacity 
of the cavity must be as small as possible. This can be 
achieved by cooling down to temperatures near the 
boiling point of liquid helium (4.2 K). These absolute 
detectors are therefore called “cryogenic radiom-
eters”. It is only by using them that the – currently 
– low uncertainties can be achieved. Furthermore, 
the precise values of the areas of the apertures and 
their distance must be experimentally determined, 
as well as the emissivity (equal to absorptivity) of the 
blackbody cavity.

The spectral radiation thermometer has the advan-
tage that you can choose a suitable spectral range via 
a filter. In this spectral range, the optical characteris-
tics of the detector can be determined very precisely. 
However, as only part of the emitted spectrum is 
measured, the radiant power at the detector is low. 
Besides this, the transmission curve of the filter 
must be measured with extreme precision. There-
fore, it is not to be expected that it will be possible to 
reduce the uncertainty further down than to some 
10–5, not even by bestowing the greatest care on the 
experiment [2]. However, after the redefinition of 
the kelvin, radiation thermometry will continue to 
play an important role in the measurement of high 
temperatures.

Consequences of the redefinition

The definition valid since 1954 determines the kelvin 
via a material property of a special substance. The 
kelvin is the 273.16th part of the thermodynamic 
temperature of the triple point of water [8]. Thus, 
influences of the isotope composition and the purity 
of the water used are of essential importance for their 
practical realization. Thereby, the long-term stability 
is jeopardized over space and time. By determining 
the Boltzmann constant, this defect is remedied.

Fig. 6:
The radiation ther-
mometer is based on 
the relation between 
the emitted radiant 
power of a black-
body cavity and its 
temperature.
An aperture set-up 
between the black-
body cavity and the 
detector defines the 
solid angle of the 
radiation. 

Blackbody cavity               

Aperture set-up

Detector



95

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2 Boltzmann Constant

from the triple point of water. These are, for 
example, high temperatures where the radiation 
thermometer can be used as an interpolation 
instrument of the ITS-90, but in future also as a 
primary thermometer. At the highest fixed points 
of the ITS-90, at 1300 K, for example, the uncer-
tainties are about one thousand times larger than 
the reproducibility of the triple point of water of 
approximately 30 µK. These uncertainties can 
be considerably reduced in future by means of 
primary radiation thermometers. 

In the temperature range around the triple 
point of water (which is important in practice), 
the ITS-90 will keep its right to exist – as it 
will, also in future, be of great importance for 
the worldwide harmonization of temperature 
measurement. The uncertainty of its realization 
is currently still up to one order of magnitude 
lower than the uncertainty of the thermodynamic 
temperature T. However, the triple point of water, 
which is currently – by definition – provided 
with an exact temperature, will lose its outstand-
ing position. It will then be a temperature fixed 
point like any other, which has exactly the same 
uncertainty as the Boltzmann constant at the time 
of its fixing. A relative uncertainty of 5 ∙ 10–7 will 
then correspond to 0.14 mK. We are optimistic 
that this target will be achieved by 2018. Then 
the kelvin, together with three other units – the 
kilogram, the mole and the ampere – will be rede-
fined by the General Conference on Weights and 
Measures [12].

Conclusion

Our short summary of the methods reveals that 
the development of the primary thermometers is 
making considerable progress. Therefore, we may 
expect that a value is achievable for the Boltzmann 
constant k with a relative uncertainty of 5 ∙ 10–7 
which is based on various experiments with pre-
sumably three different methods. The acoustic gas 
thermometer (AGT), the dielectric-constant gas 
thermometer (DCGT) and the noise thermometer 
(noise) are particularly promising for this purpose 
(Fig. 7). Besides this, the Doppler broadening 
thermometer could be able to provide additional 
confirmation, though with larger uncertainties. 

By 2018, we will be able to determine the Boltz-
mann constant via the primary thermometers so 
precisely that by fixing its numerical value once 
for all, the redefinition of the kelvin will become 
possible. In this way, a fundamental constant will 
be taken as a scale instead of an embodied stan-
dard (water sample). The substantial consequences 
are of a long-term nature, as the measuring system 
for the temperature would thus be infinitely stable. 
This objective is well worth the effort being made 
worldwide.

 

Fig. 7:
All measurements 
of the Boltzmann 
constant which 
contributed to the 
CODATA adjustment 
of 2014 [5], as well 
as the adjusted 
CODATA values of 
2010 and 2014 and 
the INRIM-15 result 
which – due to a 
delayed submission 
– was not taken 
into account. The 
error bars specify the 
standard uncer-
tainty. The green 
area specifies the 
standard uncertainty 
of the CODATA value 
of 2014.
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The International Temperature Scale of 1990

ter. In the temperature range from 3.0 K to 
24.5561 K, a special gas thermometer with 
3He or 4He serves for interpolation. In the 
range from 13.8 K to 1234.93 K (961.78 °C), 
special types of platinum resistance ther-
mometers are interpolation instruments. The 
temperature of these interpolation instru-
ments is calculated from the resistance ratio 
W(T90) = R(T90)/R(273.16 K) by using detailed 
specifications. R(T90) is the electric resis-
tance measured at the temperature T90, and 
R(273.16 K) is the electric resistance measured 
at the triple point of water. Temperatures 
above 1234.93 K (961.78 °C) are determined 
by means of the spectral radiation thermome-
ter. For this purpose, the spectral radiances Lλ 
(λ, T90) of a blackbody cavity of the unknown 
temperature T90 are compared – ideally at a 
fixed wavelength λ – with Lλ (λ, T90, ref) of a 
fixed point blackbody cavity whose tempera-
ture T90, ref is known. T90 is calculated from the 
radiance ratio. 

The international temperature scales pursue 
the principle of imaging the complex mea-
surements of thermodynamic temperatures 
to phase transitions of pure substances. 
These phase transitions can be more easily 
realized in the laboratory. The International 
Temperature Scale of 1990 (ITS-90) which 
is currently valid extends from 0.65 K to the 
highest temperatures practically measurable 
with the aid of Planck’s radiation law. It is 
based on 17 well reproducible thermody-
namic states of equilibrium, e.g. between the 
solid and the liquid phases of a pure metal 
[11]. Specific temperature values are assigned 
to these defining fixed points which – at the 
time of assigning – were considered as the 
best available approximations of the thermo-
dynamic values. The ITS-90 prescribes for 
several temperature ranges various interpo-
lation procedures between the fixed points. 
This gives the user as much choice in the 
realization of the scale as is compatible with 
the requirements placed on a high reproduc-
ibility. Figure 8 gives a schematic overview of 
the temperature ranges 
and the respective 
interpolation instru-
ments of the ITS-90. 

Since 2000, the 
low-temperature 
scale Provisional Low 
Temperature Scale 
PLTS-2000 has com-
plemented the ITS-90 
by three decades down 
to low temperatures. 
The temperature T2000 is 
measured by means of 
a 3He melting pressure 
thermometer.

Between 0.65 K and 
5 K, T90 is determined 
from the vapor pres-
sure of 3He (0.65 K to 
3.2 K) or 4He (1.25 K 
to 5 K) using a vapor 
pressure thermome-

 

3He

4He I4He II

0.65 K 3 K2.18 K1.25 K 3.2 K

0.65 K

5 K

5 K3 K
17 K

14 K
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25 K 54 K 84 K

30 C̊0 C̊-39 C̊ 157 C̊ 232 C̊ 420 C̊ 660 C̊ 962 C̊ 1064 C̊ 1085 C̊

273.16 K234 K

Gasthermometer

He vapor pressure

Platinum resistance thermometer

Platinum resistance thermometer

Gasthermometer

Radiation thermometer

Fig. 8:
Schematic overview of the temperature ranges of the International Temperature Scale ITS-90 
and the respective interpolation instruments. The temperature values of the defining fixed 
points are stated in rounded values only.
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1.	 Introduction

The light visible to us as human beings affects 
every aspect of our daily lives: our behaviour, our 
daily rhythm, our metabolism, our communica-
tion, our well-being and our productivity. Light 
serves as a tool, as information and as medicine 
all at the same time. The advent of industrializa-
tion and the accompanying means of creating 
artificial illumination for workplaces and other 
environments made the quantitative and qualita-
tive description of light a necessity, as insufficient 
light limits all of the “natural” functions described 
above. For these reasons, the objective physical 
evaluation and measurability of light became one 
of the central tasks of the Physikalisch-Technische 
Reichsanstalt (formerly PTR – Physical-Technical 
Imperial Institute, today PTB) shortly after it was 
founded in 1887.

The scientific discipline concerned with the 
measurement of light is called photometry. In 
order to explain the photometric units, we will first 
address the different meanings of the terms “light” 
and “radiation”. We will then describe the past and 
present approaches to integrating light-measur-
ing technology into the International System of 
Units (SI), shedding special light on the role of the 
spectral luminous efficiency of a human observer. 
We will close by briefly looking at possible future 
developments.

2.	 Light 

The visually perceivable spectral range of elec-
tromagnetic radiation that we refer to as “light” 
is determined by the sensitivity of the human 
eye. This spectral range extends from 360 nm to 
830 nm (i.e. from the ultraviolet (UV) to the near 
infrared (NIR) range). Thus, light comprises only 
a small segment of electromagnetic radiation. 
The spectral curve of the luminous efficiency of 
the eye was determined at the beginning of the 
20th century from the mean value of measure-
ments conducted on a series of (European) test 
subjects. The result of these measurements is the 
luminous efficiency function of the human eye. 

It is represented by the so-called V(λ)-function, 
which is normalized to “unity”, and is shown in 
Fig. 1 together with the terrestrial solar spectrum. 
The maximum of the V(λ)-function is at exactly 
555 nm (i.e. about where the spectrum of the sun 
available on Earth is at its maximum).

However, the actual, individual photosensitivity 
of the human eye varies from person to person, as 
it is dependent not only on one’s age and ethnicity 
but also on the given lighting. For this reason, in 
the transition from visual photometry to physical 
photometry, so-called standard observers with 
defined spectral sensitivity distributions were 
determined. Currently, the International Commis-
sion on Illumination (CIE, Commission Internatio-
nale de l´Éclairage) determines the spectral lumi-
nous efficiency V(λ) for photopic vision (i.e. for 
an eye adapted to brightness), V ʹ (λ) for scotopic 
vision (for an eye adapted to darkness) and Vmes(λ) 
for mesopic vision (in the transitional area). These 
functions are used for the physical evaluation of 
light – independently of the actual, individual 
visual sensitivity of a particular human being.

Fig. 1:
Relative progression of the terrestrial solar spectrum in the ultraviolet (UV), visual 
(VIS) and near-infrared spectral range with the absorption bands of the atmo-
sphere. Within the visual spectral range, the progression of the V(λ)-function is 
plotted.
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3.	 Link to the SI

Until the mid-20th century, before the invention 
of the first electrical detectors that were suffi-
ciently sensitive, it was the human eye that was 
used in photometry as a visual comparator. In this 
process, the human eye, as an imaging system, 
measures and evaluates (in principle) the lumi-
nance of objects, as the light of an observed object 
is collected via the eye lens and reproduced onto 
a surface element of the retina. For this reason, 
the main focus of photometry was not only the 
total amount of the weighted electromagnetic 
radiation to be evaluated (luminous flux), but also 
especially the spatial radiation characteristic of the 
light sources that emitted or reflected the observed 
light.

The elementary physical quantity that describes 
the emission of light from a source is luminous 
intensity Iv. It is the photometric equivalent of 
the radiometric quantity of radiant intensity Ie, 
evaluated with the luminous efficiency function. 
Here, the “v” index stands for “visual” and the “e” 
index stands for “energy-related”; these indices 
clearly define the relation to photometry and 
radiometry. Expressed more simply, luminous 
intensity describes the amount of luminous flux 
emitted by a light source in one direction in a suf-
ficiently narrow beam of light. A physically correct 
description would be that luminous intensity is 
the density (relative to the solid angle Ω) of the 
luminous flux Φv emitted in a particular direction, 
(i.e. Iv = dΦv/dΩ).

Even before the International Metre Convention 
had been signed, luminous intensity was already 

being used as a base quantity for the evaluation of 
light and for the clear description of light sources. 
Luminous intensity was also chosen because it was 
measurable using simple means (see Fig. 2) via a 
visual comparison of illuminance incorporating 
distance and solid angle. In Fig. 2, the distance d2 
of a test lamp is altered until the corresponding 
translucent paper windows are equally bright (i.e. 
the paper illuminated by the test lamp demon-
strates the same luminous intensity as the paper 
illuminated by the standard lamp). The luminous 
intensity is then yielded via the relation of the 
distance squares as follows:

I I d
d2 1
2
2

1
2=  

	
.	 (1)

Thus, the unit of luminous intensity was origi-
nally traced to the directed light emission of a stan-
dard light source, as this was considered a natural 
approach. Here, in the early phases of photometry, 
the value of the unit was dependent on the type of 
the standard light source used. The most impor
tant representatives of these standard light sources 
were the Hefner lamp in German-speaking Europe, 
the Pentan lamp in England and the Carcel lamp 
in France [2]. In 1937, an agreement was reached 
within the Comité Consultatif de Photométrie (CCP, 
the predecessor to the current CCPR, Comité 
Consultatif de Photométrie et Radiométrie, prior 
to the incorporation of radiometry) to create an 
internationally uniform, source-based definition 
for the unit of luminous intensity [3]. To this end, a 
cavity radiator was chosen as the most suitable light 
source because the radiation from a confined cavity 
in thermal equilibrium can be physically described 
by Planck’s law of radiation. In a vacuum, the radi-
ation of such a cavity depends only on its tempera-
ture, apart from its dependence on fundamental 
constants. For this reason, a cavity radiator (also 
called a “black-body radiator”) is a light source that 
can be calculated.

Because white light requires a high cavity 
temperature, a platinum cavity radiator oper-
ated at the temperature of freezing platinum was 
chosen as the new standard light source. The new 
definition of the unit of luminous intensity was 
originally planned to be introduced worldwide 
beginning in 1942; however, this was delayed due 
to the outbreak of World War II. Not until 1948 
did all Member Countries to the Metre Conven-
tion convert to the new unit of luminous inten-
sity, which bore the name candela (cd). The 1967 
version [4] defined the candela as follows:

“The candela is the luminous intensity, in the 
perpendicular direction, of a surface of 1/600 000 
square meter of a black body at the temperature 
of freezing platinum under a pressure of 101 325 
newtons per square meter.” 

Fig. 2:
Principle of the first photometer described by Bouguer (1698–1758) around 
1725 [1]. See text for explanation.
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The size of the surface segment was dimensioned 
in such a way that the numerical value of the unit 
of the candela was in the same order of mag-
nitude as the unit of the “international candle” 
(IK), which had previously been used in England, 
France and the United States. Fig. 3 shows a typical 
measuring set-up for the realization of the candela.

With this definition, which is linked to a mate-
rial property, the unit of luminous intensity was 
established in the SI system in such a way that it 
was independent of radiometric units and depen-
dent only on the units of the quantities of surface 
area and air pressure. Via a direct comparison on 
an optical bench (which effectively replaced the 
Bouguer photometer shown in Fig. 2), incandes-
cent lamps were compared with this black-body 
radiator by means of equation (1), thereby deter-
mining their luminous intensity absolutely.

If the temperature of the freezing point TPt 
of platinum is known, the spectral radiance 
Le, λ (λ,TP) of the black-body radiator is known 
as well via Planck’s radiation law. The spectral 
radiance weighted with the V(λ)-function (i.e. 
∫ Le, λ (λ,TP) ∙ V(λ) dλ) then indicates the radiomet-
ric radiance emitted in the visible range expressed 
in the unit Wm–2sr–1. However, the luminous 
intensity in the far field divided by the luminescent 
surface of the black-body radiator (i.e. ΔI / ΔA) is 
just equal to the photometric luminance Lv of the 
source, expressed in the unit cdm–2. The quo-
tient of this luminance to the weighted radiance 
described above is thus a measure of the equiva-
lence between photometric and radiometric quan-
tities. This equivalence has general validity for the 
conversion of radiometric quantities Xe into photo-

metric quantities Xv, and can be described via the 
relation Xv = Km ∫ Xe, λ (λ)V(λ) dλ. If the surface area 
and the magnitude of the luminous intensity from 
the old definition of the candela are entered into 
the equation, the following is yielded:
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As stated in literature of the time, the value of 
the freezing temperature of platinum (according 
to the International Practical Temperature Scale 
IPTS-48) was a temperature of TPt = 2042 K [6], 
which led to a Km of 682.1 lm/W [7]. The currently 
valid values of the fundamental constants and the 
freezing temperature of platinum, 2041.4 K, would 
result in a value of 685.06 lm/W [8]. Similarly, 
using the scotopic luminous efficiency function 
V ʹ (λ), TPt = 2042 K produced the spectral lumi-
nous efficacy of K ʹ m = 1752 lmW–1 for an eye 
adapted to darkness.

The product of Km and V(λ) is called the spectral 
luminous efficacy of radiation K(λ), which – as 
V(λ)≤ 1 – has a maximum value of Km.

Because the radiation of a perfect black-body 
radiator is not dependent on the material used, 
it was also possible (in principle) to avoid using 
expensive, high-purity platinum in favour of 
less-expensive black-body radiators (such as those 
based on graphite). However, it was necessary to 
ensure that the black-body radiator that was then 
used for the traceability had the same temperature 
as freezing platinum at the defined atmospheric 

Fig. 3: Measuring 
set-up with a plat-
inum point black-
body radiator [5] for 
the realization of the 
candela.



102

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2Experiments for the New SI

conditions. This method was used by many 
national metrology institutes. However, when the 
freezing temperature of platinum was assigned the 
value of TPt = 2045 K [6] in the late 1960s via mea-
surements for the International Practical Tempera-
ture Scale (IPTS-68), a great deal of uncertainty 
was generated within the field of photometry con-
cerning the realization of this unit. Ultimately, in 
the 1970s, this led to a search for a new definition 
for the SI base unit of the candela that was inde-
pendent of artefacts and material properties. After 
lengthy discussions, an agreement was reached in 
1979 to abandon the independence of the photo-
metric quantities and to link luminous intensity to 
the radiometric unit of radiant power by means of 
a defined spectral luminous efficacy. This allowed 
the unit of luminous intensity to be realized by 
applying radiometric procedures.

The following definition was devised [9]:

A close look at this definition will reveal that it was 
not devised to serve as instructions for the direct 
realization of the luminous intensity of a candela, 
for the following reasons: 

■■ Every real radiation source has a finite 
bandwidth.

■■ Luminous intensity is directly related to the 
sensitivity of the human eye, which is sensitive 
not only to a single wavelength, but also in a 
spectral range from 360 nm to 830 nm.

■■ The definition contains no statement on the 
quantitative assessment of radiation of other 
frequencies/wavelengths.

Instead, the definition merely establishes 
the equivalence of 1 cd = ^ 1/683 W sr–1 for the 
defined frequency of 540 THz. Here, due to nλ 
= c / f , the wavelength which is to be assigned 
depends on the value of the refractive index of 
air. Often, n = 1.00028 [10] is taken as the refrac-
tive index of air, although its value depends on 
the chemical composition and temperature of the 
air. In practice, the corresponding wavelength 
to the defined frequency will typically be in the 
range of (555.02 ±0.01) nm, which is very close 
to 555 nm.

From this equivalence, the photometric spec-
tral luminous efficacy Kcd yields Kcd = K(λ = 
555,016 nm) = 683 cdsrW–1 = 683 lmW–1.

In order to establish the numerical value for the 
maximum spectral luminous efficacy Km, extensive 
measurements were performed between 1971 and 
1979 – both for the determination of the freezing 
temperature of platinum and for the realization of 
the candela by means of the platinum cavity radia-
tor [7]. Ultimately, based on these measurements, 
an integer frequency value in the terahertz range 
was agreed upon, as well as an integer spectral 
luminous efficacy value Kcd, which is very close to 
the maximum of the photopic spectral luminous 
efficacy Km. 

Fig. 4:
Spectral luminous 
efficacy K (λ) for the 
different photopic, 
scotopic and meso-
pic spectral efficiency 
functions, and a 
selection of mesopic 
adaptation levels 
with their maximum 
efficacies K m m; in K m m, 
the top m index de-
scribes the adapta-
tion level at mesopic 
spectral efficiency.

The candela is the luminous intensity, in 
a given direction, of a source that emits 
monochromatic radiation of frequency 
540 ∙ 1012 hertz and that has a radiant 
intensity in that direction of 1/683 watt 
per steradian.



103

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2 Photometric spectral luminous efficacy

One reason why Km was not simply chosen for 
Kcd is the universal validity of the candela defini-
tion for all photometric luminous efficiencies:

Only via this further restraint does the candela 
become equally applicable for all efficiency 
functions. By determining this intersection, new 
maximum values resulted for the photometric 
spectral luminous efficacies of different luminous 
efficiencies (see also Fig. 4). Thus, the statement 
above results in Km being assigned a value of 
683.002 lmW–1 (for n = 1.00028) for photopic light 
(see detail enlargement in Fig. 4). However, this 
value is so close to the value of Kcd that a distinc-
tion between Km and Kcd is rarely made in practice.

The changes were clearer under scotopic mar-
ginal conditions, where Kʹm decreased by 3 % from 
1752 lmW–1 to 1700 lmW–1. However, this differ-
ence was tolerated in the new definition, as V ʹ (λ) 
was hardly ever used in practice at that time.

In 2010, an algorithm for the determination 
of mesopic luminous efficiencies, V mes (λ), was 
defined by the CIE [11]. Based on the fact that 
the eye “measures” luminances, both the phot-
opic and scotopic luminous efficiencies have to 
be considered as limit functions for high and low 
luminances. The challenge therefore lay in finding 
a correlation for luminances within the intermedi-
ate range of 0.005 cdm–2 ≤L≤ 5 cdm–2 that would 
transform the existing relative spectral efficiency 
functions V (λ) and V ʹ (λ) as a function of the level 
of luminance. An agreement was reached to use a 
linear combination of the photopic and scotopic 
luminous efficiencies, controlled via the adaptation 
level m:

V
M m

mV m Vmes( )
( )

( ( ) ( ) ( ))� � �� � � �1 1 	(3)

Here, M(m) is a scaling factor that ensures that 
the maximum of Vmes(λ) is always normalized to 
one. Fig. 4 shows the curves of several selected 
adaptation levels. In [11], the relation between 
the adaptation level m and the luminance L is 
explained in greater detail.

At this point, it should be pointed out that, 
in addition to the functions given above that 
describe the so-called “CIE 2° observer”, addi-
tional CIE observers exist (such as the 10° 
observer) that can be used for the evaluation of 
light. The 10° observer is based on the fact that 
the retina of the human eye does not have an 
equal distribution of photosensitive cone and rod 
cells. The penetration point of the optical axis of 
the eye with the retina, the fovea, contains the 
maximum concentration of cones. The cones 
responsible for colour vision are described, for 
the most part, by the V (λ)-function. The highest 
concentration of rods sensitive to black and white, 
whose sensitivity is best described by the V ʹ (λ)-
function, is located at an angle between 15° and 
20° from the optical axis. For this reason, the 
spectral sensitivity of the eye changes depending 
on the angle of observation, thus also changing 
the sensory impression of brightness and colour. 
Because these mechanisms play a minor role in 
the objective assessment of direct or indirect light 
sources, we have restricted ourselves here to the 
angular section of the CIE 2° observer that is 
important for focussed observing. However, in 
order to address sight and visual perception, it is 
necessary to devote attention to these and other 
characteristics of the human visual apparatus.

Having described the special relevance of lumi-
nous efficiency for understanding the definition of 
the unit of the candela, we will address the actual 
realization of this unit in the next section.

Fig. 5:
Influence quantities for the radiator-based realization of the unit of the candela.

The definition of the unit of the cande-
la for luminous intensity implies that 
the photometric spectral luminous 
efficacies of all existing and future 
photometric luminous efficiencies 
must intersect exactly in the point 
(540 · 1012 Hz, 683 lmW –1).
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4.	 Metrological realization

A realization that would naturally suggest itself 
would be possible by using any black-body radia-
tor as a standard light source if it emits sufficient 
radiation power in the visual spectral range. If the 
temperature of the black-body radiator is known 
(for example, by using fixed-point cells with a 
known freezing temperature), the radiance of the 

black-body radiator can be determined by means of 
Planck’s radiation equation, applying the constants 
cl = 2πhc2 and c2 = hc /k (see Fig. 5). In accordance 
with equation (2), a geometry factor would have 
to be theoretically determined and experimentally 
maintained if the black-body radiator is applied; 
this geometry factor ensures that the maximum 
value of the spectral luminous efficacy of the source 
is at Km = 683.002 lmW–1 (for n = 1.00028).

Fig. 6:
Traceability chain for 
the radiator-aided 
realization of the unit 
of the candela. In 
practice, black-body 
radiators made of 
pyrolitic graphite 
are normally used. 
Long-lasting OSRAM 
WI41/G lamps are 
used as standard 
lamps.

Fig. 7:
Detector-aided 
realization of the unit 
for the quantity of 
luminous intensity. 
Here, the quantity 
Ω0 describes the 
unity angle of a 
steradian [sr]. The 
quantities Ee, K and 
s are the values 
integrated across the 
entire spectrum for 
irradiance, luminous 
efficacy and respon-
sivity, respectively.
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Once a black-body radiator that fulfils the above 
measurement conditions has been found, other 
light sources can be connected to this primary 
standard via a direct comparison using a photom-
eter (Fig. 6). The uncertainty of this realization 
depends primarily on the uncertainty of the geom-
etry factor, as well as on the uncertainty when 
determining the cavity temperature.

Instead of a source-based realization of this 
nature, in which the unit of the quantity of lumi-
nous intensity is determined directly by means 
of the calculated radiation of a source, a detec-
tor-aided realization is also possible. A prerequisite 
for this is for the irradiance responsivity of the 
radiation detector used (i.e. the relation of the 
output signal measured to the irradiance detected) 
to be known precisely.

Since all known detectors have spectral depen-
dencies, both the absolute spectral irradiance 
responsivity of the detector and the relative 
spectral distribution of the light source measured 
using the detector are required in order to calcu-
late the illuminance from the spectral distribution 
weighted with Km ∙ V (λ) and the spectral irradiance 
measured. Via the squared distance, the luminous 
intensity can then be determined easily at great 
distances from the source (far field) (see Fig. 7).

In order to trace the spectral irradiance respon-
sivity to the SI, a cryogenic radiometer is used: 
first, by means of this radiometer, the optical 

radiant power of a monochromatic source is com-
pared to an electrical power. To do so, the optical 
radiation is fully absorbed in a black cavity, and 
the resultant heating of the cavity (after shielding 
the source) is substituted with an equally strong 
heating by adding an electrical heating power. 
In this way, radiant power can be expressed via 
electrical power.

Due to the material characteristics, the highest 
levels of sensitivity and the smallest uncertainties 
are reached at a cavity temperature of around 6 K, 
from which the name “cryogenic radiometer” is 
derived [12, 13].

After the radiant power of the monochromatic 
source has been precisely determined via this 
method, the source can be used to calibrate the 
spectral radiant power responsivity sΦ (λi) of (for 
example) semiconductor detectors at a given 
wavelength (see Fig. 8). Here, so-called trap detec-
tors are particularly well-suited; these detectors 
are made up of several single series-connected 
photodiodes (see Fig. 8 top left and [12]) that are 
very homogeneous across their detector area, and 
have a relative spectral responsivity distribution 
that can be calculated very well with a few addi-
tional assumptions. Thus, with a single wavelength 
of the cryogenic radiometer (or with only a very 
small number of wavelengths), an absolute link is 
obtained between the scale for the spectral radiant 
power responsivity sΦ (λ) and the other SI units. 

Fig. 8:
Traceability chain for 
the detector-aided 
traceability to the 
cryogenic radiom
eter.
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If the irradiated area of the detector is known in 
addition (to this end, a precisely calibrated aper-
ture is positioned in front of the detector opening), 
the spectral irradiance responsivity sE (λ) can be 
derived from the spectral radiant power respon-
sivity. In the next step, via comparison with the 
trap detector, other detectors (such as radiometers 
and pyrometers, as well as photometers) can be 
calibrated in terms of their spectral irradiance 
responsivity.

It is here that we come full circle: To determine 
the temperature of the black-body radiator for 
source-based traceability (see Fig. 6), a pyrom
eter is usually used whose spectral responsivity is 
determined beforehand via the calibration chain 
using the cryogenic radiometer.

The two methods specified here for the realiza-
tion of this unit are also described in the mise en 
pratique of the BIPM for the candela [14]. 

5.	 Dissemination of the unit

Despite the above considerations, we have not yet 
reached our goal within the realm of photometry. 
If the relative spectral responsivity of the detector 
used (in this case, the photometer) were identical 
to the V (λ)-function, a single calibration of the 
photometer using the cyrogenic radiometer would 
be enough to determine correct illuminances 
for any spectral distributions (i.e. for any light 
source). However, in practice, the responsivity of 
a photometer deviates from the spectral efficiency 
function established. As a result, this spectral 
mismatch, whose effect always depends on the 
given spectral distribution of the source, creates 
incorrect measurement results. For this reason, in 
order to calibrate a light source using a calibrated 
photometer, the relative spectral distribution of the 
source is needed as well. This spectral distribution 
can be determined (for example) from the spectral 
comparison of the light source with a black-body 
radiator of a known temperature.

In order to gain better control of this problem, 
and in order to ensure comparability of measuring 
instruments, so-called illuminants (standard light 
types) are specified in photometry with defined 
spectral distributions [15]. Here, two illuminants, 
Illuminant A and Illuminant D65, are of special 
significance. Illuminant A in particular, which is 
the spectrum of a black-body radiator with a tem-
perature of 2856 K, serves as a standard spectrum 
for the determination of the integral photometric 
responsivity sv. In practice, all characteristics of 
photometric detectors are stated in relation to this 
spectral distribution. This is aided by the fact that 
even normal incandescent lamps have a spectral 
distribution that is very close to Planck’s spectrum. 
Thus, in order to keep the uncertainty associated 
with the dissemination of the candela as small as 

possible, incandescent lamps set via their lamp 
current to a distribution temperature of around 
2856 K are used as transfer standard lamps. (The 
distribution temperature is the temperature of a 
black-body radiator at which the spectral dis-
tribution is equal or almost equal to that of the 
temperature radiator observed.) This ensures that 
the correction factors designed to take spectral 
mismatches of the photometer into account during 
its calibration remain small. Here, it is possible 
to maintain and reproduce the lamp current (as a 
nominal value) with very high precision.

Illuminant D65 has a spectrum similar to that 
of the sun; this spectrum is mainly used to assess 
applications that use daylight. Here, D65 rep-
resents a set spectral distribution whose luminous 
colour is closest to that of a black-body radiator 
with a temperature of 6500 K. 

6.	 Possible future developments

With the new wording of the candela definition 
in the sense of an “explicit constant definition”, a 
definition has been established that eliminates the 
ambiguity of parts of the old wording.
According to BIPM, the current concept reads as 
follows [16].

Frequently, the very existence of the candela is 
called into question. However, the form currently 
chosen is the sole possibility of creating a coherent 
representation in the SI of the complex photomet-
ric measurement technique with its linked action 
spectra.

To date, maintaining and disseminating the 
unit of the candela via the luminous intensity of 
standard lamps specially designed for this purpose 
(see inset images, Fig. 8) has been the method that 
can be realized with the smallest uncertainties. The 
international ban on incandescent lamps, which 
has also resulted in manufacturing requirements 
for the production of incandescent lamps (includ-
ing those used for scientific purposes) ceasing 

The candela, symbol cd, is the SI unit of 
luminous intensity in a given direction. 
It is defined by taking the fixed numer-
ical value of the luminous efficacy of 
monochromatic radiation of frequen-
cy 540 · 1012 Hz, Kcd, to be 683 when 
expressed in the unit cd sr W–1, which 
is equal to lm W–1, or kg–1 m–2 s3 cd sr, 
where the kilogram, meter and second 
are defined in terms of h, c and ΔvCs.



107

 Special Issue ▪ PTB-Mitteilungen 126 (2016), No. 2 Photometric spectral luminous efficacy

to apply, means that measurement laboratories 
around the world are now increasingly lacking 
traceability artefacts.

Thus, it is often considered inevitable that a 
transition to spectroradiometric measurements 
will take place on the one hand, and that the unit 
will be disseminated via (for example) LED-based 
light sources on the other hand. However, the 
measurement uncertainties of a traceability chain 
based on this are often underestimated; suitable 
framework conditions for traceability will have to 
be found concerning the spectral distribution of 
LEDs.
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